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Abstract

This thesis revolves around the simulation of neutron scattering instrumentation using the
Monte Carlo ray-tracing package McStas. McStas and similar tools are used extensively in
the design of instrumentation at the European Spallation Source currently under construc-
tion in Sweden, and has played a similar role in the construction of most modern neutron
scattering facilities. McStas allows the user to build an instrument from building blocks
called components, such as guide sections, samples and detectors. The modular nature of
McStas facilitates international collaboration, as such components are contributed by super
users to be used by others, and thus the capabilities of the package is continuously expanded.

The contents of this thesis includes work on neutron guide optimization, including de-
velopment of analytical constraints that minimize thermal neutron background. These con-
straints originate from the limit on guide performance given by the Liouville theorem when
the desired beam is specified with both a limited spatial extend, divergence and wavelength
range. Given such a beam description, the constraints will limit the optimization to guides
with minimal thermal background that can still potentially reach the Liouville performance
limit. For this reason the constraints are nicknamed ”the Minimalist Principle”. Guides
optimized with and without the Minimalist Principle are compared, showing the expected
advantage in terms of the fraction of neutrons delivered by the guide included in the desired
beam description. A tool called ”guide bot” is presented which reduces the effort required to
program neutron guide optimizations. This is achieved by generating the required McStas
files, iFit optimization code and scripts from simple user input describing the desired beam
and overall guide geometry. The optimized guides are thoroughly characterised in a consis-
tent manner, empowering instrument teams to compare large numbers of guide alternatives
with limited effort. The features of guide bot are presented along with examples of complex
guides optimized using the software. The software was further used for optimizing guides
for the majority of the proposed instruments for the European Spallation Source for a range
of moderator heights, which resulted in a data set partly used to select the final moderator
height of the facility.

The thesis also presents a contribution to the McStas package called the ”Union compo-
nents” that circumvents basic McStas restrictions to include multiple scattering throughout
complicated sample environments and the like. Within the Union components the task
of a typical McStas sample component is separated into multiple components. Materials
are defined from a description of absorption together with an arbitrary number of physi-
cal processes such as incoherent scattering, powder scattering and single crystal scattering.
When defining the geometry to be simulated, volumes such as boxes, spheres and cylin-
ders are used to build the overall geometry, and each are assigned the appropriate material
definition. These volumes can overlap, allowing the construction of windows in sample en-
vironments, complicated sample holders including shielding and the like. The simulation
performed using Union components are not done in a linear fashion, but rather using an
optimized logical network that reduces the computational requirements. The developed al-
gorithm for propagation and the generation of the optimized networks are presented. The
Union components are used to simulate the triple axis spectrometer MACS and time of
flight powder spectrometer MARI. Both instrument simulation are used to recreate recent
measurements. Each recreation have details that deviate, but are mostly in agreement with
measurements.
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Resume

Denne afhandlings omdrejningspunkt er simulation af neutronsprednings instrumentering
ved hjælp af Monte Carlo str̊alings-sporings pakken McStas. McStas og lignende redsk-
aber bruges i høj grad til design af instrumentering til den Europæiske Spallations Kilde,
der er under opførsel i Sverige, og har spillet lignende roller under opførslen af de fleste
moderne neutronsprednings faciliteter. McStas tillader brugeren at bygge instrumenter med
byggeklodser kaldet komponenter, det kan være guidesektioner, prøver og detektorer. Den
modulære opbygning af McStas muliggøre internationalt samarbejde, da disse komponen-
ter biddrages af superbrugere s̊a de derefter kan bruges af andre, og p̊a denne m̊ade bliver
pakkens muligheder udvidet.

Denne afhandling indeholder optimering af neutronguides, inklusive udvikling af ana-
lytiske randbetingelser som minimerer termisk neutron baggrund. Disse randbetingelser
stammer fra grænsen for en guides ydeevne sat af Liouvilles teorem, n̊ar den ønskede str̊ale
er specificeret b̊ade med begrænset rumlig udstrækning, divergens og bølgelængde interval.
Givet s̊adan en str̊ale beskrivelse vil randbetingelserne begrænse optimeringen til guides med
minimal termisk baggrund, som stadig potentielt kan opn̊a Liouville grænsen for ydeevne. Af
denne grund har randbetingelserne f̊aet navnet ”Minimalist Princippet”. Guides optimeret
med og uden Minimalist Princippet er sammenlignet, hvilket viser den forventede fordel i
form af brøkdelen af neutroner afleveret af guiden indenfor de opgivne str̊ale specifikationer.
Et værktøj kaldet ”guide bot” som reducerer den nødvendige arbejdsmængde p̊akrævet for
at programmere en neutronguideoptimering er præsenteret. Dette er opn̊aet ved at gener-
erer de p̊akrævede McStas filer, iFit optimerings kode og scripts ud fra simpelt bruger
input der beskriver den ønskede str̊ale og den overordnede guide geometri. De optimerede
guides er grundigt karakteriseret p̊a en konsistent m̊ade, hvilket tillader et instrumenthold
at sammenligne et stort antal guide alternativer med begrænset indsats. Funktionerne in-
deholdt i guide bot er præsenteret sammen med eksempler af komplicerede guides, der er
optimeret ved brug af programmet. Programmet er endvidere brugt til optimering af guides
for størstedelen af foresl̊aede instrumenter til den Europæiske Spallations Kilde for et inter-
val af moderator højder, hvilket resulterede i data som biddrog til at beslutte facilitetens
endelige moderator højde.

Denne afhandling præsentere ogs̊a et biddrag til McStas pakken kaldet ”Union kom-
ponenterne” som omg̊ar basale McStas restriktioner s̊a gentagene spredning kan inklud-
eres i komplicerede prøve milijøer. Indenfor Union komponenterne er en typisk McStas
komponents opgaver blevet opdelt i flere komponenter. Materialer er defineret ud fra en
beskrivelse af absorption sammen med et arbitrært antal af fysiske processer s̊asom inko-
herent spredning, pulver spredning og enkelt krystal spredning. N̊ar geometrier der skal
simuleres defineres bruges volumener s̊asom bokse, kugler og cylindere til at bygge den
overordnede geometri, og hver af disse tilknyttes en passende materiale-definition. Disse
volumener kan overlappe, hvilket tillader konstruktion af vinduer i prøve milijøer, kom-
plicerede prøveholdere inklusive afskærmning og lignende. Simulationerne udført med Union
komponenterne er ikke lineære, men i stedet bruges et optimeret logisk netværk, der reduc-
erer computermæssige krav. De udviklede algoritmer til propagation og generationen af de
optimerede netværk er præsenteret. Union komponenterne er brugt til at simulere tre-akse-
spektrometeret MACS og flyvetids-pulver-spektrometeret MARI. Begge instrument simu-
lationer er blevet brugt til at genskabe m̊alinger. Hver simulation har nogle detaljer der
afviger, men er overvejende i overensstemmelse med m̊alingerne.
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Preface

This document is the PhD thesis by Mads Bertelsen employed at the Niels Bohr Institute
X-ray and Neutron Science group March 2012 to June 2017. The position was financed by
the Niels Bohr Institute itself, and supervised by Kim Lefmann. The PhD position was of
the 4+4 type, meaning a 60 ECTS point master thesis was to be submitted after 2 years
of study. The subject of the master thesis was neutron guide design, introducing analytical
constraints for guide optimizations and an early version of the software package guide bot.
Due to discoveries in the field of neutron moderation, the European Spallation Source needed
a large amount of guide optimization work to determine if drastic changes in the moderator
dimensions would be worthwhile. The investigation had to be performed with urgency as
a delayed decision would delay the entire project. A years leave of absence was taken from
the PhD programme in 2014-2015 during which I reported to Ken Andersen, the head of
the instrumentation group. Guides were optimized for a range of proposed moderators for
the majority of the instrument suite, and guide bot was developed further to lift the task.

When returning to the PhD position, the focus was shifted to the original problem of
advancing McStas sample simulation. The mandatory stay abroad was at Johns Hopkins
University, USA, in the group of Collin Broholm. Here the developed McStas code was used
to simulate the triple axis spectrometer MACS.

The contents of this thesis is thus split between the neutron guide design work and work
on McStas sample simulation. The thesis includes 3 papers of which I am the first author,
1 which is published (A.1), 1 which is accepted (A.2) and 1 draft that is almost ready for
publication (A.3). I was first author on the paper A.4, it is included here for completeness,
but is not to be considered in the assessment of the PhD thesis as it was submitted as part
of the master thesis. In addition, I have co authored 9 papers in the period, primarily in
the field of neutron guide design, A.5, A.6, A.7, A.8, A.9, A.10, A.11, A.12 and A.13.
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Chapter 1

Introduction

The understanding of materials is fundamental to societies’ technological progress, as the
available materials is the basis of what can be achieved. Progress in pharmaceuticals, in-
formation storage, superconductivity, magnetic systems, chemistry and many other are all
dependent on information about the atomic structure of molecules and crystals. Scatter-
ing techniques provide the bulk of this information, and the two most important scattering
probes are X-rays and neutrons.

X-ray scattering is by far the most common of the two, because the production of X-rays
is simpler and can be easily controlled, which results in tight powerful beams that yield
precise results. However, there are issues, as the energy scale for X-rays are in keV, while
interesting crystal excitations can be in the meV range. In addition, the photon interacts
so strongly with typical materials, that studying samples in extreme environments becomes
difficult.

Neutron scattering is an alternative technique that can be used to compliment the in-
formation gathered from X-ray experiments. The energy scale for thermal neutrons is meV,
similar to the energy scale of basic excitations of molecules and crystals. The neutron inter-
acts with the nucleus and has a lower probability for scattering, allowing even illumination
of samples and more straightforward construction of sample environments. However, intense
neutron beams are much more difficult to produce and control.

Neutron scattering has primarily been performed using dedicated reactor sources pro-
ducing constant beams; yet the newest generation of high performance sources are predomi-
nantly using the spallation process [1]. Spallation yields more neutrons for the same amount
of heat, and the neutron production can be performed in short bursts. The time of flight for
neutrons can be used to deduce their energy and using this information allows for entirely
different instrument design. Time of flight instrumentation has always been possible on
continuous sources, but the related loss of intensity have been prohibitively high for most
use cases.

The European Spallation Source (ESS) [2] currently under construction in Lund, Swee-
den, employs a novel long-pulse time structure. The new time structure provides new possi-
bilities and limitations, which once again have challenged instrument designers to abandon
conventional wisdom.

Numerical simulations are currently playing a central role in the design of new neutron
scattering instrumentation and sources, hence the quality of these simulations sets the bar
for the certainty of each decision made. The range of capabilities provided by this software
also dictates the limits for what can be investigated and optimized; meaning all aspects
outside of these capabilities are dealt with using potentially outdated conventional wisdom.

The use of numerical simulation of instrumentation in data analysis is a long standing
ambition of the simulation community. Simulations have not been widely used, since the
capabilities of the simulations have not yet reached the ever changing frontier of the science
being performed.

For these reasons, the importance of the accuracy, quality and capabilities of numerical
simulations used in neutron scattering is greater than ever.
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The numerical simulations used to design the neutron scattering experiments at ESS can
be split into two categories, the general packages primarily for high energy particles, and
the specialised thermal neutron packages. The general packages such as MCNPX [3] and
GEANT4 [4] are used for high energy neutrons and other particles, such as describing the
spallation target and neutron moderation [5], but also detectors [6]. A range of packages
specialised in thermal neutron scattering exists, which focuses on instrumentation and sam-
ple physics. These simulate the path of neutrons from the source to the detector, and are
thus used extensively for design of the all important instrumentation [7–15].

The most widely used packages of this kind are called McStas [16–20], RESTRAX /
SIMRES [21, 22] and VITESS [23–25]. They are all modular, meaning that the user can
build an instrument simulation using smaller building blocks here referred to as components.
Rays are propagated through a linear succession of components, for example from a source,
through a guide, to a sample and finally to a detector.

This software structure is excellent for simulating neutron guides, as the necessary guide
sections are placed in the desired order and virtual neutrons are propagated through the
system. Subtle effects from the exact geometry, gravity and even mirror imperfections are
easily simulated and optimized. Many publications focus on these aspects [26–44]. The
sheer amount of studied alternatives is, however, becoming overwhelming when instrument
designers are looking for the best possible guide for their instrument. Considerable effort is
needed to evaluate the possibilities for the specific needs of the instrument.

Instrument simulation packages are also well suited to simulate the intended beampath
of the instrument backend. Such simulations can provide valuable information on expected
count rates, resolution functions and secondary extinction effects.

As the level of detail required from these packages increase, problems have started to arise
from the simple structure of the software. One issue originates in the linear succession of
components when instruments are becoming increasingly parallel. This is also problematic in
areas of the instrument where the path of the simulated neutrons are not clear, for example
when simulating a sample in sample holder. If the sample and sample holder are simulated
using two components, the user must specify the order in which the neutrons can interact
with these, or allow just one of them to scatter. This can be circumvented by programming
additional logic, yet this can hardly be expected of every user. These limitations are mostly
prevalent when studying background from multiple scattering as opposed to the intended
beampath producing the desired signal. Some less used simulation packages have overcome
some of these issues, the earliest of which is named MSCAT [45] and was published in 1986.
A package called NISP [46–49] can handle arbitrary beam paths, but is not kept updated
for modern operating systems. Recently the MCViNE package [50] demonstrated multiple
scattering for arbitrary component orders in a tree like scattering logic structure.

This thesis will focus on contributions made to the McStas simulation package and work
performed using these. A large part of the work performed is connected to neutron guide
design and the numerical optimization of guide geometry. A set of constraints for the geo-
metrical parameters describing a guide is derived for the case of known beam requirements.
The constraints are named the ”Minimalist Principle” as they minimize the thermal neutron
background while maintaining the potential for the best possible performance. Using the
Minimalist Principle prevents the optimizer from selecting solutions with horrible efficiency
in terms of the ratio of neutrons extracted from the source to neutrons delivered to the
sample. Furthermore a software tool named ”guide bot” was produced with the purpose
of reducing the time spent programming when performing numerical optimizations of guide
geometry. A simple description of the desired beam and facility constraints is given to
guide bot along with a one line description of each guide geometry to be optimized. The
output consists of the necessary McStas files, iFit optimization files and scripts that together
will perform the required numerical optimization and evaluate the performance of the opti-
mal guide. The guide bot tool allows the user to compare a large number of different guide
solutions for the specific needs of an instrument. Here guide bot was used to perform guide
optimizations for the majority of the proposed ESS instrumentation suite for a range of
moderators heights. The decision on the final moderator height of the ESS was taken partly
on the basis of the provided data.
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A separate contribution is made to McStas in the form of a set of components named
the ”Union components”. These takes a new approach to the use of the McStas component
structure, and have the main goal of allowing all beampaths in complicated geometries
composed of multiple materials. Instead of single sample components describing both the
geometry and all physics, the Union components describe materials and geometry separately.
Materials are defined using an absorption description and a number of physical processes
such as incoherent scattering, powder scattering and single crystal scattering. When placing
geometries in the simulation, such a material definition is used to describe the physics of that
geometry. As the geometries are allowed to overlap, complicated shapes can be created using
large numbers of geometries. One can for example create a sample of the relevant material,
kept in place by a aluminium sample holder, inside an intricate sample environment, and have
multiple scattering between all these simulated. With this addition to McStas, not only the
intended beampath can be investigated, but also background from unintended beampaths,
providing a much richer instrument background. The Union components are demonstrated
by simulating the triple axis spectrometer MACS and the time of flight powder spectrometer
MARI. Simulations recreating elastic parts of recent experiments on both instruments are
compared to the measured data.
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Chapter 2

Theory

This chapter introduces the field of neutron scattering through basic scattering theory and
a description of the experimental technique. In addition, the Monte Carlo ray-tracing pack-
age McStas is introduced because it is widely used for the design of neutron scattering
instrumentation and plays a central role in the thesis.

2.1 Neutron scattering

This section outlines basic neutron scattering theory, with emphasis on elastic scattering.
The contents is inspired by [51] and [52].

2.1.1 Meet the neutron

The neutron is a charge neutral particle with mass m = 1.675 · 10−27 kg and spin 1/2.
Neutrons used for scattering purposes have a low speed and can be treated classically. The
kinetic energy of the neutron, E, is a function of the neutron mass m and speed v,

E =
1

2
mv2. (2.1.1)

As a massive particle, the neutron can be ascribed a de-Broglie wavelength λ,

λ =
h

mv
. (2.1.2)

The wavevector of a neutron has the same direction as the velocity, with the magnitude,

k =
2π

λ
. (2.1.3)

The energy of a neutron can be calculated from the wavevector or wavelength,

E =
~2k2

2m
=

h2

2mλ
. (2.1.4)

2.1.2 Cross section

A beam of neutrons can be described by the flux Ψ, which is the number of neutrons passing
through a unit area A per second.

Letting a beam with flux Ψ hit a sample will scatter some fraction of the beam depending
on the scattering strength of the sample. The number of scattered neutrons can be described
with a quantity known as the cross section,

σ =
neutrons scattered per second

Ψ
. (2.1.5)
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By only counting neutrons emitted in a certain solid angle, the differential cross section can
be measured,

dσ

dΩ
=

neutron scattered into solid angle dΩ per second

ΨdΩ
. (2.1.6)

Measuring the neutrons scattered into a small final energy range yields the partial differential
scattering cross section,

d2σ

dΩdEf
=

neutrons scattered into solid angle dΩ with energy between Ef and Ef + dEf
ΨdΩdEf

.

(2.1.7)

When a beam interacts with a physical system, some neutrons are absorbed by nuclei in
the sample, which can be described by the absorption cross section,

σabs =
neutrons absorbed per second

Ψ
. (2.1.8)

For most nuclei, the wavelength dependence of the absorption cross section is inversely
proportional to the speed. The absorption cross section is often given for a reference speed,
from which the cross section for a desired speed can be calculated,

σabs = σabs th
v0
v

= σabs th
λ

λ0
. (2.1.9)

Consider a system consisting of a single fixed nucleus at the origin of the coordinate
system illuminated by a neutron beam. The beam before interaction with the nuclei can be
described by a plane wave,

ψi = eikz. (2.1.10)

The neutron scatters from the nucleus itself through the strong force, the scatterer is there-
fore much smaller than the wavelength of the neutrons scattering from it. Hence the resulting
scattering can be described by a spherical wave and can be written in terms of the distance
from the nucleus r,

ψs = − b
r
e−ikr. (2.1.11)

A nuclei dependent constant b named the scattering length is introduced. The overall sign in
(2.1.11) is arbitrary, but chosen so that most scattering lengths are positive. The scattering
length can be a complex quantity, where the complex part describes absorption partially
in the form of resonance phenomena where drastic changes in the absorption cross section
occurs when the total system energy is close to an excited nuclei state. Here the discussion
is limited to systems with real scattering lengths.

The number of neutrons passing through an area dS a distance r from the nuclei can be
calculated,

vdS|ψs|2 = vdS
b2

r2
= vb2dΩ. (2.1.12)

The initial beam corresponds to a flux of Ψ = v|ψi|2 = v, therefore the differential cross
section can be written,

dσ

dΩ
=
vb2dΩ

ΨdΩ
= b2. (2.1.13)

Integrating over all directions yields,

σ = 4πb2. (2.1.14)

Scattering from a single nuclei thus produces homogeneous scattering proportional to the
scattering length squared.
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x

y

j

j   

Figure 2.1: Illustration of the two nuclei system illuminated by a wave with incoming
wavevector.

2.1.3 Scattering from a system of fixed nuclei

Here the scattering from two fixed nuclei labelled j and j′ is calculated. The system is
illustrated in figure 2.1. Their positions are denoted rj and rj′ , and they have scattering
lengths bj and bj′ . The scattered wave is now a sum of two spherical waves each emitted
from one of the nuclei with a phase determined by the incoming beam,

ψs(r) = −
(
bjψi(rj)

|r− rj |
eikf |r−rj | +

bj′ψi(rj′)

|r− rj′ |
eikf |r−rj′ |

)
, (2.1.15)

where Y is a necessary normalization constant. Since the nuclei are much closer than the
position where the neutron is to be measured, |rj − rj′ | � r, origo can be placed close to
the nuclei and we approximate both denominators to r. The expression for the scattered
wave can be rewritten,

ψs(r) = − 1√
Y

1

r

(
bje

iki·rjeikf |r−rj | + bj′e
iki·rj′ eikf |r−rj′ |.

)
(2.1.16)

The distance from nuclei to detector is rewritten using the parallel and perpendicular com-
ponents of rj ,

|r− rj | = |r− rj,‖ − rj,⊥| =
√
|r− rj,‖|2 + |rj,⊥|2 (2.1.17)

With origo close to the nuclei, the perpendicular distance is much smaller than the parallel,
and the last term can be neglected, and thus, |r − rj | ≈ |r − rj,‖|. With this result,
kf |r − rj | can be written kf · (r − rj,‖). Since kf · rj,⊥ = 0, it can be added, therefore
kf · (r − rj,‖) = kf · (r − rj). The approximation is, kf |r − rj | ≈ kf · (r − rj), and the
expression for the final wave can be rewritten,

ψs(r) = − 1√
Y

1

r

(
bje

iki·rjeikf ·(r−rj) + bj′e
iki·rj′ eikf ·(r−rj′ )

)
(2.1.18)

= − 1√
Y

1

r

(
bje

iki·rjeikf ·re−ikf ·rj + bj′e
iki·rj′ eikf ·re−ikf ·rj′

)
(2.1.19)

= − 1√
Y

1

r

(
bje

iki·rje−ikf ·rj + bj′e
iki·rj′ e−ikf ·rj′

)
eikf ·r (2.1.20)

= − 1√
Y

1

r

(
bje

i(ki−kf )·rj + bj′e
i(ki−kf )·rj′

)
eikf ·r. (2.1.21)

Using this expression, the number of neutrons expected in an area dS can be calculated,

vdS|ψs|2 =
1

Y
v|bjei(ki−kf )·rj + bj′e

i(ki−kf )·rj′ |2 dS

r2
(2.1.22)

=
1

Y
v|bjeiq·rj + bj′e

iq·rj′ |2dΩ. (2.1.23)
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The scattering vector q = ki − kf is introduced for convenience. The differential cross
section can now be calculated,

dσ

dΩ
=

1

Y
v|bjeiq·rj + bj′e

iq·rj′ |2 dΩ

ΨdΩ
= |bjeiq·rj + bj′e

iq·rj′ |2. (2.1.24)

If the two scattering lengths are equal, bj = bj′ , the expression can be reduced to,

dσ

dΩ
= b2|eiq·rj + eiq·rj′ |2 = 2b2

(
1 + cos[q · (rj − rj′)]

)
. (2.1.25)

This expression demonstrates the interference effects arising from the spherical waves orig-
inating from the two nuclei. There are scattering vectors with no expected scattering and
scattering vectors that result in greater intensity than the two-atoms individually. Given
the importance of the scattering vector q it is considered how it relates to the experimental
setting. In the case of elastic scattering, ki = kf = k, the magnitude of the scattering vector
is,

q = 2k sin(θ), (2.1.26)

where 2θ is known as the scattering angle, shown in figure 2.2. A hypothetical sample
consisting of two fixed nuclei can be investigated with elastic scattering by measuring the
intensity as a function of θ, or by rotating the sample. The result from the two-nuclei sample

2𝛳
𝛳

ki kf

q

Figure 2.2: Elastic scattering with a scattering angle of 2θ and resulting scattering vector
q.

can be generalized to an arbitrary number of fixed nuclei,

dσ

dΩ
=

∣∣∣∣∣∣
∑

j

bje
iq·rj

∣∣∣∣∣∣

2

. (2.1.27)

2.1.4 Generalization to macroscopic systems

The cross section is often given per atom, and hence not directly applicable for macroscopic
systems. The inverse penetration distance µ is defined for a system with a N atoms per
volume V or number density n = N/V ,

µ =
Nσ

V
= nσ. (2.1.28)

For a material with a number of different elements with a number density ni and inverse
penetration depth µi, the total inverse penetration depth is,

µ =
∑

i

niσi. (2.1.29)

As with the cross section, the inverse penetration depth is also separated into scattering and
absorption µtot = µabs + µscat.. Since the probability for scattering per length is constant,
the beam attenuation can be written,

I/I0 = e−µz, (2.1.30)

where I0 is the initial beam intensity and I is the intensity after a distance of z.
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2.1.5 Scattering cross section contributions

When generalizing to larger systems, it is important to consider the variation in the scatter-
ing length of the scatterers. The scattering length depend on the isotope and nuclear spin
direction, and is as a consequence almost never constant throughout a system. Consider the
distribution of scattering lengths for a system large enough to be described as an ensemble
average. In this case the scattering length of an individual scatterer j can be written in
terms of the average scattering length 〈bj〉 and the local deviation δbj ,

bj = 〈bj〉+ δbj . (2.1.31)

The average of the local deviation is zero, 〈δbj〉 = 0, and it is assumed that there is no
correlation between sites, 〈δbjδbj′〉 = 0. These assumptions are applied to the two-atom
system,

〈
dσ

dΩ

〉
=
〈
|bjeiq·rj + bj′e

iq·rj′ |2
〉

(2.1.32)

=
〈
b2j + bje

iq·rj bj′e
−iq·rj′ + bj′e

iq·rj′ bje
−iq·rj + b2j′

〉
(2.1.33)

=
〈
b2j

〉
+
〈
bjbj′

〉
eiq·rje−iq·rj′ +

〈
bj′bj

〉
eiq·rj′ e−iq·rj +

〈
b2j′
〉
. (2.1.34)

Here all terms squaring the same index get the form, 〈b2j 〉 = 〈bj〉2 + 〈δb2j 〉 while cross terms
yields, 〈bjbj′〉 = 〈bj〉〈bj′〉. Using this one obtains,

〈
dσ

dΩ

〉
=
〈
bj
〉2

+ 〈δb2j 〉+
〈
bj
〉 〈
bj′
〉
eiq·rje−iq·rj′ +

〈
bj′
〉 〈
bj
〉
eiq·rj′ e−iq·rj +

〈
bj′
〉2

+ 〈δb2j′〉
(2.1.35)

= 〈δb2j 〉+ 〈δb2j′〉+
〈
bj
〉2

+
〈
bj′
〉2

+
〈
bj
〉 〈
bj′
〉
eiq·rje−iq·rj′ +

〈
bj′
〉 〈
bj
〉
eiq·rj′ e−iq·rj

(2.1.36)

= 〈δb2j 〉+ 〈δb2j′〉+
∣∣∣〈bj〉eiq·rj + 〈bj′〉eiq·rj′

∣∣∣
2

. (2.1.37)

It is evident that the average over local deviations from the average scattering length gives
rise to constant scattering terms. Since these do not contain any q dependence, they cor-
respond to scattering in all directions. The total cross section σ = 4πb2 is divided into two
parts, the coherent σcoh = 4π〈b〉2 and the incoherent σinc = 4π〈(δb)2〉. With this definition
the differential cross section can be written,

〈
dσ

dΩ

〉
=
σinc,j

4π
+
σinc,j′

4π
+
∣∣∣〈bj〉eiq·rj + 〈bj′〉eiq·rj′

∣∣∣
2

. (2.1.38)

The quantity 〈b〉 that controls the interference part of the differential cross section is named
the coherent scattering length. The expression can be generalized to a general number of
nuclei, 〈

dσ

dΩ

〉
=
∑

j

σinc,j
4π

+
∣∣∣〈bj〉eiq·rj

∣∣∣
2

. (2.1.39)

2.1.6 Scattering from crystals

Describing scattering from single crystals requires a description of the positions of atoms in
a repeating lattice. Such a structure can be built by repeating unit cells and their positions
r can be described by,

r = naa + nbb + ncc. (2.1.40)

Here a,b, c are lattice vectors describing the sides of the unit cell, and na, nb, nc are integers.
The lattice vectors are selected to be right handed, so the volume of the unit cell can be
calculated,

V0 = a · b× c. (2.1.41)
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The result describing scattering from an arbitrary number of fixed nuclei,

dσ

dΩ
=

∣∣∣∣∣∣
∑

j

bje
iq·rj

∣∣∣∣∣∣

2

, (2.1.42)

is considered for an infinite lattice. In order for the exponential to give a finite result, the
phase needs to be a multiple of 2π, which motivates the definition of the reciprocal unit cell
a∗,b∗, c∗ that satisfies,

a∗ · b = a∗ · c = 0, b∗ · a = b∗ · c = 0, c∗ · a = c∗ · b = 0, (2.1.43)

a∗ · a = 2π, b∗ · b = 2π, c∗ · c = 2π. (2.1.44)

With this construction, only points in reciprocal space that satisfy,

τhkl = ha∗ + kb∗ + lc∗, (2.1.45)

for integers h, k, l, will contribute to the differential cross section. All other points will not
contribute as the phases will vary over the whole unit circle for large enough systems. The
integers h, k, l are named Miller indices. Such reciprocal lattice vectors can be constructed
with the form,

a∗ =
2π

V0
b× c, b∗ =

2π

V0
c× a, c∗ =

2π

V0
a× b. (2.1.46)

The condition for scattering is therefore that the scattering vector is equal to the reciprocal
lattice vector, q = τ , called the Laue condition. The scattering condition can be written,

|τ | = 2k sin(θ) =
4π sin(θ)

λ
. (2.1.47)

The possible final wavevectors for a given crystal orientation and initial wavevector can be
found by setting up an Ewalds sphere as depicted in figure 2.3.

ki

kf

𝝉310

q = 𝝉140 

Figure 2.3: Illustration of initial and final wavevector both confined to a plane and ki
ending in origo. The reciprocal lattice is shown, and all reciprocal lattice points on the
surface of the included Ewalds sphere satisfy the scattering condition, while all others do
not.

The lattice spacing corresponding to a given set of Miller indices can be calculated [51],

dhkl =
2π

|τhkl|
, (2.1.48)

which combined with equation (2.1.47) yields the well known Bragg scattering condition,

λ = 2dhkl sin(θ). (2.1.49)

The more common equation, nλ = 2d sin(θ), has the order n explicit, yet here the orders
are described by different sets of Miller indices.
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2.1.7 Debye Waller

In physical crystals the nuclei are not fixed, they have some thermal motion. A full quantum
mechanical description of this yields the interaction between neutrons and lattice vibrations
named phonons. Here a classical approach is used to show the more basic consequences of
thermal motion on elastic scattering.

The position of each nucleus Rj(t) is described by a fixed position in the lattice rj , and
the time dependent deviation from this position uj(t),

Rj(t) = rj + uj(t). (2.1.50)

The fixed position rj in equation (2.1.27) is substituted with the free position Rj(t),

dσ

dΩ
=

〈∣∣∣∣∣∣
∑

j

bje
iq·Rj(t)

∣∣∣∣∣∣

2〉
, (2.1.51)

where the time average is taken on the right side as the cross section is measured over a time
scale much larger than that of thermal atom movement. Evaluating this expression yields,

dσ

dΩ
=

〈∣∣∣∣∣∣
∑

j

bje
iq·Rj(t)

∣∣∣∣∣∣

2〉
=

〈∑

jj′

bjbj′e
iq·Rj(t)e−iq·Rj′ (t)

〉
(2.1.52)

=
∑

jj′

bjbj′e
iq·rje−iq·rj′

〈
eiq·uj(t)e−iq·uj′ (t)

〉
. (2.1.53)

The contribution from the thermal movement of the nuclei results in a random phase. It was
previously identified that Bragg peaks occur because all contributions are in phase, hence
this random deviation will smear the Bragg peaks and reduce their intensity. The random
phase contribution is Taylor expanded to second order,

〈
eiq·uj(t)e−iq·uj′ (t)

〉
≈
〈(

1− iq · uj(t)− (q · uj(t))2/2
)(

1 + iq · uj′(t)− (q · uj′(t))2/2
)〉

.

(2.1.54)

It is assumed that there is no correlation between the thermal motions of atoms, so the cross
terms can be assumed not to contribute, 〈uj(t)uj′(t)〉 = 0. In addition it is assumed that
the amplitudes are isotropic and equal so that 〈uj(t)2〉 = 〈uj′(t)2〉. With these assumptions,
the previous expression can be reduced to,

〈
eiq·uj(t)e−iq·uj′ (t)

〉
≈
〈

1− (q · u)2
〉
≈ e〈−(q·u)2〉. (2.1.55)

This correction term is named the Debye-Waller factor and often written as, e−2W . The
expression for scattering from a system of nuclei with limited thermal motion can be written,

dσ

dΩ
= e−2W

∣∣∣∣∣∣
∑

j

bje
iq·rj

∣∣∣∣∣∣

2

. (2.1.56)

For q close to zero, the Debye-Waller factor is close to one, and in this case not an important
consideration, but for large q the term approaches zero and reduces the scattering from the
system.

2.1.8 The form factor

When describing all but the simplest of crystals the concept of a unit cell is necessary.
The crystal lattice can be built from repeating unit cells, where each unit cell have a small
number of atoms. The position of a nuclei in the crystal lattice can then be described as
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a sum of the position of the lattice, rj , and the position of the nuclei within the unit cell,
∆i. With this terminology, the differential cross section for coherent scattering from a single
crystal is,

dσ

dΩ
= e−2W

∣∣∣∣∣∣
∑

ij

bie
iq·(rj+∆i)

∣∣∣∣∣∣

2

= e−2W

∣∣∣∣∣∣
∑

i

bie
iq·∆i

∣∣∣∣∣∣

2 ∣∣∣∣∣∣
∑

j

eiq·rj

∣∣∣∣∣∣

2

. (2.1.57)

The sum only concerned with the unit cell is named the nuclear form factor FN (q),

dσ

dΩ
= e−2W

∣∣FN (q)
∣∣2
∣∣∣∣∣∣
∑

j

eiq·rj

∣∣∣∣∣∣

2

. (2.1.58)

The scattering signal is as a result contingent on both the Bragg condition being fulfilled
and the form factor being non-zero.

The lattice sum can be evaluated [51], and one obtains,

dσ

dΩ
= N

(2π)3

V0
e−2W |FN (q)|2

∑

τ

δ(q− τ ), (2.1.59)

where N is the number of unit cells. As expected, the total cross section is proportional to
the number of scatterers, and scattering only occurs when a lattice vector is equal to the
scattering vector.

2.1.9 Cross section from a single Bragg peak

The total cross section from a single Bragg peak can be obtained by integrating the differ-
ential cross section,

στ =

∫ (
dσ

dΩ

)

τ

dΩ. (2.1.60)

The initial wavevector ki is assumed constant and as a single Bragg peak is investigated,
the reciprocal lattice vector τ is constant as well. The integral is over the remaining variable,
final wavevector kf . The integral over the delta function in 2.1.59 is considered,

∫
δ(q− τ )dΩ. (2.1.61)

ki

kf

𝝉120 

𝝆

𝜔

Figure 2.4: Definition of ρ = ki − τ and the angle ω between ki and τ in scattering plane.
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It is convenient to transform the contents of the delta function so that the integrated
variable is explicit, this is achieved by introducing ρ = ki − τ as shown in figure 2.4. The
delta function will be non-zero when ρ = kf , which is used to rewrite the integral,

∫
δ(q− τ )dΩ =

∫
δ(ρ− kf )dΩ = cδ(ρ2 − k2f ). (2.1.62)

For the last step it was chosen to square both terms, which is allowed because the difference
is still zero only when they are equal, yet the following calculations are simplified consider-
ably. The introduced constant, c, is found by performing the integral over kf in spherical
coordinates,

1 =

∫
δ(ρ− kf )dkf =

∫ (∫
δ(ρ− kf )dΩ

)
k2fdkf =

∫
cδ(ρ2 − k2f )k2fdkf . (2.1.63)

This integral is solved using substitution of variables, u = k2f is introduced and hence,
du = 2kfdkf ,

1 =

∫
cδ(ρ2 − k2f )k2fdkf =

c

2

∫
δ(ρ2 − u)

u

kf
du =

c

2

∫
δ(ρ2 − k2f )kfdk2f (2.1.64)

=
c

2

∫
δ(ρ− kf )kfdk2f =

cρ

2
. (2.1.65)

Accordingly c = 2/ρ = 2/ki, and the considered integral can be written,

∫
δ(q− τ )dΩ =

2

ρ
δ(ρ2 − k2f ) =

2

ρ
δ(ρ2 − k2i ) =

2

ρ
δ(τ2 − 2kiτ cos(ω)). (2.1.66)

The elastic scattering condition of ki = kf was used. Therefore the cross section for a single
Bragg peak integrated over possible final wavevectors is,

στ = N
(2π)3

V0

2

ki
e−2W |FN (τ )|2δ(τ2 − 2kiτ cos(ω)). (2.1.67)

In the case of a single crystal in a monochromatic beam of flux Ψ, the scattering power
is found by integrating the crystal orientation over the so called rocking curve. This cor-
responds to an integral over ω defined in figure 2.4 close to the angle corresponding to
q = τ ,

P ≡Ψ

∫
στdω = ΨN

2(2π)3

V0
e−2W |FN (τ )|2

∫
1

ki
δ(τ2 − 2kiτ cos(ω))dω (2.1.68)

=ΨN
(2π)3

V0
e−2W |FN (τ )|2 1

k3i sin(θ)
. (2.1.69)

The integral was solved using substitution, u = 2kiτ cos(ω), where it was assumed that
τ = 2k sin(θ), meaning that the scattering condition was fulfilled. Through measuring a
number of Bragg peaks, the relative intensities and known initial wavevectors can be used
to determine the form factor, from which the atom positions in the unit cell can be deduced.

2.1.10 Scattering from powder of single crystals

In many cases it is not possible to grow single crystals of sufficient size for neutron scattering
experiments, however it may possible to produce a powder consisting of small single crystals.
In order to calculate the expected scattering, it is assumed that all crystal orientations
are equally probable and that all are represented. The problem is considered in spherical
coordinates with the azimuth angle ω between ki and τ , and the polar angle denoted φ.
With all crystal orientations represented and the scattering condition depending only on ω,
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the resulting scattering will appear in cones of constant ω. The cross section for such a cone
is found by averaging the total cross section for a Bragg peak over all crystal orientations,

στ =
1

4π

∫
στdΩ =

1

4π

∫
στdφ sin(ω)dω (2.1.70)

=N
(2π)3

V0

2

ki
e−2W |FN (τ )|2 1

4π

∫
2π sin(ω)δ(τ2 − 2kiτ cos(ω))dω (2.1.71)

=Ne−2W
1

V0

λ3

4 sin(θ)

∑

τ

|FN (τ )|2. (2.1.72)

The final sum is over all reciprocal lattice vectors with the same length, as these can not be
distinguished. It was assumed that the scattering condition is fulfilled τ = 2ki sin(θ).

From an experiment on a powder sample it remains possible to obtaining information
about the form factor, however, the ambiguity from the inability to distinguishing between
lattice vectors with the same magnitude is a drawback. Despite this drawback, powder
scattering is a very popular and fast method of obtain sufficient information for refining the
form factor and determining the nuclear positions in the unit cell.

2.1.11 Scattering functions S(q, ω) and Si(q, ω)

Using a more thorough theoretical approach [52] than chosen here, the scattering from a
general system can be described by the thermal average of operators relevant to the system
of scatterers. The partial differential coherent scattering cross section for a Bravis lattice
can be written in terms of the scattering function S(q, ω),

(
d2σ

dΩdEf

)

coh

=
σcoh
4π

kf
ki
NS(q, ω). (2.1.73)

The scattering function depends on the momentum transfer, energy transfer and the position
of the scatterers in the system at all times. It is defined,

S(q, ω)coh =
1

2π~

∫
1

N

∑

jj′

〈
e−iq·Rj′ (0)e−iq·Rj(t)

〉
e−iωtdt. (2.1.74)

This can be interpreted as coherent scattering emerging from correlations between different
scatterers in the system at different times.

In a similar fashion, incoherent scattering can be described using the incoherent scatter-
ing function Si(q, ω),

(
d2σ

dΩdEf

)

inc

=
σinc
4π

kf
ki
NSi(q, ω). (2.1.75)

The incoherent scattering function is similar to the coherent version,

Si(q, ω)inc =
1

2π~

∫
1

N

∑

j

〈
e−iq·Rj(0)e−iq·Rj(t)

〉
e−iωtdt. (2.1.76)

The important difference is that incoherent scattering depends on self correlations, the
correlation between the position of the same scatterer at different times.

Because the scattering functions depend directly on operators connected to the scat-
tering system, they can be calculated theoretically without knowledge of the experimental
technique of neutron scattering. These functions can be utilized as a natural handover point
from theorists to experimentalists.



Chapter 2. Theory 15

2.1.12 Multiple scattering

The differential cross sections derived for crystal structures assume the system is small and
the scattering is measured far away, hence there is an implicit assumption of single scattering.
A neutron that fulfils the Bragg condition can have a very high probability to scatter, making
more than one scattering event a likely occurrence. However, the distance between the two
scattering positions may not be sufficient to allow the far field approximation used here. A
single crystal is assumed to be composed of many small single crystal grains, each of which
large enough to fulfil the approximations on system size leading to Bragg scattering, yet
small enough that only single scattering is likely. A macroscopic single crystal can then
have multiple scattering events, each of which follow the theory described. The orientation
of the grains can have some small distribution, normally described as a mosaicity.

2.1.13 Reflectivity

The behaviour of a neutron in a medium is similar to that of light, and can be described
using the refractive index for the medium nm,

nm =
λ0
λm

=
km
k0
. (2.1.77)

Here λ0 and k0 are the wavelength and wavevector in vacuum respectively, while λm and
km are the wavelength and wavevector in the medium respectively.

As with light, Snell’s law describes the change of direction for a neutron propagating
from one medium to another as shown in figure 2.5,

n1 cos(θ1) = n2 cos(θ2). (2.1.78)

𝛳2t

𝛳2r

ki kf

q

𝛳1

n2

n1

Figure 2.5: Sketch of neutron propagating from one media with refractive index n1 to a
media with refractive index n2.

The reflected and transmitted waves are described by the reflectivity coefficient r and
transmission coefficient t given by Fresnel’s equations,

r =
n1 sin(θ1)− n2 sin(θ2)

n1 sin(θ1) + n2 sin(θ2)
=
k1z − k2z
k1z + k2z

(2.1.79)

t =
2n1 sin(θ1)

n1 sin(θ1) + n2 sin(θ2)
=

2k1z
k1z + k2z

, (2.1.80)

where the z component of the wavevector is denoted kjz = kj sin(θj). The measured quan-
tity in a reflectivity experiment is the reflected intensity Ir as a function of qz, and when
compared to the beam intensity I0, the reflectivity R can be calculated,

R =
Ir
I0

(2.1.81)
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The reflectivity is related to the reflectivity coefficient through R = |r|2. In the case of
n1 > n2, Snell’s law results in a complex value for θ2 when n2 < n1 cos(θ1). It can be shown
that this value inserted into the Fresnel equation for the reflectivity coefficient yields a case
where |r|2 = R = 1. Therefore, the reflected beam intensity is identical to the initial beam
intensity and the beam is said to have undergone total reflection. This happens for the
critical angle cos(θ1) = n2/n1 and below.

Nickel is often used in applications where a large critical scattering vector is required, as
the vacuum nickel interface has qcNi = 0.0217 Å−1 [53, chap 3.2-9], which corresponds to
approximately ∼ 0.1◦λ with the wavelength measured in Å.

2.1.14 Supermirror

Using stratified layers of material with large contrast between refractive index and varying
thickness, it is possible to create a so-called neutron supermirror. Below the critical scat-
tering vector of the substrate material, total reflection occurs as described in 2.1.13, and at
scattering vectors in a region between qc and mqcNi, there will be a section of layers with
a spacing so that the neutron is scattered. The constant m is named the m-value of the
supermirror. The concept is shown in figure 2.6.

Figure 2.6: Illustration of supermirror with varying layer thickness and associated reflec-
tivity curve. Figure from[54].

The reflectivity for qc < q < mqcNi is less than unity, partly because of roughness of the
layers, but also from absorption due to the length travelled by the neutron before the layers
with the appropriate separation are encountered. Reflectivity measurements and common
reflectivity models for supermirrors are shown on figure 2.7. Equation (2.1.82) is a simple
analytical model of supermirror reflectivity R(q), and includes parametrisation of the slope,
α, and cut-off width, W as well as the reflectivity below the critical angle, R0.

R(q) =

{
R0 if q < qc
R0(1− tanh((q −mqc)/W ))(1− α(q − qc))/2 otherwise

(2.1.82)

Using supermirrors, a neutron beam can be channelled through a neutron guide, provided
the necessary scattering vectors are within the reflectivity edge of the used supermirrors. A
neutron with wavelength λ can be transported through a guide if the angle of incidence θi
satisfy,

qz =
4π

λ
sin(θi) < mqcNi, (2.1.83)

for all reflections. A single neutron may be reflected a large number of times, yet if the
reflectivity is close to unity, the probability for transport can still be high. The divergence
of a neutron, η, is defined as the angular deviation from the optical axis. In a guide with
parallel mirrors, the angle of incidence is equal to the component of the divergence orthogonal
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Figure 2.7: (Left) Reflectivity data from supermirror manufacturer Swiss Neutronics and
fits to the reflectivity curves depending only on the m-value, from [43]. (Right) Simple
reflectivity model described by equation (2.1.82).

to the mirror. The largest divergence expected from a long straight guide, ηs, can then be
written,

ηs = sin−1
(
λmqcNi

4π

)
. (2.1.84)

Therefore the transport of beams with large divergence and low wavelength requires super-
mirrors with large m values.

2.1.15 phase-space

When describing the performance of a guide, it is convenient to do so in a phase-space. A
phase-space is spanned by a set of independent variables that describe all possible states of a
system. For a system of classical point particles the position and velocity is commonly used.
With the equations of motion for the system known, the trajectory through phase-space
can be calculated for any point in phase-space. Since each point is a full description of the
particle state, trajectories for two different initial points can not cross, since the trajectory
for the cross point would correspond to two different initial conditions.

In the context of neutron guides a slightly different phase-space is used to describe the
neutron beam. Since the velocity can be transformed into the divergence from some axis
and the wavelength of the neutron, these are equivalent descriptions of the momentum. If
the z axis of the coordinate system is chosen as the beam direction, this can be written,
(vx, vy, vz) ↔ (ηxηy, λ), where the divergence from the z axis in the x and y direction are
denoted ηx and ηy. Since the wavelength of the neutron does not change under reflection
in a supermirror, the wavelength is often omitted. The phase-space is relevant at certain
points along the z axis, and thus the full phase-space is taken at a specific z value with the
remaining dimensions, (x, y, ηxηy, λ). When describing a beam, vz is assumed to be positive
so that increasing time corresponds to increasing z coordinate.

A neutron beam can be described as a swarm of points in phase-space. Mathematically
this is described as a phase-space volume with a boundary. The entire phase-space volume
can be propagated as a whole by propagating the boundary, as no points from the inside
can have a trajectory that escapes the boundary of the volume.

Here such a phase-space volume describing a beam is denoted with Greek letters as α,
while the size of the geometrical volume inside the boundary is denoted V (α). The density
of points within a phase-space volume is denoted ρ(α).

An idealized example of the phase-space delivered by a over-illuminated long straight
guide is shown on figure 2.8.
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Figure 2.8: Illustration of phase-space volume leaving a guide with parallel mirrors. The
phase-space volume shown is at the position denoted z2, and assumes the phase-space volume
that enters the guide at z1 is larger and homogeneous.

2.1.16 Liouvilles theorem

Liouvilles theorem states that the size of any phase-space volume is constant along its
trajectory,

dV (α)

dt
= 0. (2.1.85)

It follows immediately that the phase-space density of a volume can not be increased, as
the size can not be decreased and no trajectories can cross the boundary of the phase-space
volume. The phase-space density of a volume can however be decreased, for example through
reflectivity losses, and thus,

dρ(α)

dt
≤ 0. (2.1.86)

2.1.17 Brilliance transfer

The brilliance transfer expresses how large a fraction of the phase-space density of a certain
phase-space volume is preserved when propagating a neutron beam from one position to
another. If we define two phase-space volumes, α and β identical in terms of phase-space
dimensions (x, y, ηx, ηy, λ), but place α at the source and β at the sample, then the brilliance
transfer is given by,

B =
ρ(β)

ρ(α)
. (2.1.87)

The brilliance transfer itself is thus a scalar between zero and one. It is, however, possible
to calculate the brilliance as a function of variables that make up the used phase-space,
by slicing the relevant phase-space volume into a range of volumes that varies the desired
variable. This could for example be done for the wavelength or divergence.
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2.2 Experiments

This section provides an overview of how neutron scattering experiments are conducted.
The different types of neutron sources are introduced along with the necessary step of
neutron moderation. The most successful neutron scattering facilities are mentioned and the
upcoming European Spallation Source (ESS) is outlined. An overview of neutron scattering
instrumentation is given as well as the most common technical solutions to the various
problems faced by experimentalists.

2.2.1 Neutron sources

Producing a beam of neutrons requires nuclear processes, as the neutron is bound in some
mother nuclei. Currently, three different nuclear processes are used to produce neutron
beams, most common among them is nuclear fission.

Controlled critical fission reaction maintained in a nuclear reactor produces a steady
output of high energy neutrons. There are rare cases where super critical fission is being
used to create pulsed reactors. Approximately three neutrons are emitted in each nuclear
process, and of these one is needed to maintain the chain reaction, and as a result the fission
process has limited neutron yield per process. Nuclear fission also generates a large heat
load and needs considerable cooling.

Alternatively, several fusion processes produce free neutrons, but these are only used for
compact and small-scale sources that do not produce beams of the necessary brightness for
neutron scattering purposes.

The last process is called spallation, which is achieved by letting a beam of high energy
particles collide with a target consisting of heavy nuclei. The nuclei are excited and undergo
nuclear evaporation, releasing a large number of neutrons, depending on the target nuclei
and beam energy [1]. The energy deposited to the target per produced neutron is less than
for nuclear fission. Spallation sources are commonly pulsed because the process depends on
an easily controllable beam, and pulsed neutrons are advantageous as will be shown below.

Regardless of the method of neutron production, the energy of the released neutrons
are in the order relevant for nuclear reactions, MeV, that corresponds to a wavelength of
the order 10−4 Å. The energy of the released neutrons are far greater than excitations
in condensed matter at relevant temperatures, and the wavelength is far smaller than the
distance between atoms, making scattering experiments impossible. Scattering experiments
can be conducted with a neutron wavelength in the order 1 Å and a corresponding energy
in the order of meV, and as a consequence the energy of the produced neutrons need to be
reduced to this level.

Inelastic collisions between the produced fast neutrons and slow lightweight nuclei leave
the neutron with less energy while the slow nuclei gains energy. This process is used in
neutron moderators, which are materials with a low absorption cross section and a large
inelastic scattering cross section, kept at a fixed temperature. Given enough collisions, the
produced neutrons will reach a speed comparable to the moderator nuclei, which is given
by a Maxwell distribution depending on the moderator temperature. A neutron beam can
therefore be attributed a temperature corresponding to that of the used moderator. In this
way moderators provides beams of a desired energy range, yet the neutrons are emitted in
a near isotropic direction. Furthermore the time spent for each neutron in a moderator can
vary significantly, increasing the pulse width of pulsed sources.

2.2.2 Facilities

Due to the technical complexity of creating a neutron beam with sufficient brightness for
scattering experiments, the sources are primarily situated at dedicated neutron scattering
facilities. The most common source is the research reactor that produces a constant neutron
flux, and often has a number of moderators kept at different temperatures. The most suc-
cessful of these, and arguably the most successful source overall, is Institute Laue-Langevin
(ILL) in France [55]. A single pulsed reactor source exists [56].
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A small number of short pulsed Spallation sources have been built [57–59]. All of these use
a storage ring to increase the beam current to obtain high beam power in short pulses. The
time scale of neutron moderation is in many cases the limiting factor for energy resolution,
leading to so called poisoned moderators with larger absorption cross sections that limit
the resulting pulse width. Several moderators can be used for a single source, as they need
to be suited to the instrument in terms of temperature and pulse width. One continuous
spallation source, SINQ at the Paul Scherrer Institute (PSI) [60], deserves special mention
as it has been operating like a reactor through using a constant beam current.

All these sources have extensive user programs, meaning that experiment proposals are
sent from small research teams. The proposals are rated and beamtime is allocated to the
best proposals free of charge. This system makes neutron scattering an accessible tech-
nique for universities and industry despite of the high cost of building and maintaining the
necessary facilities.

The European Spallation Source [2, 61] currently under construction in Sweden will be
a long pulsed spallation source, and thus forego the storage ring of the short pulse sources.
The pulse length will be similar or larger than the time scale of moderation, which results in
another set of constraints for instrument design. One limiting factor for short pulsed sources
is the maximal beam current on the target, which is a lesser concern for a long pulsed source,
as the beam can be delivered over a much longer time, allowing a larger amount of energy to
be delivered in each pulse. The ESS design only allows for two moderator positions, these
are however situated very close to the spallation target.

2.2.3 Instruments

Neutron scattering instruments use the produced neutron beam to investigate the scattering
and in some cases transmission from a sample. There is a large number of different types
of instruments, each with a different purpose. Most can be described by their coverage of
possible scattering vectors, coverage of energy transfer and a description of the instrument
resolution.

Obtaining the scattering vector requires knowledge of the initial and final wavevector,
and hence the direction and energy of the neutron before and after scattering in the sample.
The initial direction is given by the neutron beam, yet the divergence of the beam introduces
a random error that can be reduced with slits and collimation at the cost of flux. The final
direction is deduced by the detector placement, and its uncertainty arise from the size of
the sample and detector.

The energy of the neutron can be determined either by deduction of its speed or by
using Bragg scattering from a known crystal. Either method can be used before or after
interaction with the sample, or both.

The class of instruments that determine both the initial and final energy is named spec-
trometers, and they can thus measure S(q, ω) within some q volume and ω range defined
by the spectrum of the source and attainable scattering angles. The uncertainty in q and ω
is described by the resolution function, and the measured signal is the scattering function
folded with the resolution function.

Instruments only concerned with elastic scattering neglect measuring the final neutron
energy, assuming it is unchanged. This class of instruments is called diffractometers. Such
instruments effectively measure all accessible energy transfers in addition to the elastic signal,
but these contributions are in general much smaller.

Determining energy using Bragg scattering

The classic three axis spectrometer as shown in figure 2.9 uses Bragg scattering both for
selecting the initial and final energy. The crystal used for selecting the initial energy is
suitably named the monochromator while the crystal selecting the investigated final energy
is called the analyzer. Scattering from crystals have the inherent problem that in addition to
the desired wavelength λ, the higher orders are scattered as well with wavelength λ/2, λ/3, ....
Filter are used to suppress unwanted orders, these are composed of powders that strongly
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scatter certain wavelength ranges, with weak scattering in the desired wavelength range.
This can be achieved by using the Bragg edges of a material. Using Bragg scattering
to select energies imposes no restrictions on the instrument length, but requires that the
relevant angles can be achieved. An important property of crystals used for this purpose
is the mosaicity, since it introduces an error in the scattering angle, but also allow a larger
flux to be reflected. An additional uncertainty in the scattering angle is introduced by the
beam divergence. An estimate of the uncertainty of the wavelength, δλ can be obtained
from Braggs law,

λ =
2d

n
sin(θ)⇒ δλ =

2d

n
cos(θ)δθ ⇒ δλ

λ
= cot(θ)δθ. (2.2.1)

Thus the uncertainty in energy can be minimized by selecting a monochromator crystal
with a lattice spacing that results in scattering angles close to 2θ = 180◦ for the desired
wavelengths. Reducing beam divergence and mosaicity results in lower energy uncertainty
too, but at the cost of intensity as a smaller fraction of the beam can satisfy the scattering
condition.

Source
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Figure 2.9: Illustration of a triple-axis spectrometer and the wavelength spectrum through
the flight path of the instrument, where Bragg scattering and filters are used to select a
desired wavelength range.

Determining energy using time of flight

Deducing the speed of the neutron requires knowing the position at two different times. If
a distance L is travelled in time t, the neutron wavelength is,

v =
h

mλ
=
L

t
⇒ λ =

h

m

t

L
. (2.2.2)

The travel time is often deduced using the inherent time distribution from the source or
choppers. Choppers are rotating absorbers that allow the beam to pass only at certain
angles, and hence the time structure of the beam can be controlled by the rotational speed
and phase of the choppers. The uncertainty on the wavelength determined by time of flight
is dominated by the uncertainty in the time measurement, δt,

δλ =
h

mL
δt⇒ δλ

λ
=

h

mLλ
δt =

δt

t
. (2.2.3)
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A long instrument is thus beneficial for the energy resolution, as is limiting the unavoidable
uncertainty in the time measurement. On pulsed sources, the pulse width would be the
primary contribution to the time uncertainty, yet it can be modified by the use of choppers.
A long instrument length compared to the pulse frequency does however lead to the problem
of frame overlap, where the neutrons with low energy arrives at the instrument after the
high energy neutrons of the previous pulse. Choppers are thus used to select a wavelength
band ∆λ, and to avoid frame overlap, it must satisfy,

T >
mL∆λ

h
, (2.2.4)

where T is the time between pulses. Thus longer instruments will naturally have narrower
wavelength bands and better energy resolution. An illustration of a time of flight spectrom-
eter is shown in figure 2.10. Here the wavelength of the neutron before and after interaction
with the sample is determined from the detection time and the chopper settings.

Source Chopper
Sample

DetectorL

mλi/h

Chopper

t

mλf/h

s
d

𝚫λ

Figure 2.10: Illustration of a time of flight spectrometer and time of flight diagram of
two pulses with the distance to sample and detector denoted s and d respectively. A frame
overlap chopper and a monochromating chopper is used. The wavelength of the neutron
before and after the sample is calculated from the known slope of the trajectory in the time
of flight diagram.

Sample environment

In material science it is of utmost importance to investigate the sample under different con-
ditions, for example temperature, magnetic field, and pressure. One of the great advantages
of using the neutron as a scattering probe is the low scattering and absorption cross section
of aluminium which can be used to create elaborate sample environments such as cryostats,
furnaces and large magnets. The scattering from aluminium is however still problematic
and can lead to background that can be mistaken for sample signal.

Background and spurious signals

Neutron scattering instrumentation aims to measure the scattering cross section, yet the
measured intensity can arise in other ways than the assumed single scattering event in the
sample. This risk should be considered both during analysis of the data and planning of the
measurement.

The intensity measured in excess of the sample scattering is considered background,
and is often estimated by performing the same measurement without the sample. This
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background estimate will contain general neutron background and scattering from the sample
environment, air and other components. Subtracting such a background measurement from
the full signal is a significant improvement, but strong scattering from the sample can
significantly change the background from, for example, the cryostat. Such signals that
appear after background subtraction, but are not the desired single scattering, are named
spurious signals - or just spurions. They most often originate from multiple scattering, yet
can also be caused by absorption from a sample which in turn reduce scattering from sample
environment included in the background measurement.

Time of flight instruments are especially prone to spurions from multiple scattering, as
the distance travelled is increased, and therefore produces systematic errors in the calculated
energy. Triple axis instruments are not affected by the additional distance travelled, yet
multiple scattering is still an issue as signals can appear at unexpected scattering angles or
energy transfers.

2.2.4 Neutron guides

Most neutron scattering instruments use a neutron guide, as it allows more instruments
to use the same source and separates the instrument backend from the high background
environment near the neutron source. The brilliance at the moderator can be transported
to the backend with only small losses provided the supermirror can reflect the neutrons
at the desired wavelength and divergence. In addition to the background reduction from
separating the source and instrument backend, it is possible to further limit the background
from the source by breaking line of sight through the guide. A generic guide is illustrated
on figure 2.11, and the different aspects depicted will be described.

Source

Extraction

Chopper

Curved guide
Elliptic guide

Sample environment

Figure 2.11: Generic guide from source to sample environment, including a narrower section
for a chopper, a curved guide breaking line of sight and an elliptical section.

Beam extraction

The environment close to a neutron source will usually have a very high heat load due to the
high energy radiation released in connection with neutron production. The most common
substrates for supermirror production can not tolerate the high temperatures, and thus some
distance between the source and guide is needed. Recently supermirrors with aluminium
substrates have been shown to have higher tolerance, and could potentially allow guides to
extend closer to the source. When several guides use the same source, they are constrained
to start at a certain distance in order to avoid collision.

Accommodating choppers

On time of flight instruments a number of choppers placed at strategic places along the
guide are often used to control the wavelength band and pulse length. Mechanical choppers
are limited to certain ranges of diameters and rotational frequencies, and thus the width of
the guide impacts the possible opening and closing times of the chopper, adding to the time
uncertainty. For this reason, guides the guide should be as narrow as possible at the positions
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of the choppers. Some choppers that does not directly influence the time uncertainty but
prevent frame overlap are however not as sensitive to this issue.

Breaking line of sight

Due to the high radiation environment near the neutron source, it is in most cases preferable
to introduce shielding between the instrument backend and source. This can be done by
bending the guide so that there is no line of sight through it. Estimates of the resulting
background does however require simulation software that can handle high energy particles
and contains the relevant cross sections. In appendix A.10, a link between the McStas
simulation describing the guide and MCNPX describing the shielding was used to produce
a complete simulation including the background. The procedure is described in Ref [62].
Such work have later been simplified by the MCPL [63].

Room for sample environment

The guide delivers a beam to the backend of the instrument, but there are usually practical
concerns that limit how close the guide can extend towards the delivery point, be it a
monochromator or the sample position.

Providing a high flux

The time required to do a measurement depend on the flux delivered to the instrument. The
phase-space density is however limited by Liouvilles theorem as discussed in section 2.1.16,
so the main influence by the guide on the flux is the divergence that can be delivered.
As mentioned the divergence of the beam influences the resolution of the instrument, and
hence the divergence requirements of instruments differ greatly depending on their design
and purpose. Providing the highest flux within these constraints amounts to providing the
largest possible brilliance transfer.

Providing a large brilliance transfer means the losses from supermirror reflectivity less
than unity should be minimized. This can be achieved by minimizing reflection angles and
the number of reflections. Increasing the dimensions of the guides over some distance re-
sults in two important effects that help achieve this. One part is the increased distance
between the mirrors that results in fewer reflections given the same divergence. The other
is that increasing the distance between the mirrors provides sloped mirrors that decrease
the divergence under reflections, reducing both angles of incidence and the number of reflec-
tions. Ballistic guide is a term for guides that increase their cross section to transform the
initial beam into a large low divergent beam that can be easily be transported, and then
subsequently narrows the guide near the end to provide a small high divergent beam. Such
ballistic guides can provide a large brilliance transfer even at larger divergences.
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2.3 McStas Simulation

Computer simulation of neutron scattering instrumentation is a widespread technique used
primarily for the design and understanding of instrumentation, yet has the potential to be
used in data reduction and analysis. The most popular simulation scheme is Monte Carlo
ray-tracing, where virtual neutrons are propagated through a simulated instrument using
random numbers. One of the most prominent Monte Carlo ray-tracing packages is called
McStas, and this section is dedicated to introducing this piece of software. The modular
nature of the McStas package is an important aspect, as it relies primarily on its user
base to expand its capabilities through code contributions in the form of components. A
component is a simulation of a small part of an instrument, such as a guide section, sample or
detector. Instrument simulations are then built from a number of components specified in an
instrument file. The name McStas originates from the earliest use of the simulation package
where triple-axis (TAS) instruments were simulated, but the package has later evolved to
cover all major instrumentation types.

2.3.1 Monte Carlo ray-tracing technique

Monte Carlo ray-tracing is performed by selecting an initial position and velocity for a
ray and propagating it through the simulated system using random numbers drawn from
appropriate probability distributions. A large number of rays is simulated to obtain the
necessary statistical accuracy on the final results. A single ray does not in general correspond
to a single neutron, as the intensity of the source, I, is split into a number of rays each with
a so called initial weight p0 so that,

I =
∑

i

p0 i. (2.3.1)

When simulating an event such as absorption or scattering, the weight of a ray can be
manipulated using a weight factor π, and so the final weight of a ray after a number of
interactions labeled j can be written,

p = p0
∏

i

πi. (2.3.2)

The sampling probability f for a event can be manipulated along with the weight factor, as
long as the real probability P is preserved [64, 65],

P = πf. (2.3.3)

When describing for example absorption or reflectivity, this relationship can be used to avoid
discarding rays and instead decrease the weight accordingly.

The expected intensity, I, in a detector is the sum of the N final weights of the rays that
reached the detector,

I =

N∑

i

pi = Np̄, (2.3.4)

where p̄ is used to designate the average weight. Assuming N and p are independent and
follow Gaussian distributions, it can be shown the variance on the recorded intensity is [65],

σ2(I) =
N

N − 1


∑

i

p2i − p̄2

 ≈

∑

i

p2i . (2.3.5)

The relative intensity uncertainty can thus be expressed,

σ(I)

I
=

√∑
i p

2
i∑

i pi
. (2.3.6)
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Imagine that the number of simulated rays is increased by a factor of K, thus splitting the
intensity over a larger number of rays with smaller weight. Assume the number of rays that
arrive at the same detector is now NK, yet with weight pi/K. The relative uncertainty on
the intensity can then be written,

σ(INK)

INK
=

√
K
∑
i(pi/K)2

K
∑
i pi/K

=

√
1
K

∑
i p

2
i∑

i pi
=

1√
K

√∑
i p

2
i∑

i pi
=

1√
K

σ(IN )

IN
. (2.3.7)

This is an oversimplification, yet it indicates a problem with the Monte Carlo technique,
namely the large increase in the number of simulated rays needed to increase the accuracy.

2.3.2 Instrument file

A McStas simulation is performed by compiling a instrument file into a c program. The
instrument file is written in a meta language built on the c programming language. The c
program is then compiled and executed with appropriate input parameters which in turn
writes the results to disk. A basic user can work almost entirely in the McStas meta language
used in instrument files, using components and appropriate input to describe the desired
instrument. All instrument files are composed of a number of sections, each of which is
described here.

Instrument definition

In the instrument definition a number of input parameters can be defined. These are declared
automatically and can be used in all remaining sections. It is possible to select a default
value for these parameters.

Declare section

Necessary parameters in addition to those in the instrument definition are declared here
using normal c syntax.

Initialize section

The initialize section can contain a piece of c code to be executed before the ray-tracing
simulation is performed.

Trace section

The trace section describes the ray-tracing simulation in the meta language. A linear suc-
cession of components are used to describe the simulated system. Each component is placed
in space with a position and rotation. The task of a component is to propagates the ray
through this part of the instrument and update the position, velocity, weight and spin state
accordingly.

It is possible to do some changes in the linear succession of components by using the
GROUP statement which will effectively set two components or more in parallel, making
each ray interact with at most one of the components. This is useful for a monochromator
where rays would not normally interact with two different crystals, but less effective for
sample and sample environment where the ray should be able to interact with both in any
arbitrary order.

It is possible to expand the code of a used component by using an EXTEND section
after the component. Here c syntax can be used to for example tag rays that scattered in a
component, or do additional calculations not included in the component.

Finally section

The finally section can contain a piece of c code to be executed after the ray-tracing simu-
lation is performed.
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2.3.3 Components

The McStas component library is designed to be expandable by the user community through
the contribution of components. Components usually describe a spatially seperated part of
an instrument and are almost stand alone simulations. As the components are written in
the plain c language, their modification is reserved for more experienced users. The code
contained in a component is segregated into a number of sections, each of which is executed
at a different point in the overall simulation.

Component definition

In the component definition the name of the component is selected and the input parameters
are specified. Default values can be selected.

Share section

The share section contains code shared only included once in the generated c program,
regardless of the number of times this component appears in a instrument. This section is
appropriate for defining functions to be used in the component.

Declare section

Here additional parameters can be declared.

Initialize section

The initialize section is executed before the ray-tracing occurs, and can thus contain calcu-
lations only needed once, which can reduce computational requirements. Input sanitation is
often done by reporting errors when unreasonable input is detected. The initialize section
of the instrument file is executed first, after which the initialize sections of the specified
components are executed in turn.

Trace section

The trace section propagates a ray through the component, and is thus potentially executed
for every ray simulated. A number of functions for common ray-tracing tasks are provided
by the McStas core.

Finally section

Contains a piece of c code to be executed after all rays have been simulated. Here diagnostics
can be reported.

Mcdisplay section

In order for McStas to draw the simulated instrument, it calls upon each component to draw
their simulated part. This task is performed in the mcdisplay section using provided draw
functions.

2.3.4 McStas core

The McStas core handles logistics around the simulation while the simulation itself is primar-
ily performed by the components. The McStas core is however responsible for transforming
between the coordinate systems of the individual components in an instrument file as shown
in figure 2.12. The figure also provides an example of a component GROUP as mentioned
in section 2.3.2, and how that deviates from the linear sucession of components. It is also
possible to use the JUMP keyword to manipulate the path of a ray through the list of
components, yet this is reserved for super users that understand the consequences of doing
so.
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source
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analyzator

detector
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Figure 2.12: Illustration of McStas instrument file composed of a number of components
each with their own place in the component chain and coordinate system provided by the
McStas core. The components named sample 1 and sample 2 are in a GROUP, and thus the
ray can interact with one of them, but not both.

2.3.5 McStas sample component features

McStas includes a number of sample components that describe various combinations of
scattering processes and have different features. The Single crystal component simulates a
crystal with coherent Bragg scattering, incoherent scattering and absorption. The compo-
nent simulates multiple scattering within the crystal. Using sutable settings, the component
can take a number of different shapes such as a box, cylinder or sphere, or even a closed
non-convex polyhedra using a 3D model file [66].

Some component such the powder sample powderN allow so called concentric mode,
which allow it to contain another component. This is done by having an instance of powderN
before and after the contained component, and the ray can thus scatter on this concentric
container both before and after interacting with the contained component. This concentric
mode does not support scattering back and forth between the two sides, and the ray can not
be scattered back into the contained component. The system can be used to provide limited
multiple scattering between a sample and the sample environment, and several layers can be
made. It is however not possible to use the 3D model geometries for concentric components.

2.3.6 McStas uses

Here some of the popular use cases of the McStas simulation package and similar Monte
Carlo ray-tracing simulations are outlined.

Instrument design

The primary use case for McStas is the design and understanding of neutron scattering in-
strumentation. Analytical calculations are often used in X-ray scattering for this purpose,
but the large divergences and sources used in neutron scattering makes such calculations
more difficult. McStas excels at tasks such as selecting the appropriate mosaicity for a
monochromator or investigating the effect of chopper frequency on the instrument reso-
lutions. Design of instrumentation includes a number of compromises, each of which can
be investigated without building prototypes. See appendix A.7, A.8 and A.9 for examples
included in this thesis.

Guide design and optimization

The Monte Carlo ray-tracing method is inherently suited for simulations of guides, as gravity
is an important consideration. A guide is required to deliver a homogeneous phase-space
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to the instrument backend, which can easily be disturbed when breaking line of sight or
introducing gaps for choppers. The simulation of imperfections in the used supermirrors are
also well suited for ray-tracing methods. Examples of guide simulation studies are available
in appendix A.6 and A.11.

Most modern guides are designed using numerical optimizers, as the underlying ray-
tracing simulations have a sufficiently low execution time. Here a number of free parameters
are varied to maximize a certain figure of merit produced by the simulation. Most often such
figure of merit would be the brilliance transfer in a phase-space volume carefully chosen to
correspond to the requirements of the instrument backend.

The McStas simulation package can be controlled by the MATLAB expansion iFit [67]
that includes a number of numerical optimization algorithms. It has been shown that swarm
algorithms are the most successful for problems with noise, like the results from Monte Carlo
simulations. All guide optimizations included in this thesis is performed using iFit and swarm
optimizers. An example of a guide system optimized in this way can be seen in appendix
A.4 and A.5.

Virtual experiments

The term virtual experiment was proposed in Ref [68], and describes simulations that are
used as real instruments. To qualify for the term, the instrument must be simulated from
source to detector, absolute intensities must be used, and the simulation should be controlled
as a real instrument. Data from the simulation should be written in such a way that data
analysis can be performed using the same tools as for a real experiment. It is proposed that
such virtual experiment could be performed directly by the instrument computer, allowing
the scientists running an experiment to estimate required counting time and similar.

Potentially data analysis

The accuracy attainable by Monte Carlo ray-tracing simulations makes it viable to use
instrument simulations to assist in data analysis. The work required to obtain an instrument
model of sufficient quality is however prohibitive, and currently the effort is rarely made.
In cases where the measured signal is close to the instrument limitations, a simulation can
help distinguish the measured features from instrument effects [69]. One example of such a
case is presented in appendix A.12.

With a sufficiently accurate instrument model, simulation results may in the future be
used for basic data reduction for all experiments on an instrument. On a spectrometer, the
well understood elastic scattering contributes to background through multiple scattering,
partly with the sample environment, and such contributions could be identified and sub-
tracted. As the single scattering cross section is the desired quantity, creating software that
from the total scattering can identify the single scattering contribution, is a long term goal
[70].
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Chapter 3

Contributions to field of neutron
guide design

In this chapter, my work on neutron guide design is presented and discussed. My contri-
butions consist of analytical considerations, software development, and the application of
these in the survey of performance dependence of moderator height for proposed ESS instru-
ments. The analytical work use phase-space propagation to derive constraints appropriate
for numerical optimization of neutron guides with predefined phase-space requirements. The
constraints limit the guide intake of phase-space to the minimal value while preserving the
possibility for a brilliance transfer of unity, and the method is thus named the ”Minimalist
Principle” (MP). The contribution of software is the widely used guide bot automatic guide
designer that generates the McStas code necessary for a guide optimization from limited user
input. The constraints from the MP is included in guide bot, but can be disabled if desired.
The developed software was finally used to simulate the majority of guides for proposed
ESS instruments for a range of moderator heights in order to provide the necessary data
for selecting the moderator best suited for the instruments. In addition to the guide work
presented here, I have designed the guides for several instrument proposed for construction
at ESS: CAMEA A.7, Heimdal A.8, VESPA A.9 and ESPRESSO [71].

3.1 Minimalist principle

Neutron guide design is often performed either with brute force numerical optimizations, or
analytical considerations. Optimizing a guide using simulations and numerical optimizations
allow for complex guide systems that can not be described analytically, yet the analytical
approach can tailor the needed phase-space exactly to the requirements. In this section,
constraints on the parameter space used for guide optimization are derived from analytical
considerations of minimal possible illumination, effectively providing a more balanced ap-
proach. The constraints reduces the intake phase-space volume to the minimal possible that
can obtain a brilliance transfer of close to unity.

This section is based directly on the published paper A.1 and has been adapted to fit
into the context of the thesis.

3.1.1 Reasoning behind the Minimalist Principle

It follows from Liouville’s theorem 2.1.16 that the phase-space density at the sample can
not exceed that of the phase-space density near the moderator. If one requires a neutron
beam described by a closed phase-space volume, it follows that there is a maximum possible
neutron flux in this phase-space volume. This limit is the foundation of the MP, as there is a
point where additional neutron intake can not possibly contribute to the brilliance transfer.

When optimizing a guide system with the FOM chosen as the number of neutrons in
such a phase-space volume, there is a corresponding maximum FOM. It is of interest to find
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a guide, which delivers a FOM close to this maximum, but it is also important to limit the
potential background from the neutron source. The background can be split into high energy
particles that should be absorbed by shielding, and unwanted cold and thermal neutrons
able to be reflected by the neutron mirrors. The high energy background is not taken into
account in this paper, but is expected to be handled by choosing a guide geometry that
allows sufficient shielding between moderator and sample.

In the MP, geometrical constraints on the guide geometry are designed to minimize the
background from unnecessary cold and thermal neutrons. This is done by only transport-
ing the neutrons necessary to fully illuminate the FOM phase-space volume. In order to
calculate which neutrons are necessary, the phase-space volume corresponding to the FOM
is propagated from the sample back to the end of the guide by acceptance diagrams. This
yields the phase-space volume the guide should be able to deliver, and as this volume has
a certain spatial width, the dimensions of the end of the guide can be determined, which is
the first important constraint.

As it is theoretically possible for a guide to transport a phase-space volume without
increasing its size or decreasing its phase-space density, the size of the phase-space volume
that enters the guide should be at least equal to the size of the phase-space volume that the
guide must deliver. If the size of the incoming phase-space volume is smaller than needed,
it is not possible to reach the maximum FOM. By providing the guide with a phase-space
volume of the same size as the one it has to deliver, the optimal brilliance transfer should be
achievable. Increasing the incoming phase-space volume at this point would only increase
the background if a perfect brilliance transfer is already achieved. As the size of the incoming
phase-space volume depends on the size of the guide entrance, the distance to the source
and the source dimensions, this requirement results in a constraint on these parameters.

A guide that only delivers the exact phase-space volume needed to evenly illuminate
the sample is considered truly focusing. Such guides exist, for example the Selene guide
system as described in [28]. A truly focusing guide will work through single reflections
per guide element, because multiple reflections will in general destroy the necessary perfect
correlations in phase-space.

Most guide designs rely on multiple reflections. Even a perfect elliptical guide will have
large amounts of the intensity from this process for anything but point sources [35]. An ideal
multiple reflecting guide is assumed to have a divergence distribution that is independent of
position, or at least a weaker correlation than that of a truly focusing guide. Without the
focusing ability, the delivered phase-space needs to be larger than for a focusing guide in
order to cover the FOM. The exact size of this larger phase-space volume is again derived
using acceptance diagrams.

Guides designed using the MP constraints have a more direct control over the outgoing
divergence, which will be limited to the divergence limits of the FOM in the case of a perfect
guide. In practice, there will be unwanted neutrons at higher divergences than requested on
some parts of the sample, but very limited in comparison to a guide optimized without any
constraints. In addition, the amount of neutrons entering the guide is as low as possible,
under the condition that the guide is still theoretically able to achieve the maximum possible
FOM. This causes lower neutron losses along the guide than traditional geometries, yielding
a guide which is highly efficient in terms of neutrons delivered in relation to background
generated from absorbing these neutrons either in the guide or near the sample. It will also
reduce radiation damage on the supermirrors and necessary shielding along the guide.

3.1.2 Derivation of the Minimalist Principle

In this section appropriate terminology and notation is introduced, followed by a derivation
of the MP using acceptance diagrams.

Notation

The MP considers the beam propagation before and after the guide, and thus assumes
a generic guide setup as seen in figure 3.1, where the shape and length of the guide is
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arbitrary, but the dimensions at both ends are known. For now it is assumed the guide
is closed meaning without gaps, but the appropriate corrections are described later in the
section. All parts of the source, guide and sample are assumed rectangular, meaning the
horizontal and vertical component of the neutron trajectory can be calculated independently.
All calculations are done for a single direction, but is valid for both if gravity is neglected.

The width of the moderator in the relevant direction is denoted M , and the distance
between the moderator and guide is denoted LM . The width of the start and end of the
guide is denoted W and U . The distance between the end of the guide and the sample is LS ,
and is often small. The width of the sample is denoted S and together with the divergence
requirement, φ, describes the FOM. It is assumed the guide is placed with the center of the
guide entrance aligned with the center of the moderator, and the center of the end of the
guide is aligned with the center of the sample.

LSLM

M/2

-M/2
-W/2

W/2

-U/2

U/2
S/2

-S/2
zz

Moderator Sample

Figure 3.1: A sketch of the generic guide system investigated when using the MP, and the
variables used to describe it.

The phase-space volume that enters the guide is called α and the phase-space volume
leaving the guide is called β. The FOM phase-space volume at the sample is called Ω, and
is assumed to be a rectangle in space with a position independent symmetric divergence
requirement. The brilliance transfer can be written as ρ(Ω)/ρ(ΩM ) with ΩM being the
FOM phase-space volume, but translated to the moderator surface.

Beam propagation without guide

A neutron beam with a given width and divergence distribution will propagate under simple
rules from classical mechanics. The divergent beam can be easily visualized by acceptance
diagrams [72], as shown for the x direction in figure 3.2. The wavelength range is ignored as
it does not influence the trajectories when gravity is neglected. Under these conditions the
ideal spatial and divergence distributions are tophat functions. When the beam propagates,
the diagram shears as shown. When propagating a neutron a distance L, the divergence ηx
is unchanged while the transverse distance travelled can be calculated from,

∆x = L tan(ηx). (3.1.1)

Thus a beam where the highest divergence is φ and the lowest is −φ will be 2L tan(φ) wider
when propagated a distance L, as shown in figure 3.2.

Propagation between sample and guide

When considering propagation from the end of the guide to the sample with the objective to
reach a brilliance transfer of unity, the entire FOM must be covered, and since the neutrons
at the extremes of the divergence interval are translated by (3.1.1), the guide should be 2∆x
wider than the sample,

U = S + 2Ls tan(φ). (3.1.2)

Any neutrons outside the FOM phase-space volume are considered background, so it is
important to find the smallest possible phase-space volume that will still cover the FOM.
Here a phase-space volume with the dimension U and entire divergence range [−φ : φ] is
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Figure 3.2: Acceptance diagrams showing propagation without guide. The left side shows
a beam at z = z0 with width X and a uniform divergence distribution between −φ and φ .
The phase-space at z = z0 +L is shown on the right side, where the propagation of the beam
has caused a shearing of the phase-space volume, which can be calculated from (3.1.1).

denoted βM and is propagated from the end of the guide to the sample, which can be seen in
figure 3.3. When using a rectangular phase-space volume at the end of the guide, it is clear
that the FOM is covered, but that some of the propagated phase-space is outside the FOM
area. By propagating the FOM volume back to the end of the guide, the smallest possible
phase-space volume is found, here denoted βF .
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Figure 3.3: Acceptance diagram for a guide of width U illuminating a sample of width of
S from a distance of LS . The left part is at the end of the guide, while the right side is at
the sample position. The light grey area is the phase-space volume designated βM while the
dark grey is the phase-space volume designated βF , and the latter corresponds perfectly to
the FOM phase-space volume at the sample position, Ω.

The volumes βM and βF correspond to two extremes in terms of focusing ability. The βF
volume corresponds to perfectly focusing, as the entire phase-space volume exactly covers
the FOM volume when propagated to the sample. The βM volume corresponds to the case
of a guide relying on multiple reflections, as the correlations between position and divergence
are smeared out. In order to generalize this we introduce the focusing parameter, Y , that
describes a linear transition from the focusing case to the multiple reflecting case, so that
the size of the needed phase-space volume at the end of the guide can be written,

V (βF ) = 2Sφ (3.1.3)

V (βM ) = 2Uφ = 2(S + 2LS tan(φ))φ (3.1.4)

V (β) = 2(S + 2Y LS tan(φ))φ. (3.1.5)

Thus Y = 0 corresponds to perfectly focusing, while Y = 1 corresponds to a guide
completely dominated by multiple reflections. The appropriate value of Y will depend on
the geometry of the entire moderator, guide, sample system including the selected FOM, and
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is not known. It is intended that a reasonable value of Y should be found from experience
with similar cases. The highest possible value of Y = 1 will still be an aggressive reduction
of unwanted neutrons.

Supplying the needed phase-space volume size

As the phase-space volume size V (β) is known at the end of the guide, it is of interest to
determine the minimal phase-space size needed at the start of the guide V (α) in order to
illuminate the FOM phase-space volume.

From Liouville’s theorem it is known that phase-space density can not be increased, and
thus the best case is no reduction in phase-space density under transport. If one assumes
a perfect guide, it should only be necessary to supply a phase-space volume with a size
identical to the needed phase-space volume.

V (α) = V (β) (3.1.6)

ρ(α) = ρ(β) (3.1.7)

This is a very ambitious requirement, and will only result in guides with a high brilliance
transfer if a suitable geometry is within the specified parameter space, and the mirror quality
is sufficient. One can relax the requirement by introducing a illumination factor k, so that,

V (α) = kV (β). (3.1.8)

Here a guide optimized using the constraint with k < 1 should not be able to reach a
brilliance transfer of unity, unless the focusing parameter Y have been set too high for the
selected guide geometry. Setting k = 1 corresponds to the case discussed so far. Using
k > 1, will introduce additional background but may also increase the FOM.

We have experienced that adjusting the parameter k for a range of guide optimizations
is superior to adjusting the guide opening manually, as one is always aware of the balance
between FOM and background when using k-adjustments.

Propagating from moderator to guide

In order to calculate the size of the phase-space volume received by the guide, the known
phase-space volume at the moderator is propagated to the start of the guide. It is assumed
that the moderator emits neutrons in every direction with equal probability, and thus the
phase-space volume emitted is not closed in the divergence direction. There is thus effectively
no top or bottom in the acceptance diagram. For the small divergence values needed here,
we assume that the sides are straight lines. The acceptance diagram is propagated forward
a distance of LM . From figure 3.2, the slope can be calculated as,

a =
∆ηx
∆x

=
φ

LM tan(φ)
≈ 1

LM
, (3.1.9)

with divergence measured in radians. The size of the phase-space volume α which enters
the guide is calculated using the appropriate acceptance diagram on figure 3.4. The area of
the parallelogram is,

V (α) = aMW = MW/LM . (3.1.10)

Applying the Minimalist Principle

The preceding calculations are sufficient to use the MP, as one uses the derived equations
as constraints in the parameter space describing the guide geometry. Assuming that a truly
focusing guide can use the entire incoming phase-space volume size, a combination of (3.1.5),
(3.1.8) and (3.1.10) yields,

V (α) = kV (βF )⇒WM/LM = 2kSφ. (3.1.11)
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Figure 3.4: Acceptance diagram a distance LM after a moderator of width M . A guide
with width W starts here, and the phase-space volume which enters the guide is denoted α.

In addition (3.1.2) should also be used, to ensure not to waste phase-space volume size by
illuminating an area larger than the sample,

U = S + 2LS tan(φ). (3.1.12)

By applying both equations (for both x and y directions) the number of free parameters
to be optimized is reduced by 4, which can in many cases be essential. In addition only
the guides which can potentially reach the best possible FOM without over-illuminating the
guide entrance are investigated. The 4 free parameters are effectively replaced by 4 tunable
parameters that should not be selected by the optimizer, an illumination factor for each
direction, and a focusing factor for each direction.

Gaps in the guide

If the guide is not closed, but contains gaps for choppers or similar, it is not a reasonable
assumption that phase-space volume is conserved along the guide. This situation can be
handled by applying the MP on the closed guide on each side of the gap, starting from the
sample. The guide piece between the sample and the gap will have a constraint to determine
the end of the guide, but will not have any constraints for selecting the size of the guide
opening after the gap, which can be chosen by the optimizer. This guide piece will need
a phase-space volume of a certain size which can be calculated from (3.1.5). The guide
piece between the moderator and gap will consider the guide opening after the gap as the
sample, and from the dimensions chosen, a divergence requirement can be calculated from
the necessary phase-space volume size, and the MP can thus be applied to the first guide
piece. There is, however, the issue of selecting a reasonable value of the focusing parameter
Y , in this work Y = 1 (non-focusing) have been used for gaps.

Kink in the guide

A surprisingly efficient way of escaping line of sight is to simply have a kink in the guide
instead of a long bending section. Here a kink is defined as a gap between two guides, where
the second guide has a new direction. After using the MP on the guide after the kink, the
needed divergence can be calculated from its phase-space volume size requirement and start
width. It is then of interest to calculate the width and needed divergence from the first guide
so that this requirement is met. This is achieved by the appropriate phase-space diagram in
figure 3.5, where a guide with divergence requirement φ is kinked an angle of χ. The guide
before the kink have the width X1, while the width of the guide after the kink is denoted
X2. The second guide is translated a distance t in order to minimize the needed phase-space
volume from the first guide. The derivation is done only for the case of multiple scattering
guides, meaning a focusing parameter of Y = 1, and is a generalization of the case discussed
in section 3.1.2.
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Figure 3.5: The acceptance diagram after a kink with length L and angular change χ.
The guide before the kink ends with dimension X1 just large enough to evenly illuminate a
guide with width X2 and divergence requirement φ angled χ relative to the first guide. The
light grey box is the output of the first guide, while the dark grey box is needed phase-space
volume for the second.

The beam needed at the guide after the kink will have an increased width when prop-
agated back to the guide before the kink of 2L tan(φ) from (3.1.1), and thus X1 = X2 +
2L tan(φ). The necessary translation is found from figure 3.5, as it must satisfy,

t+X2/2 = X1/2 + L tan(χ− φ)⇒ t = L tan(φ) + L tan(χ− φ) ≈ Lχ. (3.1.13)

The needed phase-space volume size for the guide before the kink is 2X1(φ+χ). In this
derivation it is implicitly assumed that the second guide will need a symmetric phase-space
volume, as the area directly under the dark grey box in figure 3.5 would also be received
by the second guide, but is assumed to be absorbed due to the high divergence relative to
the second guide. This can however give some asymmetry at higher wavelengths in kinked
guides.

3.1.3 The Minimalist Principle in practice

We now present examples of guides optimized with the MP, both to show how they differ
from guides optimized without these constraints, and to explore the parameters used to
adjust the optimization within the MP.

Effect of the Minimalist Principle

In order to demonstrate the MP, a guide is optimized with and without the constraint in
(3.1.8). This will show how the amount of unnecessary neutrons are limited, as there will not
be a limit on neutron intake in the reference case. In order to illustrate how the illumination
factor affects the results, the optimization using the MP is done with both k = 1 and
k = 1.25.

The guide geometry to be optimized consists of a focusing piece (a ”feeder” [36, 43])
before a gap at 5.9 m followed by an elliptic section, a curved guide, and an elliptic section.
The gap length is 20 cm, and the following elliptic guide section has a starting width of 3 cm.
The guide ends 50 cm before the sample, and is not allowed to start closer than 2 m from the
moderator. The guides are curved so that line of sight through the guide is eliminated 5 m
before the end. The remaining geometrical parameters are controlled by the optimizer. The
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FOM is a 1.5 × 1.5 cm2 area with a divergence requirement of 0.75◦ horizontally and 1.0◦

vertically. The FOM wavelength range is 1.5 Å to 4 Å. The moderator is a 12×12 cm2 square,
and the sample is situated 150 m from the moderator. The supermirror coating of the guide
is m = 3 everywhere with qc = 0.0217 Å−1 [53, chap 3.2-9], being the critical scattering
vector for the Ni Vacuum interface. The guide is assumed multiple reflecting, and uses
Y = 1 when the MP is applied. These requirements are similar to a large amount of guides
optimized for ESS instruments using the TDR [2] moderator description. The optimizations
was done using McStas [16–18, 20] and iFit [67], the resulting guide geometries are shown
in figure 3.6.

The brilliance transfer as a function of wavelength for the optimized guides are shown in
figure 3.7. The brilliance transfer for the guides optimized with the MP normalized to the
guide optimized without is seen in figure 3.8. Here the amount of useful neutrons the three
guides delivers to the sample are compared, as only neutrons which are within the spatial
and divergence requirement are considered.

It is clear that the guide optimized without the MP has the highest brilliance transfer
at all wavelengths, but the difference down to the guide with k = 1.25 is quite small. The
guide with k = 1 has an integrated brilliance transfer of 80% of the guide optimized without
the MP. The small decrease in brilliance transfer at larger wavelengths for the guide with
k = 1 is caused by gravity and not punished by the optimizer as the FOM wavelength range
is 1.5 Å to 4 Å.

Figure 3.9 shows the horizontal acceptance diagrams used to compare the guides perfor-
mance in terms of homogeneity of divergence and spatial distributions. As the acceptance
diagram shows a larger phase-space volume than the FOM, they also show neutrons trans-
ported that did not enter the FOM. The guide optimized without the MP has the most
homogeneous phase-space volume inside the FOM box, as the guides designed with the MP
have some structure in the form of thin lines with lower brilliance transfer. However, for
many applications these small features are of little importance as they are much smaller
than the instrument resolution.

The guides optimized with the MP have far fewer neutrons transported outside the FOM
box. At low wavelengths where the transported divergence is limited by the coating of the
supermirrors, the solutions are very similar. At higher wavelengths, the guide optimized
without the MP starts to expand the divergence distribution beyond what was requested,
while the guide optimized with k = 1 does not have any additional phase-space volume
size to allow for that, and thus has a divergence which matches the requested even at
larger wavelengths. The guide optimized with k = 1.25 does go to higher divergence than
requested, but still reaches a limit where the divergence is not increased further (not shown).

Note the corners of the FOM box are just covered by the transported phase-space volume
because (3.1.2) was used, even when optimizing without the MP.

The behaviour shown in the acceptance diagrams signifies that the guides designed with
the MP would have an advantage in terms of signal to noise. This is explored as a function
of wavelength in figure 3.10 where the neutrons within the FOM volume is counted as
signal, and noise is counted as all other neutrons in a 10 × 10 cm2 area centred at the
sample position. This area corresponds to typical sample environment sizes where slits
are commonly used to reduce the background from the unnecessary neutrons, and here
we explore how much this task can be reduced by using the MP. As with the acceptance
diagrams we see similar performance in the low wavelength region where the performance
is limited by the supermirrors, but at higher wavelengths the unwanted high divergence
neutrons in the reference case results in a large advantage for the guides optimized with the
MP. When comparing the two guides optimized with the MP, we see the highest signal to
noise for the guide optimized with k = 1 as expected from the derivation, but the guide
with k = 1.25 is close. This indicates that illumination factors slightly above 1 are very
interesting, as the performance is improved with only a small loss in signal to noise.
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Figure 3.6: Geometry of the three guides to be compared, (a) is with the MP and k = 1
where (b) is with k = 1.25 and (c) is without the MP.

The effect of the illumination factor

We now investigate how guides optimized by using the MP perform as a function of the
illumination factor, k. The FOM is a 2× 2 cm2 area with a divergence requirement of 0.75◦

for both directions and a wavelength range of 1− 4 Å. The source is 12× 12 cm2, and the
sample is located 160 m from the source. A coating of m = 3.5 was used in the entire guide.
Four different guide geometries are optimized using the MP for a range of k values.

• Elliptic guide

• Parabolic defocusing to curved guide followed by parabolic focusing.

• Parabolic feeder ending at 6.5 m from the source connected to a 1 m straight 3 cm
wide guide followed by an elliptic guide

• Guide composed of three sections with flat mirrors

Figure 3.11 shows the resulting brilliance transfer for these guides optimized over a range
of illumination factor values with the focusing factor Y = 0, meaning the guides are as-
sumed truly focusing. Examples of the optimized geometries are shown in figure 3.12. It
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Figure 3.7: Brilliance transfer as a function of wavelength for the three guides optimized
under different conditions. Graph (a) is with the MP and k = 1 where (b) is with k = 1.25
and (c) is without the MP. All guides were optimized for the wavelength band 1.5-4 Å.
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Figure 3.8: Brilliance transfer as a function of wavelength for the two guides optimized
with the MP normalized to the brilliance transfer of the guide optimized without. Graph
(a) is for k = 1 while (b) was optimized using k = 1.25.
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D
iv
er
g
en

ce
[◦
]

−1.5 −1 −0.5 0 0.5 1 1.5

−1

−0.5

0

0.5

1

Position [cm]

4.0 Å
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Figure 3.9: Horizontal acceptance diagrams for the sample position for two different guides
shown for five different wavelengths (rows). The left column is for a guide optimized with
the MP and k = 1, while the column to the right is for a guide optimized without any
restrictions on the incoming phase-space volume.

is expected that the brilliance transfer should asymptotically reach a saturation value at
high illumination factors where additional incoming neutrons simply does not add to the
brilliance transfer.

In figure 3.13 a similar scan has been made, but with a focusing factor of Y = 1,
assuming the guides are not able to focus on the sample. The optimal geometries are similar
to the results for the truly focusing case shown in figure 3.12, but their entrances have a
slightly larger solid angle as seen from the moderator. In this case the brilliance transfer of
all guides levels off at higher illumination factors as they approach a saturation brilliance
transfer. The tapered guide clearly reaches a limit earlier than the remaining guides in this
comparison. At low illumination factors, the elliptic guides perform better than expected,
as the brilliance transfer exceed the minimalist factor, which means it must have some
focusing capability. The important prediction of the MP is that the start of the flat part
of the brilliance transfer curve should be at or close to k = 1, after which there should be
diminishing returns of accepting more neutrons into the guide. For the tested guides this
seems to happen somewhere in the range k = [1 : 1.25], which is close to the prediction.

The brilliance transfer saturates well below the actual performance limit of unity from
Liouville’s theorem. This can be explained by the high requirements for the guide compared
to the used mirror quality. A brilliance transfer above 80% (70% without line of sight
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Figure 3.10: Signal to noise for a guide designed without the use of the MP compared
to two guides designed using the MP, but with illumination factors of k = 1 and k = 1.25
respectively.
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Figure 3.11: Scans of the illumination factor k for four different guide geometries which are
all assumed truly focusing, Y = 0. From highest performance to lowest there is the elliptic
guide (black), the curved with parabolic focusing (grey), the elliptic guide with feeder (black
dashed) and the straight tapered (grey dashed). All brilliance transfers are for the entire
wavelength range, of 1−4 Å. Examples of the geometry of each guide are displayed in figure
3.12.

through guide) is, however, a respectable performance in this case, and is achieved with an
over-illumination of 25% this corresponds to 1.252 ≈ 1.56 times more neutrons than with
k = 1, a factor of k for each direction.

As the brilliance transfer values in both figure 3.11 and 3.13 are averages over the wave-
length band, they do conceal some complexity. Over the wavelength range the brilliance
transfer of the guides changes from being limited by the supermirror quality to being lim-
ited by neutron intake, and both contribute to the values shown in the figures. We have,
however, selected not to show brilliance transfer for smaller wavelength ranges as they are
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Figure 3.12: Examples of the geometry of the four investigated guides with the focusing
parameter Y = 0 and all with illumination factor k = 1. The elliptic guide (a), the curved
with parabolic focusing (b), the elliptic guide with feeder (c) and the straight tapered (d).
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Figure 3.13: Scans of the illumination factor k for four different guide geometries which
are all assumed multiple scattering, Y = 1. From highest performance to lowest there is
the elliptic guide (black), the curved with parabolic focusing (grey), the elliptic guide with
feeder (black dashed) and the straight tapered (grey dashed). All brilliance transfers are for
the entire wavelength range, of 1−4 Å. The geometries are similar to the truly focusing case
shown in figure 3.12. Here we see the brilliance transfer reaching a plateau just above k = 1.

similar to the averaged case.
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Analysing guide data using the Minimalist Principle

Here we investigate the relation between the phase-space intake recommended by the MP,
and those selected by an optimizer without the derived constraints. Data from a previous
publication A.4 is analysed, as it contains a large amount of guides optimized for different
FOM’s without use of the MP. The optimized guides all have a pinhole at 6.0 m from the
moderator, and an elliptic guide to transport from pinhole to sample. The performance
increase gained by inserting a parabolic feeder before this pinhole was investigated. The
phase-space volume size received by each guide will be compared to the phase-space volume
size recommended by the MP under different assumptions.

Even though there is a small gap between the pinhole and the start of the elliptical guide,
this is not taken into account when applying the MP because the relation between pinhole
size and opening of the elliptic guide behind can be chosen by the optimizer such that no
neutrons are lost.

With this assumption, the MP will recommend the required phase-space at the start of
the guide to be equal to the phase-space volume size required at the end of the guide. This
phase-space volume size is calculated using (3.1.5). Here we investigate the data for the
extreme cases of no focusing, Y = 1, and perfect focusing Y = 0.

Since the minimalist concept was not used to optimize the guides appendix A.4, the
phase-space volume size which enters the guide is not in general equal to the minimalist
requirements. In the following the size of the recieved phase-space volume is calculated
using (3.1.10).

For guides optimized without using the minimalist concept, a unitless scalar, P , is de-
fined, that describes the ratio between the phase-space volume size received by the guide
and the size recommended by the MP with k = 1. It is clear that the value of P will depend
upon the focusing parameter, Y , the FOM and the geometry of the guide and moderator.

Since the guides investigated in appendix A.4 are identical in the horizontal and vertical
directions, the phase-space volume sizes for one of these is calculated and squared in order
to get the full phase-space volume size. The value is calculated using (3.1.10) and (3.1.5),

P =
recieved PS size

needed PS size
=

(
WM

2φLM (S + 2Y LS tan(φ))

)2

. (3.1.14)

The value of P will be compared to the brilliance transfer obtained for each individual
guide, here denoted B. When calculating the brilliance transfer, the FOM phase-space
volume is used, here with a sample area of 1× 1 cm2, a wavelength interval of 2− 10 Å and
the specified divergence requirement.

If the assumptions are fulfilled for guides optimized using the MP, the relation P ≥ B
should be true, as any non ideal guide would lose some phase-space density under reflections.
Since B ≤ 1, it is expected the data will be close to but below B = P for P ≤ 1, and B = 1
for P > 1. This prediction is referred to as the theory line. When the assumptions used
are not fulfilled, it is possible for data points to lie above the B = P line, for example by
using a focusing factor larger than appropriate. The value of B will however never exceed
the Liouville limit (B = 1).

For guides optimized without the MP, the situation is not as clear because they can have
a guide end which is narrower than the minimalist constraint, and thus gain some efficiency
at the cost of inhomogeneous sample illumination. Because of this, guides with Y > 0 can
have B > P when P < 1, even when delivering a rectangular shaped phase-space volume at
the end of the guide, but the divergence distribution will be dependent on position. When
assuming a guide is truly focusing (Y = 0), the minimalist limit reduces to the Liouville
limit, and thus every data point must be below or at the theory line, regardless of using the
MP or not.

In figure 3.14, the brilliance transfer is plotted against the ratio of received to needed
phase-space size, P when using Y = 0 in (3.1.14). Here two groups of guides separated in P
are clearly visible, and correspond to guides with and without feeder. The guides without
feeder are much closer to fulfilling the assumptions, as they are closer to the theory line. It
is clear that an assumption of a perfectly focusing guide is better for a single ellipse than a
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Property Marker description

Guide
No feeder Feeder

Large Small

Divergence
±0.5◦ ±1.0◦ ±2.0◦

Green Blue Red

Length
24 m 75 m 150 m 300 m
Star Square Circle Triangle

Table 3.1: The markers used in figure 3.14-3.15 to indicate which guide from appendix A.4
each point corresponds to. Each marker appears 5 times, reflecting 5 pinhole settings.

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

P

0

0.2

0.4

0.6

0.8

1

B

Figure 3.14: Comparison of optimized brilliance transfer obtained, B, and ratio P between
incoming and required phase-space volume size, for the guides in appendix A.4. Here the
guides are assumed truly focusing and the entire incoming phase-space size volume is ex-
pected to be useful. The solid black line is the maximal performance achievable according
to the MP under the stated assumptions. The marker symbols are explained in table 3.1.

feeder followed by an ellipse, but it is still surprising that most feeder guides received phase-
space volume sizes more than a factor of hundred over the theoretically needed. It can be
argued that a higher coating m-value would cause the guides without feeder to approach the
theory line, but it is hardly relevant as expensive m = 6 coatings are used.

In figure 3.15 a similar plot is made, but using Y = 1 in (3.1.14), corresponding to guides
without any focusing ability, which thus need a larger phase-space volume, decreasing the
value of P for each guide. Under these assumptions P will also depend on the distance
between the end of the guide and the sample LS , which is 50 cm in all cases shown here. It
is worth noting that the difference between the needed phase-space volume in the focusing
and multiple reflecting case is proportional to this distance.

The guides without feeder have brilliance transfer which surpass the theory for lower
values of P , either because of focusing or higher efficiency from inhomogeneous illumination
of the sample.

The brilliance transfer for the guides without feeder saturates close to P = 1. This is
the most important prediction of the theory. Had a guide of this geometry been designed to
be at P = 1, it would be able to achieve a brilliance transfer of approximately 95%, where
solutions with P = 10 are only a few percent better. To obtain these last few percent in
brilliance transfer one would have to accept a 10 times increase in neutrons that enters the
guide, and thus almost 90% of these would have to be absorbed along the guide or in slits
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Figure 3.15: Comparison of optimized brilliance transfer obtained, B, and ratio P between
incoming and required phase-space volume size, for the guides in appendix A.4. Here the
guide is assumed multiple reflecting and the entire incoming phase-space size volume is
expected to be useful. The solid black line is the maximal performance achievable according
to the MP under the stated assumptions. The marker symbols are explained in table 3.1.

near the instrument which will only contribute to unwanted background.

The guides that use a feeder are not close to the theory line. This implies that they are
not particularly efficient in terms of the amount of neutrons accepted by the guide to reach
a certain brilliance transfer. If the optimizer system is not punished for the over intake, it
is clear that very large intake values can be obtained. If the minimalist concept was used to
optimize such a guide, the constraints would force the guide to be more conservative with
the phase-space intake, and most likely find solutions closer to the theory line, but probably
with lower brilliance transfer.

3.1.4 Discussion

Using the MP changes the way a guide is designed. There are several new choices to be
made and consequences which should be understood. This section will discuss the problems
it solves as well as the problems it generates.

Performance

Guides optimized without the MP have every geometrical parameter available to the opti-
mizer. Thus the minimalist optimization will happen in a subspace of the parameter space
and should therefore not be able to surpass this method in terms of brilliance transfer on
sample. The success of the MP depends on its ability to select a parameter space which
ensures minimal background while still allowing for performance close to the global optimum.

From the comparison between a guide optimized with the MP and without, we clearly
see the expected increase of signal to noise, mostly for higher wavelengths as it becomes
possible to transport neutrons with divergence beyond the requested. This excess divergence
is however avoided when using the MP. The increase in signal to noise from the MP thus
starts at the wavelength where the typical reflections for reaching a divergence higher than
FOM are within the critical scattering vector of the supermirrors, making the relevance of
the MP highly dependent on the FOM, mirror choice and wavelength band.



Chapter 3. Contributions to field of neutron guide design 47

From the acceptance diagrams we see behaviour close to the theoretical prediction for
Y = 1, meaning the guides are not focusing. The loss in performance when using the most
aggressive background suppression, k = 1 was only 20% when averaging over the relevant
wavelength band, and with the slight increase to k = 1.25, we see a performance loss of less
than 10%.

The scan of the illumination factor k showed the expected results when using Y =
1, as a plateau occurred where additional incoming neutrons did not add significantly to
the brilliance transfer. Furthermore, the point at which this happens was close to the
theoretically predicted from the MP. The scan with Y = 0 did not correspond well to the
theory, which can be explained either by the used guides not being focusing, or a failure of
the theory to accurately describe the data in this limit.

The MP was used to view data from a previous publication A.4 in a different way, and
showed that while the addition of a a parabolic focusing element before the pulse-shaping
chopper does increase brilliance transfer, it is also very inefficient in terms of the ratio
between neutrons entering the guide, and arriving at the sample. The guides without a
focusing element were much closer to the theory, but again only when they were considered
multiple scattering (Y = 1), and in this case the MP accurately predicted the optimal
neutron intake. The brilliance transfer as a function of intake was surprisingly sharp, as just
a small decrease from the optimal value would lower performance drastically, while a small
increase would have little effect.

Advantages and disadvantages

The MP as presented here is per construction used to find the limit where only an ideal
guide would be able to deliver the perfect result, here being a brilliance transfer of unity.
It is the task of the optimizer to find such a solution, and it may not even be in the given
parameter space.

Since the brilliance transfer is limited to be less than unity, it is very clear from the
optimization results if the guide is close to the optimal. In the case where the brilliance
transfer is not satisfactory, it is possible to increase the size of the incoming phase-space
volume with the illumination factor, k. If the FOM increases when the guide is supplied a
larger phase-space volume (k > 1), this may be necessary. If the FOM does not increase, the
limitation could be insufficient coating quality. This makes it imperative to calculate the
brilliance transfer and not just the intensity on sample, as the brilliance transfer indirectly
shows the losses in the guide, when k = 1.

Working in units of the illumination factor will make it easy to balance between efficient
low background guide (k close to unity) and over-illumination of the guide entrance which
give higher performance and background (larger k). Without this information, the optimizer
will search among guides with vastly different efficiencies, or a needlessly restricted parameter
space.

Using the MP will stop the optimizer searching among guides which do not receive
sufficient phase-space (k < 1) to obtain the maximal FOM. Experience with very small
moderators does, however, show that k < 1 can be beneficial, as k = 1 can lead to unrea-
sonably large guide entrances that results in high angles of incidence, meaning the goal of a
brilliance transfer at unity is unrealistic in any case.

Selecting a reasonable value for the focusing parameter Y before an optimization is
necessary, as letting this parameter be determined by the optimizer will almost certainly
result in the uncorrelated value Y = 1, because this will allow both higher signal and
background, where the FOM only considers the signal. When using a FOM that punishes
background intensity, it may be reasonable to let the focusing parameter be a free parameter.
A classical straight guide with parallel mirrors will not focus in any way, and thus needs
Y = 1, where the Selene type guide system [28] is truly focusing and can still perform
perfectly with Y = 0. In addition this consideration should include the size of the moderator,
which e.g. in the case of a single ellipse will determine the correlation between position and
divergence necessary for fully exploiting the focusing abilities.

In addition there are real-world problems to consider when recommending building a
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guide on the limit of what is possible in terms of efficiency. Misalignment of guide segments
in a guide designed without the MP is not problematic with todays precision [73]. When
designing a guide with the MP and a minimalist factor of k = 1, the guide will not be over-
illuminated, and thus any amount of phase-space lost will decrease performance. Because
of this it is advised to check guides designed using k close to 1 for sensitivity to alignment,
which may be improved by increasing the value of k.

In any case the simple equations derived for the MP will help understanding the con-
sequences of pre-selected parameters. For example how the distance between the sample
and guide will affect the signal to noise ratio for a multiple reflecting guide. Reducing this
distance improves the efficiency of such guides, especially for small samples, as it lowers the
required phase-space volume size. This fact may be missed in usual optimizations.

3.1.5 Conclusion on Minimalist Principle

Basic constraints on the geometrical parameters describing a neutron guide to be optimized
was derived under the assumption of a FOM at the sample position which have limits in
both position and divergence. These constraints ensure that only a minimal amount of
neutrons are allowed to enter the guide while still allowing for a performance close to the
theoretical limit. It was shown to be practically applicable in realistic examples using Monte
Carlo ray-tracing simulation, where it was demonstrated that the resulting guides clearly
limit excessive divergence, even at higher wavelengths, while suffering very little performance
loss.
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3.2 guide bot

Here, the automatic guide optimizer guide bot is presented. The purpose of the software
is to reduce the time spent programming when setting up neutron guide optimizations,
as this allows for investigation of a much wider array of guides in the same time frame.
The resulting guides are all analyzed and can be easily compared. The software is used
by scientists at the European Spallation Source, the Paul Scherrer Institute, and National
Institute for Standards and Technology.

This section is based on the paper in appendix A.2, which is accepted for publication in
Nuclear Instruments and Methods A, and have been adapted to fit the context of the thesis.

3.2.1 guide bot overview

The main task of guide bot is to quickly optimize the geometrical part of neutron guides
and a specified overall geometry and FOM. This is accomplished by having the program
read a simple input file describing the problem and generate the code needed to complete
that task; which will in turn solve the original problem when the generated code is compiled
and executed. guide bot itself runs in MATLAB, but the generated code is in multiple
programming languages linked together by scripts that are easily executed. The required
ray-tracing simulation is performed using the generated McStas instrument file that describe
the desired guide system. Generated iFit scripts control both the guide optimization and
visualization of results.

MATLAB was selected because it has the necessary plotting functionality, and is widely
used in the community. The add-on iFit [67] enable control of McStas through MATLAB,
and has comprehensive optimization libraries. The clusters available at the ESS Data Man-
agement and Software Centre and Paul Scherrer Institute Scientific Computing group both
use the queue management system SLURM [74] which is supported by guide bot.

The following sections will describe the important parts of the code and the use of
guide bot.

guide bot input file

The input file is a short MATLAB script the contents of which the user will edit to cor-
respond to the desired guide geometry and optimization. The mandatory input consists of
describing a FOM, which here refers to a closed phase-space volume, meaning a fixed area,
divergence range and wavelength range. The average brilliance transfer 2.1.16 is calculated
by normalizing the density of one phase-space volume with the density of the same same
phase-space volume placed at the source.

The total length between source and sample is fixed as is the distance between guide-end
and sample. The distance between source and guide start is optimized, however the user
must define the interval of allowed starting distances.

A homogeneous rectangular source is always used for calculation of brilliance transfer,
and the dimensions of this source are given as input. In addition, a more realistic source is
chosen which is used for calculation of the absolute intensities. In most cases the optimization
is performed on the rectangular source. However the optimization can be performed on the
ESS TDR and Butterfly sources [2, 16] including optimizing the angle at which the guide
views the moderator. Optionally, the optimization can be performed on the rectangular
source, and the optimized guide is then placed on the realistic source where only this angle
is optimized.

The guide geometry is described using a character string, which corresponds to a linear
succession of guide elements. The following input string will generate an optimization of a
guide consisting of a straight section using flat mirrors, a curved guide section and finally
an elliptic guide section.

S C E

A single part of such an input string (separated by spaces) is referred to as a module, and
the currently available modules in guide bot are listed in table 3.2.
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Module Explanation McStas component
S Straight guide guide gravity
E Elliptic guide Elliptic guide gravity
P Parabolic guide Elliptic guide gravity
G Gap Arm
K Kink Arm
C Curved guide Bender

Slit Slit Slit
Selene Selene guide Elliptic guide gravity / Arm / Slit

Table 3.2: The available modules of which an input string describing a guide can be
assembled.

In the example, no details other than selecting the sequence of guide elements are given.
Hence, the resulting guide optimization will have all possible geometrical parameters for the
3 modules as free parameters in the numerical optimization. This may not be appropriate
for a particular application, as certain constraints could be needed. These are incorporated
for each module by adding options. In the following input string, such options are used to
constrain the optimization, both by adjusting the optimization limits and by locking certain
parameters.

S(maxStartHeight=0.1) C(maxlength=20,start=6.5,StartWidth=0.03) E

This input string adds a height limit to the start of the first straight section of 10 cm and
locks the starting position of the curved section to 6.5 m from the source. Furthermore,
the width of the curved guide at its starting position is locked to 3 cm, while its length is
limited to a maximum of 20 m. The full list of available options is described in the manual
distributed with the software [16].

If an input string contains a curved section or a kink, both commonly used to break
line of sight through a guide, guide bot will assume breaking line of sight is the intention
and dynamically select a curvature or angle deviation just sufficient to break line of sight
between the start and end of the full guide. The guide curvature or angle deviation will
thus depend on, for example, the guide width and where in the guide the curved section
is placed. It is possible to adjust this behaviour by selecting, e.g., a smaller section of the
guide line of sight should be broken over or to break line of sight multiple times in different
sections. This system can be disabled by selecting suitable options.

McStas instrument file

The McStas instrument file contains the necessary input parameters in the basis appropriate
for the numerical optimizer, and the code for transforming these parameters to the type
needed for the individual McStas components. The instrument file also contains a piece of
ray-tracing code that will control how line of sight is broken for this particular user input.

Each of the modules used in the geometry input string will typically correspond to a
single instance of a McStas component in the instrument file, and the components used for
each module are listed in table 3.2.

Most of the written McStas instrument file is intended to be human readable, especially
the trace section containing the McStas components. The initialize section containing the
transformation of the parameter space and the added ray-tracer is, however, not meant to
be changed by the user.

When optimizing a guide that eliminates line of sight, many geometrical parameters
influence whether line of sight can be drawn or not. A short algorithm written to the
McStas initialize file is used to check if the guide blocks line of sight. Instead of providing
the curvature as a free parameter in the optimization, the McStas file will find the smallest
curvature that will eliminate line of sight. This is achieved by starting with a nearly straight
guide and increasing the curvature until line of sight is blocked. By default line of sight is
broken between the start of the guide at the moderator and exit at the sample, but line of



Chapter 3. Contributions to field of neutron guide design 51

sight can be broken between two points specified in the options for the relevant modules. In
addition, line of sight can be broken several times, as long as the sections do not overlap.
Line of sight can be broken over multiple curved sections, in this case the ratio between
their curvatures is optimized as a free parameter. The importance of this is that all guides
compared by the optimizer will have similar background characteristics, which is chosen by
the user, instead of a large variation in background suppression.

Reflectivity curves

Since the neutron ray-tracing is performed by McStas, the reflectivity models available
in guide bot are those implemented in most McStas components. There are two models
available, a fully adjustable first order model, and a second order model with only the
m-value as a free parameter. These are briefly described in 2.1.14.

In order to show the robustness of optimized guides, the performance is evaluated both
with the selected mirror quality and an artificially degraded description, where the m-value
is reduced by 20%, and the reflectivity slope is increased by 40%. When using the second
order reflectivity model there is however no parameter describing the slope, so only the m-
value is reduced and in most cases this actually decreases the reflectivity slope which should
be kept in mind.

iFit optimization

The iFit files control the generated McStas files by setting up a numerical optimization
using the appropriate parameter space and a particle swarm optimization algorithm. All
variables to be optimized are specified with their constant limits, meaning that the limits
do not depend on values of other parameters. A numerical optimization takes place in a
parameter space, and it is an important choice which parameter space is used. As the
optimizer will take a range for each parameter to be optimized, and these are considered
independent, it is necessary that every possible value in these ranges corresponds to a valid
guide geometry, regardless of all other selected values. This is no problem for the width and
height of all guides, but for example the horizontal(vertical) small axis of an elliptic guide
can be problematic, as it can not be lower than both the start and end width(height). In
the same way the lengths of the modules have an overall constraint of keeping a total guide
length fixed.

The parameter space including all geometrical variables to be entered into the McStas
components is referred to as the full parameter space, here with N dimensions. A number of
constraints, k, is taken into account. These originate from the basic guide problem, but can
also be given by the user through options in the input string. A space with dimensionality
N − k is created where all points adhere to these constraints, and this is called the reduced
parameter space. In this reduced parameter space, the limits on each parameter may depend
on the value selected by another, which as discussed is not allowed. The solution used in
guide bot is to transform this reduced parameter space to a box parameter space of the
same dimensionality where all limits are independent of the values selected of the other
parameters. The McStas file then needs to transform from this box parameter space to the
full parameter space for every point in the optimization.

After the optimization is done in the box parameter space, the resulting optimal guide
geometry description is used to run further McStas simulations to provide data for a thorough
description of the guide performance.

Data visualization

The resulting data is visualized by running the generated MATLAB/iFit plotting script.
This will provide figures describing performance of the guide in terms of brilliance transfer
as a function of wavelength, divergence, and position. If a user specifies a source that
provides absolute intensities, the guide performance will also be visualized using these units.
In addition, the optimal guide geometry will be visualized.
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The steps of a guide bot run

The steps needed to run an input file and analyse the resulting data using guide bot are
fairly straight-forward:

• Create an input file with the described information

• Run the input file in MATLAB

• Send the generated folder to a supported cluster

• Run the bash script launch all.sh

• Let the jobs complete

• Download the output folder to your own computer

• Run the analysis script to obtain the guide performance

One input file may contain only one FOM, but many input strings, making it easy to compare
a selection of different geometries that are all optimized to the same FOM.

3.2.2 Examples

Here results on validation against earlier work is shown followed by two examples of guide bot
runs. The first example demonstrate the ability of guide bot to optimize a complicated
guide, while the other demonstrates how a range of optimizations can be used to evaluate
the impact of the figure of merit.

Validation against earlier work

In order to validate that guide bot works as intended, a guide optimized for an earlier
publication is recreated using the software. In appendix A.4, guides consisting of a parabolic
feeder that constrain the beam to a certain pinhole size followed by an elliptic guide were
systematically optimized for different figure of merit. A 150 m guide is optimized for a
1 × 1 cm2 sample with a ±1.0◦ divergence requirement and a 3 × 3 cm2 pinhole at the
chopper position. The coating distribution used in the original paper was m = 6 in the
feeder and start/end of the ellipse, with m = 3 in the middle part of the ellipse. However as
guide bot does not support such a distribution, it uses a m = 6 coating in the entire guide.
This is not considered important, as the coating model used have the same reflectivity at low
q regardless of the m value, and the center of the ellipse will only have low q reflections at
the compared wavelength interval. A comparison between the results is displayed in figure
3.16, that shows excellent agreement between the two.

Single guide

An example of a single guide optimization is presented in order to demonstrate the ability
of guide bot to produce a highly performing guide from input with a limited information.
Here the FOM was chosen to be a 1× 1 cm2 sample with a divergence requirement of ±1.0◦

in the horizontal direction, and ±0.75◦ in the vertical direction. The guide is optimized for
brilliance transfer in the wavelength range 2−4 Å. The distance between source and sample
is chosen to be an ESS-relevant value of 160 m, while the distance between guide-end and
sample is 40 cm. This guide uses an m = 3 coating everywhere simulated with the default
coating model. The guide was optimized on an rectangular source, and the optimized guide
was then placed on the 3 cm tall ESS Butterfly moderator where only the angle with respect
to the moderator was optimized. The optimization was repeated 5 times and the one with
highest FOM is presented here.

The investigated guide consists of a elliptic extraction that narrows to benefit a chopper
at 7 m from the moderator with a width of 3 cm, a linear section that expands the beam
before an S curved section to remove line of sight and a double ellipse with a kink in between
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Figure 3.16: Brilliance transfer dependence on wavelength for optimized guides, the red
from the original paper A.4 and black remade using guide bot (simulated in a larger wave-
length interval).

at the end. Line of sight is broken between the start of the guide and the end of the first
curved module, and from the point where the curved guide changes direction of curvature
and the guide end. This geometry is described with the following string:

E(max_smallaxis=0.1) G(start=7.0,StartWidth=0.03,length=0.1)

S(maxStartWidth=0.06) C(los_divide=1,rots=-1) C E(minlength=20) K E

This is a complicated geometry, and only a few options have been used to constrain the
parameter space, meaning the optimizer is given a difficult task.

The optimized guide geometry is shown in figure 3.17, and the characterization in terms
of brilliance transfer is shown in figure 3.18.
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Figure 3.17: Geometry of the guide that delivered the highest brilliance transfer for the
chosen FOM. Top panel is a top view, while the lower panel is from the side. The moderator
is shown to the left side and the sample to the right side of the panels.

From the guide design it is intuitively clear that all parts contribute to neutron transport,
making the design reasonable, but it does not resemble what would be made manually.
The overall brilliance transfer is however high (about 55% at 3 Å) considering the beam
requirements, small moderator height, limited coating quality, pinhole and that the guide
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Figure 3.18: Overview of performance of the guide from Fig. 3.17 in terms of brilliance
transfer on rectangular source. Top panel contains wavelength dependence, both for the
requested mirror quality (black) and degraded mirror performance (red). In the remaining
panels the horizontal and vertical divergence distributions as well as spatial distributions are
shown for wavelength snapshots between 2 and 4 Å that corresponds to the markers in the
top panel. The dashed lines show the edges of the FOM area.

breaks line of sight twice. The divergence distributions have dips and are asymmetrical, but
follows the FOM very well with high brilliance transfer within, and fairly steep drops outside.
The spatial distributions are more smooth, and relatively constant within the sample area.

In figure 3.19 the two-dimensional position and divergence distributions are shown, and
it is again clear the optimized guide provides a beam that matches the provided FOM, but
has some structure especially in the divergence space.

Acceptance diagrams are shown in figure 3.20 where the unwanted beam structure is
most obvious. Two of the FOM corners are perfectly aligned with the edge of the acceptance
diagrams, which is due to the dimensions of the guide-end being calculated using phase-space
considerations as explained in section 3.1.2.

Figure 3.21 shows the intensity on sample relative to the total intensity leaving the
guide-end, and thus provides an idea of the efficiency of the guide in terms of background
generated in comparison to neutrons on sample. This particular guide has around 30% of the
guide output that make it to the small sample, and in the FOM wavelength interval of 2-4 Å
about 25% of the intensity from the guide hits the sample and fall within the divergence
requirement.

The performance of the optimized guide on the ESS Butterfly moderator can be seen in
figure 3.22. Here the beam quality is more problematic in the horizontal direction, as the
structure from the more complicated source affects the result. Had the guide been optimized
directly on the Butterfly moderator instead of the rectangular source, the guide geometry
could have been adapted to this source. The two-dimensional position and divergence plots,
and the acceptance diagrams are also created for the realistic source, but are omitted here.

With such a comprehensive description of the delivered beam for every optimized guide,
the user can easily select the ones most appropriate for their instrument and continue to
build on those designs.
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Figure 3.19: Two dimension spatial and divergence distributions for wavelength snapshots,
here 2.0 Å, 2.5 Å and 3.0 Å, where the black box correspond to the FOM. Diagrams at the
remaining wavelength snapshots have been omitted.

Scan of input parameters

In many situations it can be relevant to perform a scan over a range of a parameter in the
FOM, as the FOM may be not be completely known in advance. Here, a guide is optimized
for a horizontal divergence of ±0.75◦, while the vertical divergence is scanned from ±0.5◦

to ±1.5◦. It is currently possible to scan sample dimensions, divergence requirements and
moderator dimensions. The sample size used here is 1× 1 cm2, and the selected wavelength
range is 1− 2 Å. This guide has 160 m between moderator and sample, and 40 cm between
guide-end and sample. The McStas standard reflectivity model was used with m = 3 for the
entire guide. The guide is optimized for a rectangular source of 10×3 cm2, and the realistic
source chosen was the 3 cm tall ESS Butterfly moderator, where only the viewing angle
towards the moderator was optimized. The rectangular source size was chosen to resemble
the dimensions of the cold part of the Butterfly moderator projected onto the used beam
port.

The geometry is described by the following string, which correspond to a parabolic feeder
that narrows the beam to 3 cm in width, an elliptic defocusing section, a curved guide and
an elliptical focusing section. The gap for the chopper is forced to 10 cm length and the
defocusing section is limited to a maximum of 6 cm starting width.

P G(start=7.0,StartWidth=0.03,length=0.1) E(maxStartWidth=0.06) C E

The optimization was repeated 5 times, and the best result used in order to decrease
uncertainties, as it may be caught by local optima in the large parameter space. The
optimized guide geometry for a vertical divergence of ±1.0◦ is shown in figure 3.23.

An overview of the results is given in figure 3.24. It is expected the brilliance transfer
will decrease with increasing divergence requirement as a larger phase-space volume need to
be filled. It is important to notice the final intensity on sample is optimal from about 0.9◦

divergence requirement, but decreases at the highest divergence requirements.
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Figure 3.20: Horizontal and vertical acceptance diagrams for wavelength snapshots, here
2.0 Å, 2.5 Å and 3.0 Å, where the black box correspond to the FOM. Diagrams at the
remaining wavelength snapshots have been omitted.

3.2.3 Existing use of guide bot

Early versions of guide bot have already been successfully used for several projects, mainly in
connection with the ESS. For BIFROST A.7, HEIMDAL A.8, VESPA A.9 and ESPRESSO
[71] the proposed guides were designed using guide bot, while the MIRACLES [7] guide
had brilliance transfer calculations done using guide bot. Of these instruments, BIFROST,
HEIMDAL, VESPA and MIRACLES have already been accepted for construction.

A workshop focusing on the use of guide bot was organized by the Paul Scherrer Institute
(PSI), and held in 2015. The software has been used in connection with a PSI guide upgrade
project.

3.2.4 Discussion

Discussion of results

In section 3.2.2 it was shown that guide bot could replicate a published optimization result.
The similarity between the results are expected, as guide bot merely simplifies such tasks
by generating the needed code instead of it being written manually.

In the scan over vertical divergence, it was expected that the intensity on sample would
increase with increasing vertical divergence requirement, but as seen in figure 3.24 this
trend breaks down at the highest vertical divergence values. There are several possible
explanations for this behaviour.

Since the dimensions of the guide-end are calculated from the divergence requirement,
(3.1.2), the result may be suboptimal when the vertical divergence requirement is larger
than what is reasonable from the small moderator.

As the FOM of the optimization is the average brilliance transfer, the entire wavelength
interval is weighted equally, but the realistic source used to calculate the intensity has a dif-
ferent wavelength distribution. The decrease in intensity at higher divergence requirements
could thus also be explained by the optimization naturally being impacted more by higher
wavelengths at large divergence requirements, while the thermal ESS Butterfly spectrum
have higher intensities at the lower part of the wavelength range.
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Figure 3.21: Fraction of intensity delivered by the guide on sample (black) and on sample
while within the divergence limits (grey), both as a function of wavelength.

It is however also possible that the optimization is more difficult for larger divergence
requirements, and that those solutions on average are further away from the true optimum.
This should be investigated further.

User experience

The main goal of the program is to reduce the time spent coding between getting an idea
for a guide solution and obtaining the performance of this guide optimized for a specific
case. This has been achieved using code generation, meaning the user can write a relatively
short and simple input file, and guide bot will then generate the much larger amount of code
needed to solve the original problem. Reproducing the examples in this paper by recreating
the input files should take less than 10 minutes for a user familiar with MATLAB but not
necessarily iFit or McStas.

It was considered a top priority to make guide bot as simple to use as possible, in order
to reduce the time required to learn the software, and thus allow the relevant people to
design guides. Traditionally, the job of designing a guide takes months of work, and thus
the amount of geometries to be investigated has been limited. Making the job faster allows
for a wider range of geometries to be investigated, which will hopefully result in a better
match with the instrument backend. In addition, the ease of use is extended to running on a
cluster, as the optimizations are computationally heavy. The widely spread use of guide bot
on ESS projects indicates the usability of the code.

It has been a goal to keep the software modular, meaning it should have a core that
is not seen by the user, and then much simpler module files that describe each type of
possible guide section. The core of the program then provides the functions and routines
necessary for simple module files. This has largely succeeded. However the routines for
drawing the geometry of the optimized guide are part of the core instead of each module,
which is a deviation from the modular philosophy. This approach makes it possible for users
to contribute the majority of code for a new module, but requires the developer to add the
code for plotting the geometry in the core for each addition. In similar fashion, some work
may be required from the developer to include new modules in automated elimination of
line of sight.

Simplicity and flexibility

The underlying software McStas was originally introduced as an alternative to writing a
complete Monte Carlo ray-tracing simulation for neutron scattering from scratch, and thus
provided an easier solution with less flexibility for the user. McStas still covers a great
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Figure 3.22: Overview of performance of the guide from Fig. 3.17, positioned on the ESS
3 cm tall Butterfly moderator. Top panel contains wavelength dependence for the requested
mirror quality and markers for the wavelength snapshots used in the remaining panels. In
the remaining panels the horizontal and vertical divergence distributions as well as spatial
distributions are shown for wavelength snapshots that corresponds to the markers in the top
panel.
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Figure 3.23: Guide geometry that delivered the highest brilliance transfer for the FOM
with ±1.0◦ vertical divergence requirement. Top panel is a view from above, while the lower
panel is from the side.

amount of possibilities, but in order to achieve the simple interface and fast performance, it
has limited the infinity of options available in the C programming language.

In the same way, guide bot simplifies the task of writing a numerical guide optimization
by removing most of the flexibility that McStas and iFit provides. The simplicity of guide bot
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Figure 3.24: Brilliance transfer (full line, left axis) and intensity (dashed lines, right axis)
for guides optimized for figure of merits with different vertical divergence requirements.
The intensity results with white centers are for all neutrons that hit the sample, while the
filled markers correspond to all neutrons that hit the sample and are within the divergence
requirements of the appropriate FOM.

is only possible because it assumes that the user wants to optimize a guide, and that it only
contains guide pieces that have been described in this context. It is thus not an attempt of
replacing McStas or other tools for guide design, but to allow users whose task is within the
capabilities of guide bot to finish the task much more quickly than otherwise.

Depending on the progression of the overall instrument and facility design, the amount
of a priori knowledge about the guide can vary greatly. At early stages, there will be almost
no limits to the possible geometries, and in the later stages there can be a large amount of
constraints to fulfil. Using guide bot it is possible to handle these levels of a priori knowledge.
This is accomplished by the options associated with each module in the input string which
allow for modifying ranges for optimization or fixing certain parameters. For this reason,
guide bot can be used in most stages of the design process, but is less suitable for the final
stages as it lacks the flexibility of McStas to add details.

As each task is still unique, it is important that the user can edit the McStas files
generated by guide bot to add aspects guide bot is not able to handle. The generated McStas
and iFit files are done in such a way that editing and adding to them is user friendly, and
can even be a good starting point for learning to use those programs.

Outlook

As guide bot currently only optimizes parameters describing the geometrical aspects of the
guide, the next step is to include optimization of the coating distribution. Here, the resulting
number of free parameters is a concern and may require the optimization to be split into
several parts with some iteration between them, for example optimization of geometry and
coating distribution separately. Initial work has started along this direction [75].

In addition new modules are expected to be added, for example a half ellipse module.
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3.2.5 Conclusion

The program guide bot is presented which significantly reduces the work of programming
neutron guide optimizations in cases where the overall geometry can be described in the
provided input scheme. This allows a comprehensive comparison between a large number
of different possible guide geometries optimized for the specific instrument to be made with
little effort.

Validation was performed against an earlier publication, showing that the simple guide bot
optimization yields an overall performance in agreement with the published result.

The software was demonstrated, showing that a complicated guide with a low number of
constraints could be optimized to the specified figure of merit, resulting in a guide solution
with high performance albeit some issues with beam quality. A scan of optimizations over
the vertical divergence requirement was performed to demonstrate how such data sets can
contribute to selecting the final figure of merit for an instrument.

Recently, guide bot has been used for a wide range of tasks, successfully designing guides
of several instruments accepted for construction at ESS.
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3.3 ESS moderator height survey

The choice of moderator for ESS was an urgent process. Discoveries in moderator technology
revealed the possibility for a large increase in brilliance for smaller moderators [5], yet
limited time was available before the construction schedule would be delayed. All instrument
teams were called upon to reoptimize their guide systems for a range of new moderator
geometries in order to evaluate which moderator would provide the best performance for
the instrument suite as a whole. Only few instrument teams were, however, able to find the
time necessary for the large task, and so I was hired to use guide bot to optimize guides for
the remaining instruments. All optimizations were performed in accordance with the wishes
of the instrument teams with respect to delivered beam parameters and constraints for the
guides.

This section provides a summary of the work done on finding the optimal moderator
height assuming use of the pancake moderator design. The complications of bi-spectral
extractions are neglected, as these affect the horizontal direction. As the guide performance
was calculated in terms of brilliance transfer as a function of wavelength, the resulting data
set could be adapted for other spectra as a function of height. Similar work was performed
on moderator widths, but these results are not presented here. The ESS management used
the data generated by guide bot as well as from participating instruments teams to choose
the Butterfly moderator candidate for ESS with a height of 3 cm.

3.3.1 Moderator alternatives

Here a selection of the moderator candidates put forth by the ESS target group are briefly
described in chronological order. The Butterfly moderator, which was eventually selected
as the first ESS moderator, was only proposed after most of the moderator height survey
was completed. The Butterfly moderator mainly affected the horizontal part which is not
presented here. An illustration of the geometry of the relevant moderators are shown in
figure 3.25. The spectra of the TDR and a few pancake moderators with different height
are shown in figure 3.26.

16 cm
11 cm

24 cm

27
 c

m

29 cm
From above From above From above

From side From side From side

TDR Pancake Butterfly

Figure 3.25: Illustration of the TDR, pancake, and butterfly ESS moderator candidates.
Blue areas mark cold moderator consisting of para-hydrogen in all cases while red identifies
water used as thermal moderator. The viewing angles of each moderator are depicted using
dashed lines.

TDR

The baseline moderator was designed in preparation for the ESS Technical Design Report,
and most early instrument proposals were optimized for this moderator system. The TDR
moderator system consists of two identical moderators servicing a 60◦ arc in both directions
with one moderator above and one below the target. The cold moderator used para-hydrogen
and had a viewable surface of 12×12 cm2, while the thermal moderator using water had the
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same viable surface. The two moderators were positioned next to each other in the horizontal
plane in order to facilitate bispectral extraction.

Pancake

The ESS target group found that a drastic change in moderator design philosophy could lead
to a large increase in cold moderator brilliance, as described in [5]. Reducing the moderator
height increased the amount of reflector material, and the used reflector material could be
closer to the target. Moderators as low as 1 cm tall were found feasible. This discovery
led to the design of the pancake moderator consisting of a large flat cold para-hydrogen
moderator with a radius of 24 cm, and water ”wings” on each side with a length of 18 cm.
It was possible to allow for 120◦ viewing angle for these moderators, while the moderator
could serve beamlines on both sides. The brilliance of the source varies significantly with
moderator height as shown in figure 3.27. One of the effects responsible for the increased
source brilliance is dependent on the scattering cross section for para-hydrogen decreasing
sharply for very low energy neutrons. As this effect is only beneficial for the cold moderator,
this source display the biggest gains for low moderator heights.

Butterfly

Further advances in moderator design led the ESS target group to the butterfly moderator
design, which had an overall more complicated shape. The moderator vessels remained
liquid para-hydrogen and water, but the thermal water moderator is now in the center with
cold wings around. The complicated shape of the cold wings results in different perceived
cold moderator widths for different beamports.

0 2 4 6 8 10

λ [Å]
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Figure 3.26: Brilliance as a function of wavelength for the TDR moderator and 3 different
versions of the pancake moderator with different heights. Left shows the spectrum from the
cold part of the moderator, while the right side shows the spectrum of the thermal part of
the moderator.

3.3.2 Doughnut

When considering the different moderator candidates, it is also relevant to investigate if
starting the guides closer to the moderator influences the result. When the guides extend
closer to the moderator, the heat load increases, and technical difficulties arise from guides
being very close together. Since the moderator is wider than it is tall, the benefit of having
the top and bottom of the guide close to the moderator is much greater than for the sides,
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Figure 3.27: Brilliance as a function of wavelength of pancake moderators with different
heights normalized to the 10 cm pancake moderator. Left side shows the spectrum from the
cold part of the moderator, while the right side shows the spectrum from the thermal wing.

and it was considered to have a common top and bottom guide for all instruments nicknamed
the doughnut.

The standard distance between moderator and guide at this point in the ESS project
was 2 m, and starting distances as low as 1 m was investigated. Having half the distance
between moderator and guide doubles the amount of phase-space received for the vertical
direction according to equation (3.1.10). It is, however, not certain that guides can transport
this additional phase-space volume. In order to decide if the increased risk would be worth
the performance, all guide optimization made for the purpose of selecting moderators where
performed for both 1 m and 2 m earliest guide starting distances. If the performance in-
crease for guides starting closer to the moderator and optimized individually was sufficiently
large, it could be considered if a common geometry could be found that would still provide
performance gains worthy of the additional risk.

3.3.3 Figure of merit

In order to facilitate easy comparison between performance of many instruments on different
moderators, a figure of merit is defined. The brilliance transfer, BT, is used to describe
the transport from moderator to the instrument backend. The change in source brilliance
is described by the source gain, SG, which is the integral over brilliance for the relevant
wavelength band on a given moderator, divided by the same integral for the 10 cm tall
pancake moderator. The total figure of merit is the product of these two,

FOM = BT · SG. (3.3.1)

When comparing a range of moderator heights, this FOM is normalized to the FOM obtained
from the pancake moderator for the 10 cm height, which is considered large enough that
most guides will be fully illuminated. The 10 cm tall pancake moderator has a spectrum
very similar to the TDR moderator, and thus the figure of merit is a close approximation
to the performance gain compared to the TDR moderator.
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E(start=2, max_smallaxis =0.17) C(los_divide =1)

C(rots=-1) E(max_smallaxis =0.16)

G(start =149.95 , length =0.05, StartWidth =0.026 ,

EndWidth =0.026 , maxStartHeight =0.055 , maxEndHeight =0.055) S

Text block 3.1: Input string used to describe the CSPEC guide in guide bot. Elliptical
defocusing, an S curved section escaping line of sight twice followed by elliptical focusing.
Close to the end a gap is introduced to facilitate the monochromating chopper, and a short
straight segment ends the guide.

3.3.4 Result from CSPEC

The study for the Cold chopper Spectrometer (CSPEC) is presented here as an example of
the analysis performed. The parameters describing the desired beam and constraints for the
CSPEC guide are shown in table 3.3. Two wavelength ranges are given, one for which the
guide system was optimized, and the one used to calculate the figure of merit for the final
guide. The purpose of having both is that guides optimized for the lower end of their desired
wavelength range tend to provide better results. The guide to be optimized is described by
the input string shown in text block 3.1. The input string shown constrains the guide to
start 2 m from the moderator. The same input string was used to optimize a guide starting
1 m from the moderator. The optimal guide for 3 cm moderator height starting 2 m from
the moderator is shown in figure 3.28.

In the case of CSPEC, both the horizontal and vertical guide geometry is considered,
but it is only strictly necessary to consider the vertical part, as the two are independent.
In some other cases, very low requirements was set for the horizontal direction, making the
brilliance transfer primarily limited by the vertical direction.

Horizontal sample size 1.9 cm
Vertical sample size 4.0 cm
Horziontal divergence ±1.00◦

Vertical divergence ±1.00◦

Wavelength range (optimized) 2.0 - 6.0 Å
Wavelength range (analyzed) 2.0 - 10.0 Å
Moderator to sample distance 151.4 m
Guide to sample distance 20 cm
Coating m = 3.0

Table 3.3: Parameters used for simulation of CSPEC guides.

The results from the guide optimizations for guides starting 1 m and 2 m from the
moderator are shown in figure 3.29. In both cases the figure of merit is normalized to
10 cm moderator height. The source gain increases monotonically towards lower moderator
heights, but the brilliance transfer decreases monotonically. The maximum figure of merit
is seen at a lower moderator height (2-3 cm) when the guide is allowed to start 1 m from
the moderator, in comparison with the usual start at 2 m where the optimal height is larger
(3-4 cm).
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Figure 3.28: Optimized geometry of the CSPEC guide for a 3 cm high moderator with a
guide start 2 m from the moderator. Showing the horizontal and vertical plane.

Figure 3.29: Defined figure of merit normalized to a 10 cm moderator, the source gain and
the brilliance transfer. Left shows for results for guides starting 1 m from the moderator
while the right shows results for guides starting 2 m from the moderator.



66 Chapter 3. Contributions to field of neutron guide design

Instrument name Wavelength Sample size Divergence

SKADI 2-10 Å 3×3 cm2 ±0.29◦ × ± 0.29◦

DREAM 0.8-4.6 Å 1×1 cm2 ±0.25◦ × ± 0.25◦

MAGIC 0.7-8 Å 1×1 cm2 ±0.3◦ × ± 0.3◦

LOKI 2-12 Å 3×3 cm2 ±0.57◦ × ± 0.57◦

NMX 1.5-3.3 Å 0.5×0.5 cm2 ±0.2◦ × ± 0.2◦

SLEIPNIR 3-19 Å 2×2 cm2 ±0.86◦ × ± 0.86◦

CAMEA 1.65-6.4 Å 1.5×1.5 cm2 ±0.75◦ × ± 1.0◦

VERITAS H 2-10 Å 1×1 cm2 ±2◦ × ± 0.75◦

Heimdal cold 4-10 Å 1×1.5 cm2 ±0.5◦ × ± 0.55◦

Heimdal thermal 0.6-2.27 Å 0.5×1.5 cm2 ±0.2435◦ × ± 1.0◦

T-REX 0.8-7.2 Å 1×3 cm2 ±1.0◦ × ± 1.0◦

ESSENSE 4-16 Å 3×3 cm2 ±0.57◦ × ± 0.57◦

CSPEC 2-10 Å 1.9×4 cm2 ±1.0◦ × ± 1.0◦

ODIN 1-7 Å 3×3 cm2 ±0.72◦ × ± 0.72◦

WANSE 2-10 Å 1.5×6 cm2 ±0.5◦ × ± 1.0◦

VOR 1-9 Å 1×1 cm2 ±0.7◦ × ± 1.05◦

FPBL (Fundamental Physics) 3-8 Å 6×6 cm2 ±0.57◦ × ± 0.57◦

MIRACLES large 2-8 Å 3×3 cm2 ±2.5◦ × ± 2.5◦

MIRACLES small 2-8 Å 1×1 cm2 ±2.5◦ × ± 2.5◦

Table 3.4: List of beam requirements for instruments investigated using guide bot for
moderator height dependence.

3.3.5 Collected results

A similar investigation was performed for all instruments in table 3.4, where constraints
were discussed with the individual instruments teams. An overview of the results for guides
allowed to start 1 m from the moderator can be seen in figure 3.30, while a similar overview
for guides allowed to start 2 m from the moderator can be seen in figure 3.31. The benefit
of starting the guide closer to the moderator is greatest at the lowest moderator heights. In
the overview it can be seen that instruments with lower vertical phase-space requirements
are in general the ones that prefer smaller moderators and achieve the largest figure of
merit. This correlation was investigated in figure 3.32 and 3.33 for guides allowed to start
1 m and 2 m from the moderator respectively. No instruments with large vertical phase-
space requirements were among the largest figure of merit gains, yet instrument with lower
vertical phase-space requirements show a wide variation in maximum figure of merit gains.
The possible gains are limited by both the source gain in the relevant wavelength interval,
and the phase-space that can be extracted from the moderator.

All instruments have higher figure of merit at moderator heights between 3 cm and 6 cm
than at the baseline 10 cm moderator height.

3.3.6 Conclusion

The guide systems for a large part of the proposed ESS instrument suite was optimized
for a range of moderator heights. Guides were optimized for a starting distance of 1 m
and 2 m from the moderator with the purpose of estimating the possible performance gains
associated with reducing this distance. The scale of the investigation was only possible
because guide bot allowed quick guide optimizations tailored for the constraints and figure
of merit of each instrument. The provided data set and other contributions was used by
ESS to select a moderator height of 3 cm, and that starting guides closer than 2 m from the
moderator was not worth the increased risk.
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Figure 3.30: Figure of merit as a function of moderator height for guides optimized for a
range of proposed and accepted ESS instruments. Here guides are allowed to start 1 m from
the source.
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Figure 3.31: Figure of merit as a function of moderator height for guides optimized for a
range of proposed and accepted ESS instruments. Here guides are allowed to start 2 m from
the source.
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Figure 3.32: Comparison of maximum figure of merit and the vertical phase-space re-
quirement for a range of proposed and accepted ESS instruments. The size of each circle
corresponds to the moderator height that achieved the largest gain. Here for guides allowed
to start 1 m from the source.
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Chapter 4

McStas Union project

The Union components is a collection of McStas components that takes an alternative ap-
proach to sample simulation in McStas. In contrast to traditional sample components, the
Union components are not self-contained. Instead each handles a different part of the sample
simulation task and the components are then connected to accomplish the full simulation.
Process components describe a scattering process such as incoherent or powder scattering.
The Make material component collects an arbitrary number of such processes and a de-
scription of absorption into a material definition. Geometry components place volumes in
the McStas simulation that are assigned one of the defined material definitions. Finally a
master component executes a simulation of all these volumes with multiple scattering and
balancing between all processes in each material.

This approach have several inherent advantages to the traditional method. The volumes
can be overlapped to create hollow and layered geometries relevant for sample environments,
and the full multiple scattering between all of these is very difficult to obtain with traditional
McStas samples. Since the scattering physics is separated into individual scattering processes
and balancing between these is performed by the master component, writing a new process
component is a much smaller task than writing a new sample component. The separation of
scattering processes makes the system more flexible, it is for example easy to make mixtures
of powders or twinning in crystals.

One disadvantage with the selected approach is that all simulation occurs in one mas-
ter component, and it is thus difficult to follow the simulation using McStas monitors for
diagnostic purposes or otherwise. To remedy this shortcoming, a suite of logging tools are
available which can follow the simulation conducted by the master component.

In this chapter the Union components and the underlying algorithms are presented.
The capabilities of the Union components are demonstrated by simulating the triple axis
spectrometer MACS and the time of flight powder spectrometer MARI. Both simulations
are compared to recent measurements, and the background present in the simulations is
analyzed using the logging tools. Several sections are adapted from the paper in appendix
A.3.

4.1 Component classes

The Union components are separated into different classes that each perform a different type
of task, and more components of each class can be added to expand the functionality of the
software. Each of the Union component classes are here described in turn. The section
follows the similar section in the appendix A.3.

4.1.1 Processes

The process component defines a scattering process, and is responsible for providing a func-
tion calculating the scattering probability and a function describing a scattering event. The
probability for scattering is given in terms of the inverse penetration depth as described in
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section 2.1.4. The function contained in the process component for calculating scattering
probability need to return µ from a given ki. The function describing a scattering event
is more general, but needs to adhere to the common input and output of variables. Such
a scattering function need to return the final wavevector and ray weight from the initial
wavevector and initial weight.

Each process declares a structure that contains the user input and is passed to each
function. This structure can also be used to transfer data between the two functions when
necessary.

The currently available scattering processes are listed in table 4.1 together with the names
of McStas components used as templates [64, 65, 76]. Not all functionality is duplicated from
the originals, the incoherent process does for example not support a quasielastic energy
width.

It is possible to describe a difference in orientation between different processes by giving
the rotation angles in the standard McStas notation, which allows for example twinned
crystals by use of two or more Single crystal process components.

All processes can have their statistical probability for being selected by the Monte Carlo
process adjusted using suitable input. This is important when investigating weak processes
that would otherwise rarely be sampled.

Name Description McStas component
Incoherent process Incoherent scattering Incoherent
Powder process Bragg scattering from powder PowderN
Single crystal process Bragg scattering from single crystal Single crystal
Phonon simple process1 Single acustic phonon branch Phonon simple
AF HB 1D process Antiferromagnetic 1D Heisenberg s = 1/2 chain

Table 4.1: List of currently available scattering processes and the McStas components used
as templates.

4.1.2 Make material

The main tasks of the Union make material component are to collect a number of scattering
processes into a material, and provide a name that can be used to refer to this material
later. The names of all scattering processes to be collected are supplied as a string in
the input parameters. In addition, the inverse penetration length from absorption at the
standard velocity, v0 = 2200 m/s is given, µabs th, from which the appropriate value at a
given velocity, v can be found from,

µabs = µabs th
v0
v
. (4.1.1)

For a given ki, the inverse penetration depth for the total scattering from the material can
be found,

µs =

N∑

i

µi, (4.1.2)

where the sum is over all processes associated with the material. The total cross section is
likewise, µtotal = µs + µabs, from which the transmission probability over a path length of l
can be found,

Ptrans = e−lµtotal . (4.1.3)

The Union make material component can be used to make an absorbing material without
any processes.

1Developed by A.K. Ravn as a computing project.
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4.1.3 Geometry components

Each geometry component describes a volume that is placed in the McStas simulation, and
is assigned a material definition using the material name provided by the Make material
component. The geometry inherits the properties of the material, including the appropriate
scattering processes and absorption description. In this context the term volume refers to a
geometry combined with material properties placed in simulated space.

The currently available geometry components are listed in table 4.2 and shown in fig-
ure 4.1. Adding a new geometry component takes some effort, as functions for various
intersection tests with all other geometries are necessary.

Name Description
Union sphere Sphere
Union cylinder Finite cylinder
Union box Box

Table 4.2: List of currently available geometry components.

Figure 4.1: The three available geometries, (left) sphere, (middle) cylinder, (right) box.
Note that the box needs to have two parallel sides with the same center.

In contrast to regular McStas components, the volumes can be defined in an arbitrary
order, and are even allowed to overlap other volumes. When volumes overlap, the space that
is covered more than once inherits the material definition of the volume with the highest
priority, which is a unique value assigned to each volume. In this way, complicated geometries
can be built from simple shapes, all with individual physical descriptions, as illustrated in
figure 4.2.

p. black < p. grey p. black > p. grey

Figure 4.2: Three examples of volumes overlapping. In the left and middle, the concept
is demonstrated by letting the grey and the black volume switch priority. The right panel
shows how overlapping volumes of Al and vacuum can be used to build a simple cryostat,
here with several layers of material, mounting plate and beam windows.

It is possible to use geometry components to define masks, as illustrated in figure 4.3.
A mask is assigned to a one or more previously defined volumes, and only the parts of the
masked volume covered by the mask is simulated. Volumes can have several masks, and a
setting controls whether all mask volumes must cover a part of the masked volume for it to
be simulated, or just any mask volume. Masks allow additional geometrical freedom, and in
many cases reduce the number of volumes needed to describe a desired geometry.

A final use of the geometry components is the definition of exit volumes that allow rays
to leave the Union components early if they are intersected. These can be used for example
to place detectors and other components inside the overall geometry defined by the Union
components.
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Any mode All mode

Figure 4.3: Illustration of how mask volumes can be used to chose smaller parts of a volume
to be simulated, here the dashed volumes are masks, the green volume is the masked volume
with the light green not simulated and the dark green simulated. Both the any and all mask
modes are demonstrated.

4.1.4 Master component

The geometry components do not in themselves impact the neutron rays in the McStas
simulation, instead they forward the gathered information to the Union master component.
This component contains a ray-tracing core independent from the one built into McStas,
and can handle an arbitrary number of volumes with multiple scattering between them.

In order to simplify the process and geometry components, a large part of the complexity
of writing a sample component was migrated to this Union master component. Here it is
shown how the scattering position and scattering process is selected.

When a ray is inside a volume, a distance to a next scattering position, ls is selected
from the appropriate distribution,

ls = − log(1− r)/µtotal, (4.1.4)

using a uniformly distributed random number between 0 and 1, r. This results in ls being
drawn from a probability distribution on the form N exp(−µtotalls) where N is a normaliza-
tion constant. If the distance ls is smaller than the distance to the boundary of the current
volume lb, a scattering event will occur, otherwise the ray will leave the volume.

In some cases it is desired to manipulate the sampling frequency of scattering events
in a certain volume, which can be done by defining a scattering probability fs in the ap-
propriate geometry component. This can be done by manipulating the sampling frequency
and adjusting the ray weight accordingly which is common in McStas samples. The weight
multiplier, π, and sampling frequency, f , must satisfy P = πf , where P is the physical
probability as mentioned in 2.3.1. When the scattering process has a physical probability of
Ps, the appropriate weight multiplier is,

Ps = fsπ ⇒ π =
Ps
fs

=
1− Ptrans

fs
=

1− e−µtotallb

fs
. (4.1.5)

When a scattering event occurs, the next step is to select one of the available processes.
Since absorption is excluded in this choice, the ray weight needs to be transformed accord-
ingly. The actual probability for selecting a scattering process is Pscat = µs/µtotal, and the
sampling frequency for selecting a scattering process is fs = 1, the weight multiplier is,

π = Pscat/fs = µs/µtotal. (4.1.6)

Next, a Monte Carlo choice is performed to choose between the processes in the current
material, each with probability pi = µi/µs calculated by the functions from the process
components. The function describing a scattering event for the selected process is then
evaluated.

As mentioned in section 2.3.1, it is possible to manipulate the sampling frequencies of
the processes in a material, which is done by attributing each process a relative weight mi,
which fulfils,

N∑

i

mi = 1. (4.1.7)



Chapter 4. McStas Union project 73

For a given ki, these can however not directly be used to select between the processes, as µi
could be zero for some processes, which are then excluded from the choice. Thus, a similar
parameter, ti is defined as follows,

ti =

{
mi if µi > 0
0 otherwise

. (4.1.8)

The sum over all ti in a material is denoted T . Now a Monte Carlo choice between N
possibilities with probabilities ti/T is made, and using the final choice i, the weight is
updated,

π =
pi
fi

=
µi/µs
ti/T

, (4.1.9)

and the function describing a scattering event for process i is evaluated.
Due to the computational requirements related to handling intersections with a large

number of volumes, the Union master component will analyse the overall system and create
a simple logical network that omit most unnecessary intersection calculations. This opti-
mization significantly improves the performance scaling, and thus large numbers of volumes
can be used without excessive computational requirements. An example showing an ensem-
ble of geometries and the resulting logical network is shown in figure 4.4, and the generation
of such networks are discussed further in section 4.2.2.
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Figure 4.4: (Left) An ensemble of volumes, each named with a number that also correspond
to the priority of the volume. (Middle) Worst case network where intersections with all
volumes are calculated regardless of the position of the ray. Here volume 0 is the surroundings
outside the ensemble. (Right) Reduced network corresponding to the depicted ensemble of
volumes, here the necessary intersection calculations depend on the position of the ray.

4.1.5 Logger components

Since the Union master component contain such a large part of the simulation, it was have
chosen to add tools that are able to log what occurs in the Union master component. Logger
components save information on each scattering event and output the results as a McStas
monitor. This could for example be the position of all scattering events, their scattering
vector, or similar. It is possible to attach the logger component to a number of specified vol-
umes, and even specify process names to investigate such subsets of the data. The currently
available logger components are listed in table 4.3. McStas have general logger compo-
nents as well [77], these do not have access to the internal information of the Union master
component, but works for all McStas components.

4.1.6 Conditional components

It can easily be investigated how certain parts of the overall geometry contribute to the total
scattering, what remains is the ability to investigate what contributed to a certain part of
the scattering pattern. Union conditional components can modify a logger component, so
that it will only save recorded data if the final ray state adheres to some condition, for
example a certain final energy range. Several conditional components can modify the same
logger component, and in this case all conditions need to be fulfilled.
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Name Description
Union logger 1D Logs time / scattering vector
Union logger 2DQ Logs (qi, qj) for i, j = x, y, z
Union logger 2D kf As above with final wavevector
Union logger 2D kf time As above, with time bins
Union logger 2D space Logs scattering position in 2D
Union logger 2D space time As above, with time bins
Union logger 3D space Logs scattering position in 3D

Table 4.3: List of currently available logger components.

There are currently two available conditional components, one that filters for time when
the ray leaves the ensemble, and another that requires the ray to intersect with a virtual
detector and can filter on the time of intersection.

By having loggers for position and scattering vector with conditionals filtering a certain
background problem, the user can see the origin of this scattering and what succession
of scattering vectors were taken. As such the combination of Union logger and Union
conditional components provides powerful tools for understanding the final results.



Chapter 4. McStas Union project 75

4.2 Algorithm descriptions

The structure and logic used in the Union component is in many ways different from existing
McStas components. In this section the integration with McStas is presented, as well as the
propagation algorithm developed for the Union master component, including generation of
the logical networks used to reduce the computational requirements of the task. Additionally
the tagging system recording ray histories is introduced.

4.2.1 McStas integration

One challenge in the structure chosen for the Union components is to forward information
from one component to the next in the chain. Information is defined in the processes compo-
nents, and then forwarded to the Make material component that again forward information
to geometries which in turn is collected by the Union master. Each type of information
is contained in a global list of pointers to appropriate structures. When the information
is requested, for example the Make material component looking for processes, this global
list is searched by name. In this way, the Union master component eventually receives the
necessary information in the form of a list of pointers to structures describing the defined
volumes. These operations can be performed in the initialize section of the components.
The global lists are dynamically allocated as required, yet the information structures for
each component is statically allocated in their component declare sections.

When a process component is used in an instrument file, the potentially large functions
describing the scattering physics is contained in the share section of the component. Thus
these functions only appear once when the c code is compiled, and only scattering functions
for the used processes are compiled, in line with normal McStas philosophy. The functions
describing the physics of a process is contained as function pointers in the structure describ-
ing a process. In the same manner geometry components include intersection functions in
the share section, and these are contained as function pointers. This information structure
makes common tasks in the Union master component simple, as calling a physics or intersec-
tion function for a volume have the same syntax independent on the specific geometric shape
or scattering type. Function pointers are used to perform logical choices in initialize where
they are executed just once, instead of in the trace section where they would be evaluated
millions of times.

4.2.2 Network algorithms

In the initialize section of the Union master component the ensemble of defined volumes is
analysed to reduce the number of unnecessary intersection calculations. The trivial solution
to the problem is to calculate intersection times for all volumes and propagate the ray to
the lowest intersection time. In the case of nested volumes, it is not necessary to calculate
intersections with the volumes inside the outermost volume until the ray enters that outer-
most volume. When the ray is in a certain volume, n, there is a set of volumes for which
an intersection calculation is necessary, here named the intersection list In. Likewise when
a ray leaves volume with index n, it is possible to enter a certain set of other volumes, here
named the destinations list Dn. As each volume have both lists, they form a logical network
that describe the possible transport between the defined volumes. Here the algorithm used
for generating these lists are described excluding the complexity introduced by considering
mask volumes. The intersection list and destinations list are generated for a volume in an
example ensemble shown in figure 4.5.

The surroundings

A volume describing the vacuum surrounding the ensemble of defined volumes is always
indexed with volume number 0. In the context of list generation, this volume can be seen
as covering all space. The priority of volume 0 is lower than all other volumes.
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priority = 1

priority =  7

priority =  2

priority =  3

priority =  5

priority =  4

priority =  6

priority = 8

Figure 4.5: Illustration of a number of volumes, each with a denoted unique priority. The
priority is here used as an identifier, so that the large circular volume with priority 4 is
denoted volume 4. Dotted lines show borders of volume that are being occluded by a volume
with higher priority.

Children list

If the space covered by volume i is described as a set, Vi, volume i is a child of volume
n of Vi is a proper subset of Vn, Vi ⊂ Vn. This list is generated for each volume by a
simple geometrical check dependent on the shapes of each volume. Every volume is a child
of volume 0. The children list for volume 4 in figure 4.5 consists only of volume 5, and is
here written, C4 = [5].

Parents list

A volume i is a parent to volume n if volume n appears in the children list of volume i. In
figure 4.5 volume 4 has a parent list consisting of volume 0, 1 and 2, P4 = [0, 1, 2], as the
surrounding vacuum covers all space.

Grandparents list

A volume i is a grandparent to volume n, if volume i appears in the parent list of volume
n. Volume 4 on figure 4.5 used as an example has a grandparent list consisting of just the
surrounding vacuum, G4 = [0].

Overlap list

Volume i and volume n are said to overlap if their intersection is not empty, Vi ∩ Vn 6= ∅,
volumes are, however, not said to overlap with themselves. The overlap list for a volume is
found by checking for geometrical intersection with all other volumes. All volumes overlap
the surrounding vacuum, and thus volume 0 is on all overlap lists. In figure 4.5, volume 4
overlaps all other volumes except volume 8, O4 = [0, 1, 2, 3, 5, 6, 7].

Intersection list

The intersection list for volume n is the list of volumes for which the intersection should be
calculated when the ray is within volume n. The intersection list for volume n is generated
as follows.

• Start with the overlap list for volume n
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Starting with the overlap list of volume n is obvious, as there is no reason to calculate
intersections with a volume that does not intersect volume n. For volume 4 in the example
depicted on figure 4.5, a list identical to L4 = O4 = [0, 1, 2, 3, 5, 6, 7] is made.

• Remove entries with priority less than the priority of volume n

The second step removes all volumes with a priority lower than the volume n. If a volume
with lower priority intersect volume n, any intersections would be irrelevant, as the simulated
material should be that of volume n regardless. In the example, the identifiers correspond
to the priorities, so the remaining list is, L4 = [5, 6, 7].

• Remove entries on the remaining list that has parents on the remaining list

This third step eliminate intersections calls in cases where nested volumes occur. If a volume
have a parent on the list, an intersection with that parent will always be before the volume
itself. In the example, volume 7 is removed as it is a child of volume 6, L4 = [5, 6].

• The remaining list is the intersection list for volume n

Therefore the intersection list of volume 4 in figure 4.5 is I4 = L4 = [5, 6]. When the ray is
in volume 4, only two volumes are relevant for intersections.

Destinations list

When a ray leaves a volume, n, by intersecting the boundary of a volume, i, it is necessary
to find in what volume the ray now resides. If n 6= i, this is trivial, as the ray enters
volume i. However, if n = i, it is necessary to test if the new ray position is within all other
volumes, and if the ray is inside several, the next volume is the one with highest priority. To
reduce this task, a destinations list is generated in the initialize section of the Union master
component that includes only the volumes the ray could enter in this situation.

• Start with the overlap list for volume n

Since the ray can not end in a volume not overlapped by volume n it is sufficient to consider
only the volumes on the overlap list. For volume 4 in 4.5, a list is defined L4 = O4 =
[0, 1, 2, 3, 5, 6, 7].

• Remove volumes from intersection list n

If a volume, i is on the intersection list of n, the ray can only enter i by intersecting volume
i, but the destinations list is only used when the ray intersects volume n. Hence it is not
necessary to check volume i. For volume 4 in the example, volume 5 and 6 can be removed
leaving, L4 = [0, 1, 2, 3, 7].

• Remove children of volumes on intersection list n

If the ray intersects volume n before any on the intersection list of volume n, the ray is
outside all volumes on its intersection list, and thus also outside of any children of these
volumes. In figure 4.5, volume 7 is a child of volume 6 that appear on I4, and can thus be
removed, L4 = [0, 1, 2, 3].

• Remove children of n from the remaining list

When the ray intersects volume n, it must be on the boundary of volume n, and thus can
not be inside a volume that forms a proper subset of volume n. In the example on figure
4.5, this step does not remove any volumes from any destinations list. The step is only
relevant when a user places a volume inside another, and assigns the inner volume with a
lower priority, meaning it will not be simulated. This step is mostly a safety measure for
this case.

• Remove grandparents of volume n from the remaining list
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Text block 4.1: Pseudo code describing a simplified version of the multiple scattering
propagation algorithm central to the Union master component.

find current volume index from starting position

done = 0

while( done == 0 ) {

calculate intersections with volumes on intersection list if not yet calculated

find the lowest positive intersection time among these , t0

if (A lowest intersection time is not found) {

done = 1

} else {

calculate mu (inverse penetration depth) for each process in current volume

calculate mu_sum = sum of the calculated mu values + mu_absorption *(2200/v)

length_to_scattering = -log(1 - rand01 () ) / mu_sum

if (length_to_scattering < length_to_boundary) ) {

select scattering process from weighted choice between mu values

propagate ray length_to_scattering/v

run scattering function for appropriate process -> new velocity vector

clear table of calculated intersection times

} else {

propagate ray t0

if (the next intersection is with the current volume) {

search this volumes destinations list

new current volume index is set

} else {

new current volume index corresponds to the volume that was intersected

}

}

}

}

In order to reach a grandparent of volume n, the ray must travel through a parent of volume
n, but as volume n is a proper subset of this parent, the boundary of n is contained in the
parent. Thus it is unnecessary to check the grandparents on volumes still on the destinations
list. In the example concerning volume 4, the surrounding vacuum denoted volume 0 can
be removed, L4 = [1, 2, 3].

• Remove parents of volume n that have lower priority than other remaining parents of
volume n

If there are several parents of volume n left on the list, only the one with the highest priority
can be entered directly from volume n. Both volume 1 and 2 are parents to volume 4, hence
the one with lowest priority is removed, L4 = [2, 3].

• The remaining list is the destinations list

The final destinations list for volume 4 in the ensemble depicted on figure 4.5 is, D4 = L4 =
[2, 3].

4.2.3 Propagation algorithm

The propagation algorithm is computationally expensive and thus heavily optimized. A
simplified version is shown in text block 4.1.
A visualization of the trace algorithm in shown in figure 4.6. In the first step the ray is in
the vacuum around the component, and the intersection list appropriate for this situation is
used, which only contains the blue and green volumes. In step 3 the ray is propagated from
the blue volume to the green, and thus uses a new intersection list. As the blue volume is
not present in the new intersection list, the previously calculated intersection with it is not
considered, yet as the red volume is on the intersection list, intersections with that volume
is calculated. At the scattering in step 4, all previously calculated intersection times are
cleared, as the ray velocity is updated. Intersections are calculated for all volumes on the
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Figure 4.6: 2D visualization of the Union propagation algorithm through 4 volumes where
a single scattering event occurs. The calculated intersection points are shown using red
circles, and each volume have their assigned priority displayed.

intersection list of the green volume. Only after propagating out of the green volume in step
5 is the intersection time with the blue volume calculated.

In step 5 the destinations list for the green volume is searched as the ray could enter
either the blue volume or the surrounding vacuum. Similarly in step 6, the destinations
list for the blue volume is used, yet it is not searched as it only contains the surrounding
vacuum.

Note that intersections were never calculated for the orange volume as they were not
necessary in this case.

4.2.4 Search of a destinations list

The trivial way of searching a destinations list would be to check whether the position of
the ray is within each of the volumes on the list, and return the volume index with the
highest priority. This can, however, take some time for large destinations lists, and in the
future, geometries might be added where it is more computationally expensive to check if a
position is within it. For this reason, a short destinations list is created where all volumes
with parents on the list is removed. The short destinations list is searched with the trivial
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algorithm, yet when a ray is found to be in a volume, the children of this volume are added
to the searched list. This corresponds to a tree search starting with larger volumes, and
pruning branches that can not include the results, as the ray can not be in a child of a
volume the ray is not within.

4.2.5 Tagging

The Union master component records a simple history for each ray. The history consists
of a series of events undertaken by a ray, which can be changing volume or a scattering
event, in chronological order. All rays that propagate from volume 0 to volume 1, undergoes
scattering process 2 of volume 1, then propagates back to volume 0 are considered the same
history. These histories are collected and sorted after the total intensity that leaves the
master component with a specific history. A sample of the top 15 histories for a simple
setup is displayed in text box 4.2.

History file written by the McStas component Union_master

----- Description of the used volumes ------------------------------------------------------------

V0: Surrounding vacuum

V1: powder_container Material: Al P0: Al_incoherent P1: Al_Powder

V2: powder_inside_container Material: Cu_powder P0: Cu_incoherent_process P1: Cu_powder_process

----- Histories sorted after intensity -----------------------------------------------------------

12221626 N I=4.188166E-06 V0

1882051 N I=1.052731E-06 V0 -> V1 -> V2 -> V1 -> V0

1517013 N I=6.213315E-07 V0 -> V1 -> V0

188661 N I=8.043799E-08 V0 -> V1 -> V2 -> P0 -> V1 -> V0

752943 N I=3.823911E-08 V0 -> V1 -> V2 -> P1 -> V1 -> V0

771437 N I=2.176363E-08 V0 -> V1 -> P1 -> V0

181532 N I=1.101451E-08 V0 -> V1 -> P1 -> V2 -> V1 -> V0

286771 N I=7.628450E-09 V0 -> V1 -> V2 -> V1 -> P1 -> V0

18736 N I=1.948079E-09 V0 -> V1 -> V2 -> P0 -> P0 -> V1 -> V0

75736 N I=1.319653E-09 V0 -> V1 -> V2 -> P1 -> P0 -> V1 -> V0

33463 N I=1.100647E-09 V0 -> V1 -> V2 -> V1 -> P1 -> V2 -> V1 -> V0

74590 N I=1.016961E-09 V0 -> V1 -> V2 -> P0 -> P1 -> V1 -> V0

301006 N I=6.623860E-10 V0 -> V1 -> V2 -> P1 -> P1 -> V1 -> V0

18169 N I=4.341707E-10 V0 -> V1 -> P1 -> V2 -> P0 -> V1 -> V0

13310 N I=4.054218E-10 V0 -> V1 -> P0 -> V0

Text block 4.2: Example of tagging output from the Union master component, here for
a setup consisting of an aluminium can containing a copper powder. The most common
history is the ray missing the can entirely, followed by the ray passing through the entire
setup. The next two histories contain a scattering event in the copper using the incoherent
and powder process respectively.

The file starts with a short description of each volume including the assigned material and
the scattering processes associated with that material.

The first number in a row of data is the number of rays with this history, the next is
the total intensity, and then the string containing the history. VX refers to volume number
X, and PX refers to process number X within the current volume. When there are volumes
with different materials, PX can refer to different processes depending on which volume the
ray is currently in, meaning P0 in ”V0 -> V1 ->P0” and ”V0 -> V2 -> P0” refers to two
different processes if volume 1 and volume 2 are different materials.

In this example, 2 · 107 rays were simulated, but only 2.5 · 104 unique histories were
sampled, making the data file manageable at just 2.8 MB. The size for more complicated
cases can be significantly larger, and if it becomes problematic (needs to fit in memory) the
number of unique histories can be limited with component input.

During the simulation the history information is recorded in a dynamically allocated
tree of nodes corresponding to the volumes and processes. Each ray travels down the tree
and may need to allocate new nodes if it corresponds to a unique history. When the ray
leaves the Union master component, the weight is recorded to the last node and its count
is incremented. After all rays are simulated, the tree is read back and sorted before it is
written to file. This system adds less than 2% of computational time.



Chapter 4. McStas Union project 81

There are many practical uses for the history information. If for example one wants to
estimate the background originating from a certain part of a sample holder described by
volume X, one simply adds the intensity of all histories that scattered in that volume by
searching for ”VX -> P”. If only background at the detector is important, one can place
an exit volume with number Y at the detector and add the intensities for all histories that
contain the string ”VX -> P” and ends in ”VY”. This have always been possible with
McStas by tagging the neutrons manually using EXTEND, but that requires running the
simulation again in order to investigate a new problem, here all histories are available after
one simulation.

4.2.6 Limitations

The main limitation of the developed propagation algorithm occurs when two volumes share
a surface, as the lowest intersection time is essentially determined by numerical accuracy. In
such cases, the algorithm can improperly determine which volume the ray enters, and there-
fore the wrong intersection and destinations lists are used, leading to unphysical behaviour.
When this occurs, errors are encountered and the simulations is aborted. For this reason,
the current propagation algorithm do not support cases where volumes are placed so that a
surface is shared, yet a movement in the order of µm is sufficient to avoid the problem.

Another issue has to do with the generation of intersection lists, which can not take so
called shared children into account. One volume covered completely by another is removed,
yet a volume covered completely by two volumes, but not completely by either one, is not
removed. This issue does not lead to any unphysical behaviour, merely extra intersection
calculations.

The algorithm does not support gravity because the underlying intersection algorithms
do not. Many McStas sample components do support gravity regardless of using intersection
algorithms that do not, by simply tolerating the errors introduced. The algorithm employed
in the Union components is, however, sensitive to the type of error this introduces, as the ray
can end outside of a volume it was meant to enter, and therefore use the wrong intersection
list. For this reason, the propagation is hard coded to be linear.

A last issue has to do with the collision detection between the user defined volumes.
Currently, ray-tracing methods are used to test if two cylinders intersect, which is rather
slow and can fail to notice edge cases. The speed is not an issue as the code is only executed
in the initialize section of the McStas file. The failure to detect a collision can, however,
lead to lost rays. For this reason this ray-tracing is performed with a large number of rays
on the surface of the volume.
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4.3 Validation

The scattering processes included in the Union components build upon existing McStas
sample components. However, the code describing Monte Carlo choices between processes,
intersection algorithms, choice of scattering position and absorption have been separated
from the scattering process in order to accommodate the different structure of the software.
Hence, it is still prudent to validate the new software against a known reference.

The McStas instrument used for validating each process consists of a simple 1× 1 mm2

source illuminating a cylindrical sample with radius and height of 1 cm, situated 10 m from
the source. A transmission detector of 1 cm height is placed 0.5 m after the sample. A
cylindrical detector with a radius of 1 m and height of 10 cm measures the scattered signal.
All simulations were performed using 5·109 rays. All validation is performed without gravity,
as the Union components uses linear propagation regardless.

Here the processes describing incoherent scattering, powder scattering and crystal diffrac-
tion are validated. The process describing a single phonon branch is not validated here as
there are significant differences in the calculation of the scattering probability. The process
describing the antiferromagnetic 1D Heisenberg s = 1/2 chain is not validated either, as an
equivalent component does not exist.

4.3.1 Incoherent scattering

Union components describing a sample with only incoherent scattering was compared to
the same geometry simulated using the Incoherent McStas component. The scattering and
absorption cross sections were chosen to be those of Vanadium, µinc = µabs th = 36.73 m−1.
The incoming beam was monochromatic with 10 meV energy. The transmission and scat-
tering from the two components are compared in figure 4.7. In both cases, the results from
the Union components are almost inseparable from the traditional sample component. In
addition, the deviations are consistent with the Monte Carlo noise estimated by McStas.
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Figure 4.7: Simulation results from an incoherent scatterer with absorption simulated
using Union components (black filled) and the traditional Incoherent sample component
(red empty). Left side shows the described transmission detector while the right side show
the scattering detector. The lower panels shows the difference between the two simulations
for each point relative to the error on the difference introduced by the Monte Carlo technique.

4.3.2 Powder scattering

Here, the Union components are validated against the existing PowderN sample component.
As PowderN describes both powder and incoherent scattering, the material defined using
the Union components contains both processes. The powder process is based directly on the
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code from the PowderN component. It is important to note that PowderN does not support
multiple scattering. When using the powder process in the Union components, multiple
scattering is handled by the Union master component. To obtain a valid comparison, we
add a detector that ignores multiple scattering.

This validation has been performed for many compounds. Here, the representative results
for Cu and a beam with average energy of 100 meV and width 1 meV are presented. A
comparison between the transmission results can be seen in figure 4.8, and in this aspect
the two codes produce equivalent results. Since the PowderN component does not support
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Figure 4.8: Transmission detector for Union powder sample (black filled) and traditional
PowderN sample component (red empty). Lower panel shows the difference for each point
relative to the error on the difference introduced by the Monte Carlo technique.

multiple scattering, a scattering detector only measuring single scattering is introduced.
Results from both scattering detectors are shown in figure 4.9. In the full detector output
we observe a small, but significant difference, as the multiple scattering only present in the
Union version amounts to roughly 30% of the background conceived to arise from sample
incoherent scattering. When only considering the single scattering events, the results from
the Union components and PowderN component are in agreement. The asymmetric peak
shape seen in both cases is caused by the detector height combined with the Debye-Scherrer
cones.

4.3.3 Single crystal scattering

Validation of scattering from a single crystal process is performed by comparing with the
Single crystal component which the process is based on. As the Single crystal component
simulates incoherent scattering in addition to the crystal Bragg peaks, an incoherent process
is added to the Union material. Note that Single crystal does simulate multiple scattering.
Here a white beam with a homogeneous energy distribution in the interval 1− 20 meV illu-
minates a cylindrical YBa2Cu3O7 sample oriented with the c axis along the beam direction.
An isotropic mosaicity of 5′ ≈ 0.08◦ was used.

The transmitted beam contains both rays that never scattered, and rays that scattered
an even number of times on a certain reflection. For this reason the transmission detector
signal is separated into a non-scattered part and a scattered part seen in figure 4.10. Both
cases show the expected agreement.

In figure 4.11 the results for a single Bragg peak is compared, showing no significant
difference between the components. The asymmetric shape of the peak is due to the large
sample, a large scattering cross section and the low distance to the detector. The first orders
of scattering predominantly occur at the face closest to the source, while higher orders of
multiple scattering are more evenly distributed over the large sample. The perceived width
in scattering angle is the result of a wide distribution of spatial origins, but weighted with
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orders, while the right side only includes single scattering. The difference for each point
relative to the error on the difference introduced by the Monte Carlo technique is shown
together with the absolute difference. A positive value in the relative and absolute difference
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Figure 4.10: Simulated transmission results for Union components (black filled) and Sin-
gle crystal (red empty). Left side includes rays that did not scatter, while the right side
display rays that did scatter. Lower panels shows the difference for each point relative to
the error on the difference introduced by the Monte Carlo technique.

lower probability for higher orders of multiple scattering. The positions of the remaining
Bragg peaks for the two components are identical, as shown in figure 4.12.

4.3.4 Discussion

Validation of the Union processes were done against the regular McStas components on
which they were based.

The results were as expected for the Incoherent and Single crystal processes, where all
deviations were consistent with the Monte Carlo noise estimated by McStas. The Powder
process which was compared to the PowderN component did show some small differences



Chapter 4. McStas Union project 85

0

0.2

0.4

0.6

0.8

1

In
te
n
si
ty

p
er

b
in

[n
/
s]

64 65 66 67 68

2θ [deg]

-2σ

0

2σ

Figure 4.11: Simulated Bragg peak and incoherent background for Union components
(black filled) and Single crystal component (red empty). Lower panel shows the difference
for each point relative to the error on the difference introduced by the Monte Carlo technique.

Figure 4.12: Simulation of single crystal Laue diffraction using spherical detectors covering
all directions for both Union components (left) and Single crystal (right).

that can be explained by the absence of multiple scattering in the reference component. In
this case the scattering signal was validated for the first order scattering.

Further work would be required to validate the Union powder process for higher orders
of scattering. This could be done either against other code that includes multiple scattering,
by a detailed comparison to analytical expressions, or by experiments.
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4.4 MACS

The Multi-Axis Crystal Spectrometer (MACS) at the National Institute of Standards and
Technology (NIST), USA is a powerful cold triple axis spectrometer with a double focusing
monochromator and 20 analyzer channels. The analysers are permanently separated by 8◦

and are situated in a common vessel named the ”kidney” after the shape. Due to the many
channels, the instrument excels at mapping out planes in reciprocal space. The instrument
has, however, shown some background at low scattering vectors that was not expected by
the instrument designers. For this reason, the instrument was simulated in McStas using the
Union components with the hope of replicating and explaining the background issues. The
McStas model is also to be used for replicating experiments when unexpected signals are
measured to ascertain if they can be explained by instrument effects. Finally, the resolution
functions are of interest, and beamtime has been allocated to perform a validation of the
simulation with this aspect in mind.

4.4.1 Instrument overview

An overview of MACS can be seen on figure 4.13, showing the slightly unconventional setup
including a translating monochromator and a center of rotation between the monochromator
and sample position.

Kidney

Beamstop

Monochromator position
Moderator

Guide

Figure 4.13: Overview of the MACS instrument from the NIST webpage [78] with addi-
tional annotations.

Source

MACS has a dedicated cold moderator [79] with a spectrum peaking at 4 meV and an
elliptical shape when viewed from the MACS monochromator.

Monochromator

The monochromator consists of 21 columns of 17 2.0×2.0×0.2 cm3 pyrolytic graphite crystals
cut for the 002 reflection. The mosaicity of the crystals are 36'. Each column is mounted
on a compressed aluminium support arch with a varying thickness as a function of height,
resulting in adjustable vertical focusing. The columns can be rotated individually, and are
kept in horizontal Rowland focusing geometry on source and sample. The monochromator
is translated away from the source for decreasing energies, starting at 5.1 m for 17 meV
and ending at 6.65 m for 2.4 meV. Slits are available before the monochromator to limit the
illuminated area in order to control the divergence of the monochromated beam.
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Guide system

No guide is used between the neutron source and monochromator, but a short guide is used
between the monochromator and sample position. Due to the translation of the monochro-
mator, the guide is rotated around a point in-between monochromator and sample. The
guide has a rectangular cross section, and the angles of the vertical mirrors can be adjusted
individually for each side. The exact reflectivity curve of the guide is not known, but has a
m-value of 3.5.

Filters

Cooled filters are available between the source and monochromator, and between sample
environment and kidney. The design include cooled beryllium, beryllium-oxide and pyrolytic
graphite filters for both locations.

Sample environment

The most commonly used sample environment is a 100 mm bore cryostat and a 11.5 T
cryomagnet. It was not possible to find detailed plans for either sample environment, but
some information was available for the 100 mm bore cryostat. A beamstop is situated
immediately outside the sample environment.

Kidney

The kidney contains 20 identical channels separated by 8◦, each with a collimator entrance.
An overview of the entire kidney is given in figure 4.14. A channel contains a double
analyser composed of vertical focusing arrays of 9 pyrolytic graphite crystals of dimensions
2.0×6.0×0.2 cm3 as shown in figure 4.15. The used crystals have a mosaicity of 50' and the
vertical focusing distance is 50 cm. The analysers are translated as a function of angle, keep-
ing the beampath after fixed at the stationary spectroscopy detector as illustrated in figure
4.16. A diffraction detector is situated behind the first analyser, and a set of gadolinium
collimator blades at a fixed position directly between the analysers are rotated according
to the analyser positions. Cross talk between the channels are prevented as the kidney is
constructed of boronated polyurethane with a large absorption and incoherent cross section.

4.4.2 Description of McStas simulation

The instrument responsible Jose Rodriguez made a simulation of the MACS monocrhomator
[80], which was used as a starting point for the full MACS simulation. The McStas Union
components were used to simulate the monochromator assembly, the sample and sample
environment, and the kidney. A McStas 2.3 instrument file can have a maximum of 1000
components, and to circumvent this issue a separate instrument file is used before and after
the guide. The beam after the guide is recorded in the first instrument file and loaded in
the second instrument file.

Source

The elliptical shape of the source is replicated, yet the absolute source spectrum was not
recreated as only a single energy was used.

Geometry

The monochromator assembly was simulated using the Union components as shown in fig-
ure 4.17. Each of the 357 monochromator crystals are individually placed with a random
misalignment with a normal distribution of 0.15◦. The mounting arches were simulated,
albeit with constant thickness matching the total aluminium volume. The screws and shims
attaching each crystal to the mounting arch were neglected due to the total component limit.
The 3 hollow support columns were simulated. The horizontal and vertical focusing can be
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Figure 4.14: (Top) Picture of kidney assembly with filter from NIST webpage [78]. (Bot-
tom) Cut through CAD model of the kidney showing the layout of analyzer channels.

Figure 4.15: (Left) Photo of vertical focusing double analyzers from NIST webpage [78].
(Right) Cut in CAD model of kidney showing a channel for a analyzer setup, including the
collimator blades, but only the frames of the crystal analyzers.

Figure 4.16: Single analyzer channel in the MACS kidney, composite image based on MACS
CAD model with added analyzers (black), collimator blades (blue), detectors (yellow) and
ray path (red). Both position and orientation of the analyzer depend on the selected final
energy and the collimator blades are rotated to match the flight path.

disabled individually, and the slits controlling the illumination of the monochromator are
included.

The guide between the monochromator and sample was simulated with adjustable angles
for the two sides.

Only sparse information on the geometry of the 100 mm bore cryostat was available.
The outer and inner walls were both simulated with a 2 mm thickness, and the thin heat
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Figure 4.17: (Left) Picture of the MACS double focusing monochromator from NIST
webpage [78]. (Right) McStas mcdisplay output of MACS monochromator simulated using
Union components.

shield was neglected. Only the outer dimensions and the 100 mm bore cryostat are certain.
Both sample and sample environment are simulated using Union components.

All 20 kidney channels are simulated simultaneously. After the sample environment, a
group of filter components defining the entrance window for each channel is simulated using
the Filter gen component. Rays that do not intersect any entrance are discarded. Next a
collimator with a 90' divergence limit is simulated using the Collimator linear component.

The remaining kidney is simulated using the Union components with a separate Union master
component. The use of separate master components allows regular McStas components in
between as needed here, but removes the possibility for rays returning to the sample envi-
ronment from the kidney. A CAD model describing the kidney was available, and thus the
channel caves could be simulated accurately as shown in figure 4.18. The vertically focusing
analysers are simulated as 9 graphite single crystals each. Aluminium holders for the ana-
lyzators were not simulated. The position and angle of the analysers as a function of final
energy was replicated. A set of 5 collimation blades between the analysers were simulated
as thin boxes. The geometry of a single kidney channel is shown in figure 4.19.

Flat monitors with appropriate dimensions were placed in both the diffraction and spec-
troscopy detector positions.

Collimator Diffraction  
detector

Spectroscopy 
detector

Analyzators Filter

Cryostat with sample

Figure 4.18: Overlay of McStas mcdisplay output and cut through CAD model of the
MACS kidney. The analyzed energy for each channel is varied to show the motion of the
analyzers in their caves.
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Figure 4.19: McStas mcdisplay output showing the geometry of a single kidney channel
embedded in the kidney.

Materials

Here the Union material definitions are described. An overview of the inverse penetration
lengths for incoherent scattering and absorption is available in table 4.4.

Both monochromator and anlyzators are made from pyrolytic graphite, but these are
simulated as graphite single crystals as the Union single crystal process does not support the
single crystal PG mode. The background problem encountered at low scattering vectors is
not suspected to be a consequence of other Bragg peaks in the monochromator or analysers,
meaning the graphite simulation should be an adequate approximation. The graphite is
simulated using the appropriate standard McStas data file as a single crystal process, a
incoherent process and absorption.

The aluminium is assumed to be pure, and is simulated as a perfect powder combined
with an incoherent process. The standard McStas aluminium powder file is used.

The kidney is built from boronated polyurethane, for which the boron content is known.
The polyurethane casting material used is, however, a commercial product where the ex-
act formula is proprietary knowledge. Information on similar polyurethane materials was
used to obtain a reasonable estimate of the incoherent and absorption cross section for
the polyurethane. Due to the hydrogen and boron content, the shielding has both strong
incoherent scattering and absorption.

The gadolinium coated collimator blades between the analysers are simulated as pure
absorbers with very large absorption cross section.

Material µinc µabs th
Aluminium 0.049 m−1 1.39 m−1

Boronated aluminium 0.049 m−1 209 m−1

Graphite 0.011 m−1 0.040 m−1

Boronated polyurethane 180 m−1 3495 m−1

Gadolinium blade 0 m−1 1.1·104 m−1

Table 4.4: List of inverse penetration depth for incoherent scattering and absorption at
2200 m/s relevant for monochromator and kidney simulation.

Sample and sample holder

The McStas simulation is here used to recreate an experiment performed with a NaCaNi2F7

single crystal. A comprehensive description of the sample, its creation, and X-ray structure
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measurements are available [81]. The sample has cubic symmetry with side length 10.28 Å,
and the hk scattering plane is investigated here. The part of the sample believed to be a
single crystal is still connected to a rod of polycrystalline material left over from the synthesis
done in a optical floating-zone furnace. This rod was problematic during the mounting of the
sample, as it was not possible to center the single crystal part while keeping the necessary
orientation for the experiment. This was corrected by introducing a 8.1 mm offset of the
sample environment which is rotated in its entirety. The polycrystalline rod had to be
shielded due to the relatively large incoherent cross section of the material. The sample
mounted on the sample holder is shown together with the simulated sample holder in figure
4.20. Figure 4.21 shows a picture of the sample holder wrapped in boronated aluminium
shielding. The simulated sample and sample holder geometry relies partly on measurements
and the pictures shown, and apart from the tilt in one dimension is reasonably accurate. The
level of detail included on the sample holder is limited mainly be the number of geometries
available due to the remaining instrument file approaching the component limit.

The form factors needed to describe the Bragg scattering is obtained using the iFit
cif2hkl script on a cif file supplied by the experimental group [82]. Bragg scattering was
not simulated for the polycrystalline rod, as the grain sizes are not expected to be a good
approximation to a powder. The inverse penetration depth for incoherent scattering and
absorption are shared among the two material descriptions and are shown in table 4.5.

Figure 4.20: Picture of NaCaNi2F7 sample in sample-holder before shielding was added
alongside the spatial scattering distribution of the simulated sample and sample holder.
The simulated sample-holder includes the added shielding. The simulated spatial scattering
distribution was recorded using the appropriate Union logger component and shown on a
logarithmic scale over 4 orders of magnitude. The sample orientation in relation to the
incoming beam correspond to an A3 angle of -90◦.
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Material µinc µabs th
Aluminium 0.049 m−1 1.39 m−1

Boronated aluminium 0.049 m−1 209 m−1

NaCaNi2F7 8.89 m−1 7.37 m−1

Table 4.5: List of inverse penetration depths for incoherent scattering and absorption at
2200 m/s relevant for the sample and cryostat simulation.

Figure 4.21: NaCaNi2F7 sample in sample holder with shielding in the form of boronated
aluminium. The shielding is included in the simulations shown on figure 4.20.

4.4.3 Comparison to measured data

Here the measured and simulated elastic data sets are directly compared in order to gauge the
quality of the MACS instrument simulation. The elastic measurement here used as a com-
parison was part of a longer beamtime investigating magnetic properties of the NaCaNi2F7

sample. Preliminary results were presented [83]. This measurement is performed with a
5 meV beam using Be filters before monochromator and after the sample. The experiment
was performed at a temperature of 40 K. The monochromator was not horizontally focusing,
but focusing in the vertical direction was used.

MACS is often used to map planes of reciprocal space by combining a large number of
A3 scans and here such a map serves as the comparison. The measured map is composed of
14 different kidney angles and 361 sample rotations over a 180◦ range. Only half the sample
rotations are simulated, resulting in 181 sample rotations.

In order to recreate the measured data using the McStas simulation, the orientation
of the crystal is necessary. This information was regretfully not recorded, and due to the
cubic space group of the sample, 4 different sample rotations agree with the measured Bragg
pattern. In order to determine the sample rotation retrospectively, a scan over an entire
rotation was compared to the measured data. The 20 detector channels provide 20 A3 scans
with different A4 values, and considering all scans, one of the 4 possible sample orientations
is far more likely that the remaining. In figure 4.22 4 of the scans are shown, the first 2 of
which are among the majority supporting the selected sample orientation, the third being
among a few were another sample orientation would be more likely. The last shown scan
includes the 400 Bragg peaks illustrating how they reduce the problem to 4 possible sample
rotations due to the cubic symmetry of the sample.

The full measured data set and a simulated recreation using the conjectured sample ro-
tation is presented in figure 4.23. The detector efficiencies for the measured data have been
altered slightly using A4 plots were the detectors have significant overlap in coverage. The
background measured near A4=0 is not replicated well by the simulation, as the intensity is
severely underestimated. The simulation contains somewhat sharper features in the back-
ground, and in most cases there is background around these features in the measured data,
with the notable exception for the area around A3=75◦ and A4=60◦ .

The data sets transformed into reciprocal space can be seen on figure 4.24. The beam at
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Figure 4.22: A3 scans for different detectors from one instrument configuration, red points
are measured data and black simulated data. The data sets for the first 3 panels have
been rebinned, and a scaling factor have been applied to all simulated data independent of
A4. Due to the unknown rotation angle of the sample, the simulated data can be shifted
in increments of 90◦, here shown with the offset best matching the measured data when
considering all 20 A3 scans.

the sample position is not symmetric when measuring the divergence as a deviation between
sample position and monochromator, which would not be noticed in the real experiment as
alignment would remove this offset. For the simulation a small angle was subtracted from
A4 to generate the correct transformation to reciprocal space. The 220 and 400 Bragg peaks
were expected, but the 200 peaks are forbidden in the space group of the sample. They are
assumed to arise from multiple scattering out of the scattering plane, and are also present
in the simulated data. The 3 measured Bragg peaks with lower intensity that are not at
integer positions in reciprocal space were unexpected and not replicated by the simulation.
Their length correspond to 131 and 111 respectively and are assumed to be from a smaller
crystallite.

A close view of a number of the measured and simulated Bragg peaks are compared on
figure 4.25. Here the lower number of A3 steps in the simulation is evident. The 2̄20 and
2̄2̄0 peaks have similar shape and intensity. The forbidden 2̄00 and 02̄0 peaks show large
discrepancies in terms of intensity and peak width between simulation and measured data.

A integral over the h=-2 line in reciprocal space is shown in figure 4.26. Here the
intensity difference between the simulated and measured 2̄00 peak is clear. The remaining
simulated data does, however, agree well with measurements, including the peak width and
intensity. Figure 4.27 show a comparison between the measured and simulated A4 scan
for A3=79◦. The scan includes the 220 peak along with the background near A4=0. The
simulated contributions from the sample, inner cryostat and outer cryostat are separated
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Figure 4.23: (Top) Measured elastic data set for NaCaNi2F7 with colorscale chosen to
show variations in instrument background. The quick changes in intensity along A4 are due
to differences in detector efficiency. (Bottom) Simulated recreation of the elastic NaCaNi2F7

data set. Intensities have been normalized to the measured data using regions without Bragg
peaks.
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Figure 4.24: (Top) Elastic measurement of NaCaNi2F7 consisting of 14 A3 scans over 180◦

each with 361 sample rotations. (Bottom) Simulated recreation of the experiment, yet 181
sample rotations were used in the same interval.
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Figure 4.25: (Left column) Measured Bragg peaks binned with high resolution. (Right
column) Simulated Bragg peaks binned with high resolution. Both data sets are presented
on logarithmic axis, using the same intensity normalization as previously.

for the simulation. The agreement for the Bragg peak is excellent, yet the background near
A4=0 is not captured well. The contributions from the cryostat do seem to match the width
of the background phenomena, but is approximately a factor of 10 to weak. The increased
background measured on one side of the direct beam is not captured by the simulation, and
the effect is not currently understood, but could be connected to the slight asymmetry of
the beam.



Chapter 4. McStas Union project 97

-3 -2 -1 0 1 2

[0 k 0] r.l.u

2·10
3

3·10
3

5·10
3

1·10
4

2·10
4

5·10
4

Figure 4.26: Integrated signal over h=-2±0.3 for measurement (red) and simulation (black),
errorbars are neglected for clarity.
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Figure 4.27: A4 scan for measured and simulated data with A3=79◦, the simulated data
is decomposed into the part that scattered in the sample, inner cryostat and outer cryostat.
Note the sum of the three parts can be larger than the total, as some rays may scatter in
more than one of these parts.

4.4.4 Analysis of simulated data

One of the main advantages of an accurate simulation is the ability to track the different
contributions, understand them, and apply the knowledge to the real system. Here the
Union logger and conditional components are used to analyze the data presented in 4.4.3.

In figure 4.28 the (A3,A4) plot is shown for rays that scattered in certain parts of the
sample environment. From panel (a) and (b) it can be confirmed that the (200) peaks were
a result of multiple scattering, as they do not appear when only single scattering events are
recorded. The incoherent background from single scattering in the sample contains diagonal
strips intersecting Bragg peaks with lower intensity than elsewhere. These are assumed to
occur as incoherent scattering destined for these stripes would fulfil a scattering condition,
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and thus have low probability for escaping the sample before being scattered again. The
background pattern from the incoherent scattering originating in the polycrystalline sample
part shown on panel (c) seems to be largely responsible for the recognizable features allowing
the A3 angle to be found retrospectively. The effect seems to occur as the polycrystaline part
of the sample is rotated in and out of the beam over the half rotation, with the shape being
affected by the asymmetry of the incoming beam. Panel (d) shows scattering from the small
aluminium plate used to attach the sample to the sample holder, and exposed to the direct
beam. The scattering result show surprising clear peaks from the aluminium powder, which
are absent when just single scattering from this part is recorded. These could be Bragg
peaks from the single crystal sample that intersect the small aluminium plate, resulting in
scattering at specific combinations of A3 and A4. Panels (e) and (f) show scattering from
the outer and inner cryostat walls respectively, here a large background is seen at small
A4 angles. Some crosses are seen for both at around A4=±70◦, which are composed of a
part constant in A4, and a diagonal part. These are believed to be connected with Bragg
peaks from the single crystal sample out of the plane, backscattered by a powder line in the
cryostat walls.

Multiple scattering in the sample

The Union logger component recording scattering vectors is used to investigate the 200
peaks further. The results are shown in figure 4.29. The logger was targeted at the sample
volume and the single crystal process, and thus only records the single crystal scattering
from the sample. A conditional component was used to modify the logger so that only rays
that eventually reach the detector position corresponding to the 2̄00 peak are recorded. The
simulation results show that the first scattering primarily occurs in 3̄11 or 3̄11̄, but some
scattering from 111 and 111̄ is observed. The second scattering event could be preceeded by
an incoherent scattering event, and thus many more reflections are available, however the
scattered intensity from 11̄1 and 11̄1̄ is largest, followed by 3̄1̄1 and 3̄1̄1̄. A scattering from
3̄11 and 11̄1̄ results in the 2̄00 investigated, and so does a scattering from 3̄11̄ and 11̄1. This
demonstrates how the Union loggers and conditional components can be used to identify
the origin of multiple scattering.

Origin of background

The scattering within the sample environment is visualized on figure 4.30, where a Union
logger was used to record the spatial distribution of the scattering. At the beam energy of
5 meV used here, two Bragg peaks are accessible in the aluminium, 111 with 2θ = 119.8◦

and 200 with 2θ = 174.6◦. The 111 reflection is clearly visible, as 3 Debye-Scherrer cones are
visible from the direct beam penetrating the inner cryostat walls and the outgoing cryostat
wall. The second scattering event show a lot of structure in terms of spatial distribution
where the third order is more evenly distributed. The used A3 angle corresponds to a 200
peak, and the out of plane Bragg peaks are visible in the second order spatial distribution
as they intersect the cryostat. The 200 peak is only visible in the third order panel, as it
requires at least 2 scattering events in the sample. The 200 peak is split in the vertical
direction, indicating that the Ewalds sphere could only cover the necessary reciprocal lattice
vectors for the 200 reflection with a center slightly outside the scattering plane. Due to the
symmetry of the crystal, an Ewalds sphere with center slightly above or below the scattering
plane are possible, assuming the vertical divergence from the monochromator is sufficient,
which would result in a vertically split peak.

The background at low A4 angles is investigated by recording the spatial scattering dis-
tribution for rays that end in a spectroscopy detector for a channel with A4=10◦. The results
are shown in figure 4.31. The first scattering shows a low intensity at the first cryostat wall
encountered by the beam, probably because rays scattered here are predominately backscat-
tered and lost. The first scattering event never occurs in the analyzer, which confirms the
analyzer is not within the direct beam. The second and third order frequently occurs in the
first and second analyzer respectively, which corresponds to the intended beampath. The
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Figure 4.28: A3 A4 plots for rays that scattered in certain volumes. (a) Scattered in single
crystal part of sample. (b) only single scattering in single crystal part sample. (c) poly-
crystaline part of sample. (d) aluminium plate holding the sample. (e) outer cryostat walls.
(f) inner cryostat walls. All colorbars show intensity normalized to measured incoherent
background.

scattering in the analyzers continues to higher orders due to the strong cross section pro-
vided by the Bragg peak. The origin points for higher order scattering in the cryostat align
with the parts visible through the collimator. It is interesting to note that the sample is a
frequent source for low scattering orders, yet the higher order scattering occurs elsewhere
in the cryostat. Some low scattering intensity is recorded on the analyzers of other detector
channels, one of which is exposed to the direct beam. The contributions from this scattering
is minimal because the shielding between the channels have to be traversed in order to fulfil
the conditional. The low angle background seem to originate from multiple scattering inside
the sample environment, primarily from the cryostat walls.
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Figure 4.29: Union logger result for single crystal scattering in the sample, here shown
for the hk plane integrated over all l, and the hl plane integrated over all k. A conditional
component was used to modify the loggers so that only rays that contribute to the 2̄00 peak
are recorded. The first 3 orders of multiple scattering are shown.

4.4.5 Discussion

The overall agreement between measured data and simulation have been noteworthy, repli-
cating resolution functions and Bragg intensities with great accuracy. The instrument team
recognized simulated spurions in the form of crosses in reciprocal space that were not vis-
ible in the measurements for this experiment, but was in other experiments and had been
mistaken for sample related signal.

Two important deviations between measurement and simulation were, however, the lower
background at low A4 angles and higher 200 multiple scattering peak intensity from the
simulation. The simulation showed 4 different combinations of Bragg scattering resulting
in the perceived 200 peak, all of which relied on out of plane reflections. Furthermore,
the resulting peak was split slightly, and not completely in the plane, indicating that the
center of the Ewalds sphere needed to be slightly above or below the scattering plane in
order to fulfil the scattering conditions leading to the observed multiple scattering. A slight
misalignment of the sample may result in only some of these multiple scattering combinations
being available, and thus reducing the multiple scattering intensity for the measured data
set. Simulations with misalignment could be performed to investigate the validity of this
explanation.

The lower background at low A4 angles in the simulation may be connected to small
angle scattering from structures in the sample environment, which was not simulated. The
shape of the background is, however, replicated well by the simulation, but at an order of
magnitude lower intensity. The background found in the simulation was shown to originate
primarily from the sample environment.
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Figure 4.30: Scattering intensity for sample environment including sample, left column is
from the top integrated over all heights while the right column is from the side integrated
over the entire width. The first row includes all scattering, the second shows only the
first scattering event, while the next two rows show the second and third scattering event
respectively.
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Figure 4.31: Spatial distribution of scattering for rays that end in the spectroscopy detector
of a channel with A4=10◦. The scattering intensity is weighted with the final weight of the
ray.
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4.5 MARI

In this section, the Union components are demonstrated by performing simulations of the
ISIS time of flight powder spectrometer MARI [84], which is compared to an actual experi-
ment. Furthermore, background present in the simulation is studied using the Union logger
and conditional components. This section is directly based on the paper draft in appendix
A.3, which was not submitted as a few slight inaccuracies in the instrument simulation were
discovered shortly before submission. The discovered inaccuracies consisted of some differ-
ences in the detector geometry and some missing shielding in the sample environment. The
paper is presented in its present form as there was insufficient time to obtain the accurate
information on the instrument and redo the simulations before the deadline for this thesis.

4.5.1 Instrument overview

MARI uses the short pulse of the ISIS source and a single chopper to select the incoming
energy as well as deduced the final neutron energy from the detection time. The trade-
off between flux on sample and energy resolution can be adjusted through the rotational
frequency of the chopper. The instrument is unusual as the detectors are under the sample
as shown in figure 4.32.

Figure 4.32: Overview of the MARI instrument from ISIS webpage [57].

4.5.2 Geometry

Here the geometry of the McStas MARI instrument model is presented.

The dedicated MARI moderator description in the ISIS source component is used with
a size of 9 × 9 cm2. The Fermi chopper is situated 10.05 m after the moderator and is
simulated with the FermiChopper McStas component. The simulated chopper resembles
the Gd chopper available at MARI. The radius is 5 cm and the 113 channels of 0.4 mm
width makes up a 4.5 cm wide channel. The blades are curved with a radius of curvature of
0.8 m.

The beam defining jaws and sample position are placed 11.239 m and 11.739 m from the
moderator, respectively. In all simulations for this paper, the jaws were at 4.5× 4.5 cm2.

Figure 4.33 shows an image of the simulated cryostat from the ISIS webpage [57] and
the McStas Union model of the lowest parts of the cryostat.

The sample environment has an outer and inner chamber, each consisting of a cylinder
on top of a sphere. The two spheres have centers 2.5 cm below the sample position and the
cylinders starts at the same height. The radii and thickness of these and other geometrical
details can be found in table 4.6. The outer cylinder has a window for beam entry and exit
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Figure 4.33: Toploading cryostat used on MARI and Union simulation of the lower part.
The inner structure is visible in the Union model, showing the sample holder, sample stick
and shielding blocks connecting the sample container with sample rod.

that has a width of 6 cm and a height of 5 cm. The inner cylinder is thinner at the beam
height, which is ± 2.5 cm vertically from the sample position.

The lower vessel starts 13 cm above the sample position, has a height of 18.9 cm and
is displaced 4.8 cm along the beam direction. The lower and upper plates are 5 mm thick.
The Closed Cycle Refrigerator (CCR) starts 2.5 cm above the bottom plate of the vessel
and is displaced 11.4 cm from the sample position along the beam direction. The CCR is
tilted 6◦ from vertical towards the beam direction.

The sample container is simulated as a horizontal cylinder perpendicular to the beam
direction with a length of 7.3 cm. The sample is in the circumferences of the container, and
is thus hollow. The sample is 4.5 cm wide, and thus does not occupy the entire length of
the container. One end of the container has a 6 cm wide collar which is connected to the
sample stick with Boron-Nitride. The Boron-Nitride connecting piece is made of a cylinder
with 1 cm width that connects directly to the collar and two boxes.

Description inner radius thickness
Outer sphere 6.90 cm 1.6 mm
Outer cylinder 6.90 cm 1.6 mm
Outer cylinder (window) 7.059 cm 0.01 mm
Inner sphere 5.00 cm 0.5 mm
Inner cylinder (beam height) 5.00 cm 0.15 mm
Inner cylinder (elsewhere) 5.00 cm 1.5 mm
Lower vessel cylinder 13.2 cm 2.5 mm
Sample can 2.09 cm 0.1 mm
Sample can collar 2.09 cm 10.1 mm
Upper CCR cylinder 2.5 cm 5 mm
Lower CCR cylinder massive 3.4 cm
Sample stick massive 0.7 cm

Table 4.6: Inner radius and thickness of used aluminium geometries. For massive objects,
the outer radius is given as thickness.

The detectors are modelled as cylindrical monitors with a radius of 4.02 m. The high
angle bank covers angles from 12◦ to 134◦ and the center detector is 30 cm wide while the
side detectors are 20 cm wide and rotated plus and minus 4 degrees respectively around the
beam direction. The low angle detectors covers from -12◦ to 12◦, and there are four separate
detectors rotated in 45◦ increments around the beam direction.
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4.5.3 Materials

Here the material definitions used for the Union description of the sample environment is
presented. As all materials are given a incoherent and absorption inverse penetration depth,
these are collected in table 4.7.

The aluminium of which the sample environment is constructed is modelled as a powder
with Bragg scattering from the standard McStas data file and an incoherent scatterer.

The Ni3TeO6 powder sample is modelled as Bragg scattering from a perfect powder and
incoherent scattering. The Bragg scattering was described by converting a cif file obtained
from the ICSD database [85, 86] into a lau file suitable for McStas using the cif2lau tool in
iFit [67]. No inelastic scattering is simulated.

The vanadium calibration sample is modelled as a purely incoherent scatterer as the
weak powder scattering is neglected.

The boron-nitride shielding material is modelled as an incoherent scatterer with strong
absorption. The density and molar mass are used to calculate the number density, and the
cross sections are taken from Ref [87]. The absorber was made using isotope pure 10B for
increased absorption which is taken into account.

Material µinc µabs th
Aluminium 0.049 m−1 1.39 m−1

Ni3TeO6 15.1 m−1 17.5 m−1

Vanadium 36.7 m−1 36.7 m−1

Boron-nitride 80.8 m−1 10100 m−1

Table 4.7: List of inverse penetration depth for incoherent scattering and absorption at
2200 m/s.

4.5.4 Vanadium calibration

The calibration of the real instrument was replicated by simulating a Vanadium calibration
measurement and an empty cryostat. This Vanadium calibration is simulated without the
chopper and for wavelengths between 0.25 Å and 0.5 Å. The virtual detectors were calibrated
to have the same systematic error as on the real instrument, by correcting with the empty
cryostat simulation subtracted from the vanadium simulation.

4.5.5 Comparison with measurements

Here results from the simulated MARI instrument are compared with measurements per-
formed on the real instrument. The empty cryostat was measured for calibration purposes,
but here this measurement is the basis of the first comparison. The Gd chopper is used
at 250 Hz and phased to achieve a beam energy of 34.85 meV. The real data is shown in
figure 4.34, and the simulation results are shown in figure 4.35. The angular position and
resolutions of the peaks match well, as do the energy shifts and energy resolution. Several
peaks are split in similar fashion and their shapes generally match. The relative intensities
of the peaks are, however, very different.

To investigate the angular dependence, both data sets are summed over all energy trans-
fers, resulting in the comparison seen on figure 4.36. The simulated data have a scaling
factor and a small constant background added. It is once again evident that the peak in-
tensities does not match, but that the shape and position for the aluminium peaks does.
The peaks are sharp at the positive angle side and have a tail at the low angle side which is
consistent with the time tail of the used moderator.

The difference in peak intensities are expected to be caused by texture in some or all
parts of the aluminium used to construct the sample environment and windows. Currently
no components in McStas support simulation of textured powders, but simulations were
made by increasing the scattering strength of different parts of the sample environment.
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Figure 4.34: Scattering from an empty cryostat on MARI with a selected energy of 34.85
meV from the Gd chopper running at 250 Hz.

Figure 4.35: Simulation of scattering from an empty cryostat on MARI with a selected
energy of 34.85 meV from the Gd chopper running at 250 Hz.

These showed that the peak separation in the data is consistent with scattering from the
inner chamber walls.

The few peaks in the measurement that are one pixel wide e.g. at 109◦ are expected to
be detector channels with slightly higher background while the small peaks at 23◦ and 105◦

may be from some other material used in a small quantity and not simulated.
The energy dependence was compared in a similar manner with a sum over all angles.

The results are shown in figure 4.37, where a scaling factor was used to match the peak
intensity and a small energy transfer added to facilitate easier comparison of the shape and
width. The peak width is slightly wider in the simulation, but this will be influenced by the
wrong Bragg peak intensities. The increased width of the simulation is most likely the result
of some inaccuracy in the simulation of the chopper (where zero blade width is assumed).
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Figure 4.36: Comparison between data from an empty cryostat taken at MARI (red) and
the McStas simulation using Union components (black). Here the scattering is summed over
all energy transfers to view the angular dependence, which is dominated by elastic scattering
and the angular resolution of the instrument. Indexing of the Al peaks is shown below the
peaks.

Figure 4.37: Comparison between data from empty sample environment taken at MARI
(red) and the McStas simulation using Union components (black). Here the scattering
is summed over all angles to view the energy dependence which is dominated by elastic
scattering and the energy resolution of the instrument.

Next, the simulated MARI instrument is compared with available measurements on
Ni3TeO6. The measurement was performed with the Gd chopper at a frequency of 250 Hz
phased to provide a beam with an energy of 35.19 meV. The purpose of the experiment was
to investigate the inelastic signal, the study of which will be published elsewhere [88]. Here
the focus is on the elastic parts as the Union components do not include inelastic isotropic
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processes yet.
The measurement were performed with a sample mass of 6.9 g placed in the circumference

of the sample container with a width of 4.5 cm perpendicular to the beam and a thickness
of 1.9 mm. This was replicated in the simulation.

The data sets are summed over energy to compare the angular dependence as shown in
figure 4.38. A scaling factor is used to match the intensities of the two data sets and a small
constant background was added to the simulation. There is a good overall agreement, but
once again the differences in aluminium peak intensity are evident.

Figure 4.38: Comparison between data from Ni3TeO6 powder taken at MARI (red) and
the McStas simulation using Union components (black). Here the scattering is summed over
all energy transfers to view the angle dependence which is dominated by elastic scattering
and the angular resolution of the instrument. Indexing of Al peaks are shown.

The full datasets and a comparison of the energy resolution is shown in figure 4.39, 4.40
and 4.41. The agreement is in general better than the corresponding comparison for the
empty cryostat.

4.5.6 Analysis of background

With a model of the instrument available, it is interesting to map how the multiple scattering
background depend on different instrument settings. On MARI, the two important choices
are the incoming energy and the time resolution from the chopper. The multiple scattering
is strongly dependent on the incoming energy, and it is thus selected to scan this parameter
to get an overview of the multiple scattering background. A perfect source was used to
simulate a very high energy resolution, so that an estimate for the multiple scattering at
a broader energy resolution can be performed by integrating over the covered range. The
used source component provides a constant brilliance in units 1/s/cm2/ster./meV.

The total single scattering and multiple scattering intensity measured by the detector is
shown in figure 4.42. The measured single scattering intensity have peaks at energies where
a Bragg peak enters the detector coverage at 2θ = 134◦. The multiple scattering intensity
peaks at energies corresponding to a new Bragg peak being accessible and thus a scattering
angle close to 180◦.

The angular dependence as a function of energy is shown in figure 4.43, where the
scattering intensity is summed over all energy transfers. Here the powder scattering from
aluminium dominates the plot, but as this part is not delayed significantly, this background
will be located in the elastic channel. In figure 4.44, the same scan is shown, but only
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Figure 4.39: Measured scattering from cryostat and Ni3TeO6 sample on MARI with a
selected energy of 35.19 meV from the Gd chopper running at 250 Hz.

Figure 4.40: Simulated scattering from cryostat and Ni3TeO6 sample on MARI with a
selected energy of 35.19 meV from the Gd chopper running at 250 Hz.

includes rays that underwent 2 or more scattering events. Here the structure of the multiple
scattering is much more visible, and as this background can have a significant delay, it may
contribute to inelastic background even though all scattering was elastic.

As expected the background from multiple scattering is completely absent at energies
where there are no Bragg scattering in aluminium i.e. below 3.7 meV. Conversely, the
background is almost uniform at large incoming energies as there is a great number of
different Bragg peaks that can be accessed, and thus a large number of different combinations
seem to diminish the structure. In the region of 5 meV to 50 meV, however, the relatively
low number of accessible Bragg peaks makes the structure more pronounced. In addition,
it seems that the largest background occurs at energies where a Bragg peak corresponds
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Figure 4.41: Comparison between data taken at MARI (red) and the McStas simulation
using Union components (black), here the scattering is summed over all angles to view the
energy dependence which is dominated by elastic scattering and the energy resolution of the
instrument.

to a scattering angle of 180◦.In addition to the low energies (<4 meV) and high energies
(>50 meV), a few energies are comparatively free from background and can be recommended
for measurements, 9 meV, 13 meV, 23 meV, 35 meV, and around 40 meV.

Union logger components are used to record the scattering positions in the sample envi-
ronment at the same energy as the simulation, 35 meV. The results are shown in figure 4.45
and 4.46. These contain a surprising amount of complexity, as the illumination of the sample
environment originates from the many layers of material in the beam. First order scattering
appears only in the directly illuminated parts, the two windows, sample container and the
edge of the absorbing connecting piece. The second order scattering is highly structured
as a consequence of the sharp Bragg peaks from the parts illuminated by the beam. Here
the shadow from the absorber is visible as an asymmetry between the two sides when seen
from above. In contrast the third order is more evenly distributed over the entire sample
environment.

Next the multiple scattering present in the MARI simulation of the empty sample en-
vironment is investigated by plotting the detector signal on a logarithmic scale as seen on
figure 4.47. Here many multiple scattering features are visible, and it is clear how they
have a potential for being mistaken as an inelastic signal. The measured data on the empty
cryostat hardly contained any counts outside the elastic line, and thus a comparison to the
measured data is not feasible. This could be explained either by the measurement being too
short or because additional shielding not simulated were installed. The latter was confirmed
by the instrument scientist, yet simulations were performed without the shielding, and now
serves to show the multiple scattering that would occur without such shielding.

In order to investigate the multiple scattering signal further, a simulation of the empty
sample environment was performed with an artificial source with perfect time structure and
energy resolution of 0.01 meV. This serves to remove the smearing from energy resolution
and inherent time structure of the moderator, making the perceived energy transfer a clear
measure of added distance to the neutron flight path. The resulting detector output is shown
in figure 4.48. Here, the multiple scattering features are clear and an analysis of this output
is simpler as the peaks can be easily distinguished.

In order to understand these features one can filter the McStas monitors used to only
view events that had certain number of scattering events, were scattered in certain volumes,
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Figure 4.42: Total measured single scattering intensity (black) and multiple scattering in-
tensity (grey) as a function of incoming energy. Errorbars not shown as they were negligible.
Simulated with a unrealistically narrow energy band of 0.01 meV on the MARI instrument
model. The Miller indices for aluminium Bragg peaks at 2θ = 180◦ is shown with filled
circles and 2θ = 134◦ is shown with empty circles.
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Figure 4.43: Detector output as a function of detected scattering angle over a range
of incoming energies. Simulated with a narrow energy band of 0.01 meV on the MARI
instrument model. The overlay shows expected Bragg scattering from aluminium with the
corresponding Miller indices.
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Figure 4.44: Detector output as a function of detected scattering angle over a range
of incoming energies. Simulated with a narrow energy band of 0.01 meV on the MARI
instrument model. Here only rays that scattered more than once are recorded. The overlay
shows expected Bragg scattering from aluminium with the corresponding Miller indices.

or took part in some specified process. Figure 4.49 shows the part of the detector output
that had a scattering in the CCR. All contributions from the CCR appear well outside the
elastic line as rays need to add a significant path length to reach the CCR before ending at
the detectors.

The capabilities of the conditional components are demonstrated by investigating the
origin of two marked peaks in figure 4.48. Each peak is assigned a series of Union logger
components and a conditional component that ensure the loggers only record events that are
within the boundaries marked A and B respectively on figure 4.48. The spatial origins for
peak A is shown in figure 4.50, showing that the first scattering occurs in the Al window and
sample container, while the second occurs at the lower vessel. The distribution of scattering
among the powder lines in aluminium are displayed in table 4.8. The reference column
shows the probability distribution among the Bragg peaks for all scattering, not just the
part that satisfy the conditional. For this conditional, the first order scattering has a higher
probability for low angles of scattering, while the second order is primarily from the 311
reflection.

The spatial origins for peak B is shown in figure 4.51. The first scattering primarily
occurs after the beam has travelled halfway through the cryostat, and on panel (e) it is even
visible that half of the sample container has a lower probability to contribute to peak B,
as the rays need to travel through the Boron-Nitride sample holder. The second scattering
most frequently occur at the top plate of the simulated vessel, with some on the CCR itself.
The distribution of scattering among the aluminium powder lines can be seen in table 4.9.
The first scattering is often the 311 reflection that yields the necessary scattering angle to hit
the top of the sample environment. In order to contribute to the investigated peak, the ray
must end on the detector below the sample environment, and thus must backscatter. More
than 80% of the second order events used the 511 or 333 reflection that share a scattering
angle of 158◦. The third order scattering has a distribution closer to the reference, but still
with a higher probability for back scattering.



Chapter 4. McStas Union project 113

(a)

-10 0 10 20

z [cm]

-10

0

10

20

30

y
[c
m
]

(b)

-10 0 10

z [cm]

-6

-4

-2

0

2

4

6

y
[c
m
]

(c)

-10 0 10 20

z [cm]

-10

0

10

20

30

y
[c
m
]

(d)

-10 0 10 20

z [cm]

-10

0

10

20

30

y
[c
m
]

Figure 4.45: Scattering positions within the sample environment seen from the side. The
colorscale is logarithmic and measures the amount of scattered intensity within a certain
region of space. Here separated into all orders in panel (a), while 1st order is shown in (b),
2nd order in (c) and 3rd order in (d). Note that panel (b) is zoomed onto the sample and
sample environment windows, because this is the only directly illuminated area. The colour
scales are individual for each panel.

Miller indices 2θ 1st order 2nd order 3rd order Reference
111 38.2◦ 29.7% 1.2% 16.4% 14.2%
200 44.4◦ 10.4% 0.7% 12.0% 9.2%
220 64.5◦ 6.5% 0.8% 9.2% 11.1%
311 77.5◦ 17.6% 72.2% 17.3% 19.0%
222 81.7◦ 3.4% 4.0% 6.0% 5.1%
400 98.1◦ 1.8% 0.6% 3.1% 3.3%
331 111◦ 6.9% 4.0% 10.0% 10.1%
420 115◦ 6.8% 11.6% 10.6% 9.8%
422 135◦ 9.0% 2.9% 7.5% 9.0%
511/333 158◦ 8.0% 1.9% 8.0% 9.1%

Table 4.8: Table over distribution of scattering per powder line for conditional A. The
reference column is the probability for all scattering without any conditional.

4.5.7 Discussion

The comparison between the simulated and measured MARI experiment did show that many
aspects were replicated well by the simulation, but still had a shortcoming in the description
of the empty sample environment. As mentioned, it is believed the primary reason for this
discrepancy is due to texture in the aluminium introduced in production. This explanation
alone is however not sufficient to explain the discrepancy, as this should not change the ratio
between the intensities of the 200 and 400 peaks, yet these are different in measurement and
simulation. The most probable explanations would be an error in the simulation code or an
unknown difference between the simulated and real scattering system.

Since the used experiment was not performed with the intention of being replicated
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Figure 4.46: Scattering positions within the sample environment seen from the top. The
colorscale is logarithmic and measures the amount of scattered intensity within a certain
region of space. Here separated into all orders in panel (a), while 1st order is shown in (b),
2nd order in (c) and 3rd order in (d). Note that panel (b) is zoomed onto the sample and
sample environment windows, because this is the only directly illuminated area. The colour
scales are individual for each panel.

Figure 4.47: Output from simulation of an empty cryostat on the MARI instrument on a
logarithmic scale from 2 to 7 orders of magnitude below the aluminium Bragg peaks.

by simulation, some details were not measured and are impossible to reconstruct to full
accuracy.

A dedicated experiment on MARI or on another beamline would be needed to perform a
detailed experimental validation of the Union components, and such endeavours are always
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Figure 4.48: Output from simulation of an empty cryostat on a logarithmic scale from 2
to 7 orders of magnitude below the aluminium Bragg peaks. Here a source without time
distribution and a narrow energy interval is used to show the multiple scattering features
in more detail. The peaks marked A and B are investigated further in figure 4.50 and 4.51,
respectively.

Figure 4.49: Output from simulation of an empty cryostat on a logarithmic scale, here
filtered to only show events that scattered in the CCR. Only the center high angle detector
bank which covers 12◦ to 134◦ is used.

a prudent exercise for the McStas package overall[69].

The analysis of the multiple scattering background from the MARI cryostat served as
a demonstration of both the new possibilities brought to McStas by the Union components
and the relevance of the problem they solve. It is now possible to easily model complex
sample environments which yield the full multiple scattering signal and can be analyzed in
great detail.

The background analysis done does not correspond to the real instrument due to some
shielding not being simulated, and thus serves to show what this shielding can prevent.
Future simulations will include the additional shielding, and a rerun of the scans over the
incoming energy shown in figure 4.44 can become a useful tool for selecting the best pos-



116 Chapter 4. McStas Union project

Figure 4.50: Scattering positions within the sample environment for rays that satisfy
conditional A shown in figure 4.48. Panel (a) through (c) are from a top view, (a) being all
scattering, (b) only first order scattering (zoomed) and (c) second order scattering. Likewise
panel (d) through (f) are from the side, and (d) is all orders of scattering, (e) only first order
(zoomed), and (f) only second order.

sible energy. Furthermore, the full data set for each energy will be available, allowing the
researchers to view the expected multiple scattering and make sure it is not located in the
(~ω, 2θ) regions that are most important for their experiment.

The investigations of the two peaks in figure 4.48 showed their origins to be related to
the vessel above the sample, not usually suspected of being a major background source.
The instrument responsible have commented that shielding not simulated should prevent
scattering from the upper vessel, which also explains why these multiple scattering peaks
were absent in the measured data.
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Figure 4.51: Scattering positions within sample environment for rays that satisfy condi-
tional B shown in figure 4.48. Panel (a) through (c) are from a top view, (a) being all
scattering, (b) only first order scattering and (c) second order scattering. Likewise panel (d)
through (f) are from the side, and (d) is all orders of scattering, (e) only first order, and (f)
only second order.

Miller indices 2θ 1st order 2nd order 3rd order Reference
111 38.2◦ 5.0% 4.3% 14.2% 14.2%
200 44.4◦ 3.3% 2.4% 6.9% 9.2%
220 64.5◦ 4.9% 2.1% 6.9% 11.1%
311 77.5◦ 62.6% 3.2% 14.8% 19.0%
222 81.7◦ 9.7% 0.9% 4.1% 5.1%
400 98.1◦ 4.2% 0.5% 2.4% 3.3%
331 111◦ 3.1% 1.4% 8.1% 10.1%
420 115◦ 2.7% 1.5% 8.4% 9.8%
422 135◦ 2.2% 1.4% 9.1% 9.0%
511/333 158◦ 2.4% 82.3% 25.1% 9.1%

Table 4.9: Table over distribution of scattering per powder line for conditional B. The
reference column is the probability for all scattering without any conditional.
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4.6 Discussion on Union components

In this section the Union components are discussed in the light of the performed simulations
of the MACS and MARI instruments and subsequent comparison to measurements.

4.6.1 Added capabilities from the Union components

The recreations of experiments performed on MACS and MARI serves to demonstrate the
capabilities available in McStas through the Union components. A new level of detail in
simulation of thermal background can be attained. The most obvious improvements arises
from the complex geometry that can be described with relative ease, but it is also important
to consider the benefits of being able to add an arbitrary number of processes to the same
geometry. Doing so without the Union components required additional logic to switch
between several sample components in the same position, and each ray would thus only be
allowed to do multiple scattering in the selected sample component. With the framework
developed for the Union components, scenarios such as twinned crystals or elastic-inelastic
multiple scattering can easily be simulated, but have not yet been performed. The separation
of scattering physics into processes also simplifies the addition of new physics to the project,
as a developer can focus on a specific type of scattering instead of having to balance several
existing types. There are, however, also disadvantages in splitting up the code, as some tasks
may be easier to do by expanding existing code. The many shorter pieces of code describing
scattering physics is, however, much easier to understand than the traditional large sample
components that also mix geometry calculations and Monte Carlo sampling manipulation
into the code. It remains to be seen if McStas contributors will select to work with entire
sample components or will work in the Union framework.

With the increased capabilities available through the Union components, the amount of
information relevant for simulating an experiment have increased dramatically. Something
as simple as sample holders have rarely been simulated because the tools were not available,
and thus it is not considered relevant to accurately preserve the information. The advent
of inexpensive 3D scanners may help to rectify this somewhat, as the sample holder can be
scanned for with an accuracy better than 0.5 mm, greatly exceeding the accuracy achieved
in this thesis. Handheld scanners can also be used to scan instrument geometry, such
as a goniometer or other open form of sample environment. Software could be made to
decompose the scanned geometry into the shapes supported by the Union components with
some resolution requirements. The user would just need to assign material definitions to
each geometry.

The Union loggers and conditionals are powerful tools as demonstrated with the back-
ground analysis of MACS and MARI. McStas already had logger components for regular
use [77], but they do not have access to other than the global variables, and no alternative
to the conditionals exist. The Union loggers can be attached to certain geometries and
processes, and many useful limits can be used. As seen the scattering in a system can be
displayed spatially, in reciprocal space and as a function of scattering order. The conditional
components adds an additional level of convenience, as the user can investigate what part
of the scattering system contribute to certain recorded features.

4.6.2 User experience

The user experience is an important aspect of any piece of software, as a user will always
balance the effort required to use the software with the benefits of doing so. The data input
method developed for the Union components follows the McStas conventions to a large
extent, but have some significant differences as a consequence of the different structure.
Several possible input schemes were presented to current McStas users, and their critique
was used to streamline the user experience. The most important difference is the need to link
components together, which did exist previously in McStas, but only for single components.
In the Union components an arbitrary number of processes need to be linked together to
create a material. This is accomplished by entering the component names of the processes
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into the input of the Make material component using a comma separated string. Setting up
the geometry is considered easier than usual, as the number of available parameters is low
and each geometrical shape has an independent component. This provides the necessary
context to the user, greatly increasing the readability of the code. Furthermore, an effort
was made to display comprehensive error messages in all cases where it can be determined
that the user made a mistake. These error messages include a probable reason for the failure,
and when possible a list of allowed options as alternatives to the problematic input. This
could for example be a misspelled process name entered into the Make material component,
where both the wrong process name is displayed along with a list of defined processes. Some
issues with usability remain, but these are mostly relegated to advanced use of the software
including several Union master components and masks. Changes in the input system are
expected as feedback from users is imminent after the recent public release of the software
in McStas 2.4 [16].

4.6.3 Performance

One of the main benefits of using McStas for instrument simulations is the performance of
the software. Simulations are to be feasible on a laptop, and jeopardizing this notion is not an
option. The time spent in the trace section when executing the MARI instrument model with
1 · 106 rays and without chopper is less than 6 seconds on the authors laptop. A simulation
with the chopper is faster as only a small fraction of the simulated rays reach the sample
environment. The MARI model consists of 27 volumes, and the execution time is within the
order of magnitude expected for a McStas instrument. The MACS monochromator model
composed of 426 volumes can simulate the standard 1 · 106 rays in less than 20 seconds.
This time is despite having open slits and only simulating a narrow energy band around the
selected energy, resulting in the largest amount of scattering events possible. The MACS
backend with 694 volumes simulates the 1 · 106 rays in just 11 seconds, there is, however,
a large number of rays lost in the collimation between sample environment and kidney, as
only 157 rays are detected in the spectroscopy detectors. Obtaining a total of 1 · 104 rays in
the spectroscopy channels of the MACS backend model thus takes 12 minutes. It is evident
that the performance scaling with the number of volumes is sufficiently good to make it
relevant to study complex geometries on a laptop.

The Union components does, however, add a large amount of possible paths through
the scattering system, which in turn requires a larger number of simulated rays to sample
all possibilities. Furthermore, since multiple scattering is one of the main benefits, the use
of focusing which forces scattering into certain solid angles (usually onto a detector) will
significantly change the results. For these reasons, the computational requirements for using
the Union components are in practice larger than for typical McStas simulations, but still
within reason.

4.6.4 New McStas use cases

The introduction of the Union components opens new potential use cases for McStas, the
most obvious of which is design of sample environments. The level of fidelity achievable
should be sufficient to model for example the influence of different beam window designs or
how parts not directly in the beampath affect the background. Furthermore designers of
sample environments have the entire library of McStas instruments available to test their
designs on different instruments.

Instrument designers can also start using McStas for basic shielding calculations to for
example eliminate cross talk between detector channels. It has even been suggested to
simulate a crude environment of the instrument including air scattering and the immediate
surroundings. It is, however, to be stressed that only thermal neutrons are modelled, and
thus does not allow estimation of dose levels from fast neutron, gamma radiation or similar.
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4.6.5 Outlook

Including a broader library of inelastic processes is the highest priority, as these are necessary
to perform virtual experiments on spectrometers. This could include existing McStas sample
components that are converted to process components or entirely new code. The any-shape
geometry option available in other McStas components should be included as a geometry
component in the Union components.

Future expansions could include surface effects such as refraction and reflectivity, which
would allow some optics to be incorporated into sample environment models. Simulation
of bispectral extraction can be complicated due to the difficulty in predicting the order
of scattering, and thus often includes some logic written by the user. The possibility of
simulating optics with the Union components would make simulation of bispectral extraction
much simpler.

Finally the validation effort should be continued as beamtime for dedicated validation
experiments has been offered both on the MACS and MARI instrument.

4.7 Conclusion on Union components

With the release of the Union components, the capabilities of McStas have increased sig-
nificantly due to the addition of multiple scattering in complex geometries. This has been
achieved while decreasing the work required to add new scattering physics to the package,
as geometry and scattering is separated in the Union components. Scattering physics is fur-
ther divided into processes of which an arbitrary number can be used in the same geometry
with automatic balancing between these. This allows investigation of multiple scattering in
twinned crystals and other complicated systems. An emphasis on user experience have made
the software accessible, and code optimization using logical networks have kept the com-
putational requirement low. The Union components were demonstrated by recreating data
from recent experiments on the triple axis spectrometer MACS and time of flight powder
spectrometer MARI. Both simulated recreations showed overall agreement with the mea-
surements albeit with some deviations. The background on the instruments were analysed
using the included tools, demonstrating the ability to determine the origin of scattering
signals and background.
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ran, P. Šittner, P. Strunz, H.-G. Brokmeier, V. Ryukhtin, L. Kadeávek, M. Strobl,
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A.1 Constraining neutron guide optimizations with phase-
space considerations

This paper is based on calculations and in part simulations included in my master thesis
titled ”Optimizing neutron guides using the minimalist principle and guide bot”, yet was
improved in many ways. The focusing factor was introduced, allowing for continuous tuning
of the expected focusing capabilities of the optimized guide. Scans of optimizations were
redone, and the study of signal fraction was added. The paper was published in Nuclear
Instruments and Methods in Physics Research, Section A.

Abstract

We introduce a method named the Minimalist Principle that serves to reduce the parameter
space for neutron guide optimization when the required beam divergence is limited. The
reduced parameter space will restrict the optimization to guides with a minimal neutron
intake that are still theoretically able to deliver the maximal possible performance. The
geometrical constraints are derived using phase-space propagation from moderator to guide
and from guide to sample, while assuming the optimized guides will achieve perfect transport
of the limited neutron intake.

Guide systems optimized using these constraints are shown to provide performance close
to guides optimized without any constraints, however the divergence received at the sample
is limited to the desired interval, even when the neutron transport is not limited by the
supermirrors used in the guide.

As the constraints strongly limit the parameter space for the optimizer, two control
parameters are introduced that can be used to adjust the selected subspace, effectively
balancing between maximizing neutron transport and avoiding background from unnecessary
neutrons. One parameter is needed to describe the expected focusing abilities of the guide to
be optimized, going from perfectly focusing to no correlation between position and velocity.
The second parameter controls neutron intake into the guide, so that one can select exactly
how aggressively the background should be limited.

We show examples of guides optimized using these constraints which demonstrates the
higher signal to noise than conventional optimizations. Furthermore the parameter control-
ling neutron intake is explored which show that the simulated optimal neutron intake is
close to the analytically predicted, when assuming that the guide is dominated by multiple
scattering events.

My contribution

Performed the entire study and wrote the manuscript with supervision from Kim Lef-
mann.
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a b s t r a c t

We introduce a method named the Minimalist Principle that serves to reduce the parameter space for
neutron guide optimization when the required beam divergence is limited. The reduced parameter space
will restrict the optimization to guides with a minimal neutron intake that are still theoretically able to
deliver the maximal possible performance. The geometrical constraints are derived using phase-space
propagation from moderator to guide and from guide to sample, while assuming that the optimized
guides will achieve perfect transport of the limited neutron intake.

Guide systems optimized using these constraints are shown to provide performance close to guides
optimized without any constraints, however the divergence received at the sample is limited to the
desired interval, even when the neutron transport is not limited by the supermirrors used in the guide.

As the constraints strongly limit the parameter space for the optimizer, two control parameters are
introduced that can be used to adjust the selected subspace, effectively balancing between maximizing
neutron transport and avoiding background from unnecessary neutrons. One parameter is needed to
describe the expected focusing abilities of the guide to be optimized, going from perfectly focusing to no
correlation between position and velocity. The second parameter controls neutron intake into the guide,
so that one can select exactly how aggressively the background should be limited.

We show examples of guides optimized using these constraints which demonstrates the higher signal
to noise than conventional optimizations. Furthermore the parameter controlling neutron intake is ex-
plored which shows that the simulated optimal neutron intake is close to the analytically predicted,
when assuming that the guide is dominated by multiple scattering events.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

The European Spallation Source [1] will be the first neutron
source to utilize a long pulse design [2], and as the time structure
favours long time of flight instruments [3,4], it has spawned a
renewed interest in neutron guide design [5–9]. Recent findings
suggesting novel moderator geometries with limited height [10]
have yet again posed new challenges in guide design. Monte Carlo
ray tracing techniques have been used for decades, starting with
NISP [11] and later McStas [12–15], Vitess [16,17] and ResTrax [18],
but it is only in recent years that the use of numerical optimizers
[19,20] has become a standard tool of the trade. The optimizer will
control parameters in the guide model, and run the underlying ray
tracer for each step in order to maximize a particular figure of
merit (FOM), often taken to be flux on sample within a wavelength
interval.

This optimization technique caused guides to reach new per-
formance levels, and it became relevant to compare the quality of
the beam with the theoretical maximum, which can be described
using Liouville's theorem [21]. The so-called brilliance transfer [22]
is bounded between zero and unity, and expresses the ratio of
phase-space density at the moderator and sample for a given
closed phase-space volume. The requirement of a closed phase-
space volume meant the FOM was changed to the neutron in-
tensity within a fixed sample area, divergence interval, and wa-
velength interval.

Unfortunately, guides designed using numerical optimizers in
this way are only guaranteed to provide a high neutron brilliance,
not a low background. A neutron source generates a large number
of high energy particles that can only be suppressed by large
quantities of shielding, but the typical unrestrained solution from
the optimizer would have an abnormally large guide entrance near
the moderator, which allows also a large amount of these particles
to enter the guide system. In addition, the improved transport
efficiency of these guides allows for a high number of thermal
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neutrons transported that does not contribute to the FOM, and
thus becomes a secondary source of background close to the
neutron instrument. In addition it was observed that running the
same optimization several times would give rise to very different
guide geometries with strikingly similar performance, making it
prudent to optimize the same guide geometry several times in
order to get a solution with reasonable background characteristics.

The long term solution to these problems is obviously to in-
clude detailed background simulations in the Monte Carlo ray
tracing simulation of each guide [23,24] in the optimization pro-
cedure, but as this requires unrealistic amounts of computing
power and considerable amounts of specialized code for every
guide geometry, a simpler solution is highly relevant.

We here propose a principle where analytical calculations on
the propagation of phase-space volumes using acceptance dia-
grams [25] are used to constrain the optimizer to guides with a
reasonable balance between neutron intake and the ability to
reach a brilliance transfer of unity. This is done by considering
propagation from the moderator to the guide, and from the guide
to the sample. Inside the guide, it is assumed the optimizer will
find a solution that transports the entire neutron intake to the end
of the guide. The balance between background reduction and
performance can be tuned using two control parameters with
intuitive meanings, instead of manually scanning e.g. the entrance
dimensions of the guide. We show that this method will effec-
tively reduce the parameter space of the optimizer to guides with
minimal background, still potentially able to reach a brilliance
transfer of unity. Hence we call the method the “Minimalist Prin-
ciple” (MP).

This describes the ideas necessary for understanding the MP
before deriving it, and then show examples on guides optimized
under varying circumstances to highlight the benefits of this al-
ternative method for guide optimization.

2. Reasoning behind the Minimalist Principle

It follows from Liouville's theorem that the phase-space density
at the sample cannot exceed that of the phase-space density near
the moderator. If one requires a neutron beam described by a
closed phase-space volume, it follows that there is a maximum
possible neutron flux in this phase-space volume. This limit is the
foundation of the MP, as there is a point where additional neutron
intake cannot possibly contribute to the brilliance transfer.

When optimizing a guide system with the FOM chosen as the
number of neutrons in such a phase-space volume, there is a
corresponding maximum FOM. It is of interest to find a guide
which delivers a FOM close to this maximum, but it is also im-
portant to limit the potential background from the neutron source.
The background can be split into high energy particles that should
be absorbed by shielding, and unwanted cold and thermal neu-
trons are to be reflected by the neutron mirrors. The high energy
background is not taken into account in this paper, but is expected
to be handled by choosing a guide geometry that allows sufficient
shielding between moderator and sample.

In the MP, geometrical constraints on the guide geometry are
designed to minimize the background from unnecessary cold and
thermal neutrons. This is done by only transporting the neutrons
necessary to fully illuminate the FOM phase-space volume. In or-
der to calculate which neutrons are necessary, the phase-space
volume corresponding to the FOM is propagated from the sample
back to the end of the guide by acceptance diagrams. This yields
the phase-space volume the guide should be able to deliver, and as
this volume has a certain spatial width, the dimensions of the end
of the guide can be determined, which is the first important
constraint.

As it is theoretically possible for a guide to transport a phase-
space volume without increasing its size or decreasing its phase-
space density, the size of the phase-space volume that enters the
guide should be at least equal to the size of the phase-space vo-
lume that the guide must deliver. If the size of the incoming
phase-space volume is smaller than needed, it is not possible to
reach the maximum FOM. By providing the guide with a phase-
space volume of the same size as the one it has to deliver, the
optimal brilliance transfer should be achievable. Increasing the
incoming phase-space volume at this point would only increase
the background if a perfect brilliance transfer is already achieved.
As the incoming phase-space volume size depends on the size of
the guide entrance, the distance to the source and the source di-
mensions, this requirement results in a constraint on these
parameters.

A guide that only delivers the exact phase-space volume nee-
ded to evenly illuminate the sample is considered truly focusing.
Such guides exist, for example the Selene guide system as de-
scribed in [26]. A truly focusing guide will work through single
reflections per guide element, because multiple reflections will
destroy the necessary perfect correlations in phase-space.

Most guide designs rely on multiple reflections. Even a perfect
elliptical guide will have large amounts of the intensity from this
process for anything but point sources [8]. An ideal multiple re-
flecting guide is assumed to have a divergence distribution that is
independent of position, or at least a weaker correlation than that
of a truly focusing guide. Without the focusing ability, the deliv-
ered phase-space needs to be larger than for a focusing guide in
order to cover the FOM. The exact size of this larger phase-space
volume is again derived using acceptance diagrams.

Guides designed using the MP constraints have a more direct
control over the outgoing divergence, which will be limited to the
divergence limits of the FOM in the case of a perfect guide. In
practice there will be unwanted neutrons at higher divergences
than requested on some parts of the sample, but very limited in
comparison to a guide optimized without any constraints. In ad-
dition, the amount of neutrons entering the guide is as low as
possible, under the condition that the guide is still theoretically
able to achieve the maximum possible FOM. This causes lower
neutron losses along the guide than traditional geometries,
yielding a guide which is highly efficient in terms of neutrons
delivered in relation to background generated from absorbing
these neutrons either in the guide or near the sample. It will also
reduce radiation damage on the supermirrors and necessary
shielding along the guide.

3. Derivation of the Minimalist Principle

In this section appropriate terminology and notation is in-
troduced, followed by a derivation of the MP using acceptance
diagrams.

3.1. Phase-space terminology

A phase-space is a space spanned by canonical variable pairs,
here position and velocity are used [27]. The z direction is selected
to be along the beam direction, and the 5 dimensional phase-space
consists of η η λ( )x y, , , ,x y where the wavelength is often ignored as
it does not change inside a neutron guide system. For a compre-
hensive description see [28]. When assuming rectangular cross
sections of the guides, the x and y components are independent
and the phase-space is split into two subspaces, η( )x, x and η( )y, y . A
closed set in a space is referred to as a phase-space volume. The
size of a phase-space volume is defined to be the volume of this
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closed set in the phase-space. The phase-space density of phase-
space volume is the amount of neutrons per second with trajec-
tories within the volume divided with the size of the phase-space
volume. The size of a phase-space volume α is here denoted α( )V
and the density is denoted ρ α( ).

The phase-space volume that enters the guide is called α and
the phase-space volume leaving the guide is called β. The FOM
phase-space volume at the sample is called Ω, and is assumed to
be a rectangle in space with a position independent symmetric
divergence requirement. The brilliance transfer can be written as
ρ Ω ρ Ω( ) ( )/ M with ΩM being the FOM phase-space volume, but
translated to the moderator surface.

With this terminology Liouville's theorem [21] states the size of
a phase-space volume is constant. With the chosen notation,
Liouville's theorem for a guide without gaps can be written as

α β( ) = ( ) ( )V V 1

ρ α ρ β( ) ≥ ( ) ( ). 2

3.2. Notation

The MP considers the beam propagation before and after the
guide, and thus assumes a generic guide setup as seen in Fig. 1,
where the shape and the length of the guide are arbitrary, but the
dimensions at both ends are known. For now it is assumed the
guide is closed meaning without gaps, but the appropriate cor-
rections are described later in the section. All parts of the source,
guide and sample are assumed rectangular, meaning that hor-
izontal and vertical components of the neutron trajectory can be
calculated independently. All calculations are done for a single
direction, but are valid for both if gravity is neglected.

The width of the moderator in the relevant direction is denoted
M, and the distance between the moderator and guide is denoted
LM. The width of the start and end of the guide is denotedW and U.
The distance between the end of the guide and the sample is LS,
and is often small. The width of the sample is denoted S and to-
gether with the divergence requirement, ϕ, describes the FOM. It
is assumed the guide is placed with the center of the guide en-
trance aligned with the center of the moderator, and the center of
the end of the guide is aligned with the center of the sample.

3.3. Beam propagation without guide

A neutron beamwith a given width and divergence distribution
will propagate under simple rules from classical mechanics. The
divergent beam can be easily visualized by acceptance diagrams
[25], as shown for the x direction in Fig. 2. The wavelength range is
ignored as it does not influence the trajectories when gravity is
neglected. Under these conditions the ideal spatial and divergence
distributions are top hat functions. When the beam propagates,
the diagram shears as shown. When propagating a neutron a
distance L, the divergence ηx is unchanged while the transverse
distance travelled can be calculated from

ηΔ = ( ) ( )x Ltan . 3x

Thus a beam where the highest divergence is ϕ and the lowest is
ϕ− will be ϕ( )L2 tan wider when propagated a distance L, as shown

in Fig. 2.

3.4. Propagation between sample and guide

When considering propagation from the end of the guide to the
sample with the objective to reach a brilliance transfer of unity,
the entire FOM must be covered, and since the neutrons at the
extremes of the divergence interval are translated by Eq. (3), the
guide should be Δx2 wider than the sample:

ϕ= + ( ) ( )U S L2 tan . 4s

Any neutrons outside the FOM phase-space volume are con-
sidered background, so it is important to find the smallest possible
phase-space volume that will still cover the FOM. Here a phase-
space volume with the dimension U and entire divergence range

ϕ ϕ[ − ]: is denoted βM and is propagated from the end of the
guide to the sample, which can be seen in Fig. 3. When using a
rectangular phase-space volume at the end of the guide, it is clear
that the FOM is covered, but that some of the propagated phase-
space is outside the FOM area. By propagating the FOM volume
back to the end of the guide, the smallest possible phase-space
volume is found, here denoted βF.

The volumes βM and βF correspond to two extremes in terms of
focusing ability. The βF volume corresponds to perfectly focusing,
as the entire phase-space volume exactly covers the FOM volume
when propagated to the sample. The βM volume corresponds to
the case of a guide relying on multiple reflections, as the correla-
tions between position and divergence are smeared out. In order
to generalize this we introduce the focusing parameter, Y, that
describes a linear transition from the focusing case to the multiple
reflecting case, so that the size of the needed phase-space volume
at the end of the guide can be written as

β ϕ( ) = ( )V S2 5F

Fig. 1. A sketch of the generic guide system investigated when using the MP, and
the variables used to describe it.

Fig. 2. Acceptance diagrams showing propagation without guide. The left side
shows a beam at =z z0 with width X and a uniform divergence distribution be-
tween ϕ− and ϕ . The phase-space at = +z z L0 is shown on the right side, where
the propagation of the beam has caused a shearing of the phase-space volume,
which can be calculated from Eq. (3).

Fig. 3. Acceptance diagram for a guide of width U illuminating a sample of width of
S from a distance of LS. The left part is at the end of the guide, while the right side is
at the sample position. The light grey area is the phase-space volume designated βM
while the dark grey is the phase-space volume designated βF, and the latter
corresponds perfectly to the FOM phase-space volume at the sample position, Ω.
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β ϕ ϕ ϕ( ) = = ( + ( )) ( )V U S L2 2 2 tan 6M S

β ϕ ϕ( ) = ( + ( )) ( )V S YL2 2 tan . 7S

Thus Y¼0 corresponds to perfectly focusing, while Y¼1
corresponds to a guide completely dominated by multiple reflec-
tions. The appropriate value of Y will depend on the geometry of
the entire moderator, guide, sample system including the selected
FOM, and is not known. It is intended that a reasonable value of Y
should be found from experience with similar cases. The highest
possible value of Y¼1 will still be an aggressive reduction of un-
wanted neutrons.

3.5. Supplying the needed phase-space volume size

As the phase-space volume size β( )V is known at the end of the
guide, it is of interest to determine the minimal phase-space size
needed at the start of the guide α( )V in order to illuminate the
FOM phase-space volume.

From Liouville's theorem it is known that phase-space density
cannot be increased, and thus the best case is no reduction in
phase-space density under transport. If one assumes a perfect
guide, it should only be necessary to supply a phase-space volume
with a size identical to the needed phase-space volume:

α β( ) = ( ) ( )V V 8

ρ α ρ β( ) = ( ) ( )9

This is a very ambitious requirement, and will only result in
guides with a high brilliance transfer if a suitable geometry is
within the specified parameter space, and the mirror quality is
sufficient. One can relax the requirement by introducing an illu-
mination factor k, so that

α β( ) = ( ) ( )V kV . 10

Here a guide optimized using the constraint with <k 1 should
not be able to reach a brilliance transfer of unity, unless the fo-
cusing parameter Y has been set too high for the selected guide
geometry. Setting k¼1 corresponds to the case discussed so far.
Using >k 1, will introduce additional background but may also
increase the FOM.

We have experienced that adjusting the parameter k for a range
of guide optimizations is superior to adjusting the guide opening
manually, as one is always aware of the balance between FOM and
background when using k-adjustments.

3.6. Propagating from moderator to guide

In order to calculate the size of the phase-space volume re-
ceived by the guide, the known phase-space volume at the mod-
erator is propagated to the start of the guide. It is assumed that the
moderator emits neutrons in every direction with equal prob-
ability, and thus the phase-space volume emitted is not closed in
the divergence direction. There is thus effectively no top or bottom
in the acceptance diagram. For the small divergence values needed
here, we assume that the sides are straight lines. The acceptance
diagram is propagated forward a distance of LM. From Fig. 2, the
slope can be calculated as

η ϕ
ϕ

=
Δ
Δ

=
( )

≈
( )

a
x L Ltan

1
,

11
x

M M

with divergence measured in radians. The size of the phase-space
volume α which enters the guide is calculated using the appro-
priate acceptance diagram in Fig. 4. The area of the parallelogram
is

α( ) = = ( )V aMW MW L/ . 12M

3.7. Applying the Minimalist Principle

The preceding calculations are sufficient to use the MP, as one
uses the derived equations as constraints in the parameter space
describing the guide geometry. Assuming that a truly focusing
guide can use the entire incoming phase-space volume size, a
combination of Eqs. (7), (10) and (12) gives

α β ϕ( ) = ( ) ⇒ = ( )V kV WM L kS/ 2 . 13F M

In addition Eq. (4) should also be used to ensure not to waste
phase-space volume size by illuminating an area larger than the
sample:

ϕ= + ( ) ( )U S L2 tan . 14S

By applying both equations (for both x and y directions) the
number of free parameters to be optimized is reduced by 4, which
can in many cases be essential. In addition only the guides which
can potentially reach the best possible FOM without over-
illuminating the guide entrance are investigated. The 4 free para-
meters are effectively replaced by 4 tunable parameters that
should not be selected by the optimizer, an illumination factor for
each direction, and a focusing factor for each direction.

3.8. Gaps in the guide

If the guide is not closed, but contains gaps for choppers or
similar, it is not a reasonable assumption that phase-space volume
is conserved along the guide. It can be handled by applying the MP
on the closed guide on each side of the gap, starting from the
sample. The guide piece between the sample and the gap will have
a constraint to determine the end of the guide, but will not have
any constraints for selecting the size of the guide opening after the
gap, which can be chosen by the optimizer. This guide piece will
need a phase-space volume of a certain size which can be calcu-
lated from Eq. (7). The guide piece between the moderator and gap
will consider the guide opening after the gap as the sample, and
from the dimensions chosen, a divergence requirement can be
calculated from the necessary phase-space volume size, and the
MP can thus be applied to the first guide piece. There is, however,
the issue of selecting a reasonable value of the focusing parameter
Y, in this work Y¼1 (non-focusing) has been used for gaps.

3.9. Kink in the guide

A surprisingly efficient way of escaping line of sight is to simply
have a kink in the guide instead of a long bending section. Here a
kink is defined as a gap between two guides, where the second
guide has a new direction. After using the MP on the guide after

Fig. 4. Acceptance diagram for a distance LM after a moderator of width M. A guide
with width W starts here, and the phase-space volume which enters the guide is
denoted α.
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the kink, the needed divergence can be calculated from its phase-
space volume size requirement and start width. It is then of in-
terest to calculate the width and needed divergence from the first
guide so that this requirement is met. This is achieved by the
appropriate phase-space diagram in Fig. 5, where a guide with
divergence requirementϕ is kinked an angle of χ. The guide before
the kink has the width X1, while the width of the guide after the
kink is denoted X2. The second guide is translated a distance t in
order to minimize the needed phase-space volume from the first
guide. The derivation is done only for the case of multiple scat-
tering guides, meaning a focusing parameter of Y¼1, and is a
generalization of the case discussed in Section 3.4.

The beam needed at the guide after the kink will have an in-
creased width when propagated back to the guide before the kink
of ϕ( )L2 tan from Eq. (3), and thus ϕ= + ( )X X L2 tan1 2 . The necessary
translation is found from Fig. 5, as it must satisfy,

χ ϕ ϕ χ ϕ

χ

+ = + ( − ) ⇒ = ( ) + ( − )

≈ ( )

t X X L t L L

L

/2 /2 tan tan tan

. 15
2 1

The needed phase-space volume size for the guide before the
kink is ϕ χ( + )X2 1 . In this derivation it is implicitly assumed that
the second guide will need a symmetric phase-space volume, as
the area directly under the dark grey box in Fig. 5 would also be
received by the second guide, but is assumed to be absorbed due
to the high divergence relative to the second guide. This can
however give some asymmetry at higher wavelengths in kinked
guides.

4. The Minimalist Principle in practice

We now present examples of guides optimized with the MP,
both to show how they differ from guides optimized without these
constraints and to explore the parameters used to adjust the op-
timization within the MP.

4.1. Effect of the Minimalist Principle

In order to demonstrate the MP, a guide is optimized with and
without the constraint in Eq. (10). This will show how the amount
of unnecessary neutrons is limited, as there will not be a limit on

neutron intake in the reference case. In order to illustrate how the
illumination factor affects the results, the optimization using the
MP is done with both k¼1 and k¼1.25.

The guide geometry to be optimized consists of a focusing piece
(a “feeder” [29,30]) before a gap at 5.9 m followed by an elliptic
section, a curved guide, and an elliptic section. The gap length is
20 cm, and the following elliptic guide section has a starting width
of 3 cm. The guide stops 50 cm before the sample, and is not al-
lowed to start closer than 2 m from the moderator. The guides are
curved so that line of sight through the guide is eliminated 5 m
before the end. The remaining geometrical parameters are con-
trolled by the optimizer. The FOM is a 1.5�1.5 cm2 area with a
divergence requirement of 0.75° horizontally and 1.0° vertically.
The wavelength range 1.5–4 Å. The moderator is a 12�12 cm2

square, and the sample is situated 150 m from the moderator. The
supermirror coating of the guide is m¼3 everywhere with
qc¼0.0217 Å�1 [31, Chapter 3.2-9], being the critical scattering
vector for the Ni vacuum interface. The guide is assumed multiple
reflecting, and uses Y¼1 when the MP is applied. These require-
ments are similar to a large amount of guides optimized for ESS
instruments using the TDR [1] moderator description. The opti-
mizations were done using McStas [12–15] and iFit [19], the re-
sulting guide geometries are shown in Fig. 6.

The brilliance transfer as a function of wavelength for the op-
timized guides is shown in Fig. 7. The brilliance transfer for the
guides optimized with the MP normalized to the guide optimized
without is seen in Fig. 8. Here the amount of useful neutrons the
three guides deliver to the sample is compared, as only neutrons
which are within the spatial and divergence requirement are
considered.

Fig. 5. The acceptance diagram after a kink with length L and angular change χ. The
guide before the kink ends with dimension X1 just large enough to evenly illumi-
nate a guide with width X2 and divergence requirement ϕ angled χ relative to the
first guide. The light grey box is the output of the first guide, while the dark grey
box is the needed phase-space volume for the second.

Fig. 6. Geometry of the three guides to be compared: (a) is with the MP and k¼1
where (b) is with k¼1.25 and (c) is without the MP.
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It is clear that the guide optimized without the MP has the
highest brilliance transfer at all wavelengths, but the difference
down to the guide with k¼1.25 is quite small. The guide with k¼1
has an integrated brilliance transfer of 80% of the guide optimized
without the MP. The small decrease in brilliance transfer at larger
wavelengths for the guide with k¼1 is caused by gravity and not
punished by the optimizer as the FOM wavelength range is 1.5–
4 Å.

Fig. 9 shows the horizontal acceptance diagrams used to
compare the guides performance in terms of homogeneity of di-
vergence and spatial distributions. As the acceptance diagram
shows a larger phase-space volume than the FOM, they also show

neutrons transported that did not enter the FOM. The guide op-
timized without the MP has the most homogeneous phase-space
volume inside the FOM box, as the guides designed with the MP
have some structure in the form of thin lines with lower brilliance
transfer. However, for many applications these small features are
of little importance as they are much smaller than the instrument
resolution.

The guides optimized with the MP have far fewer neutrons
transported outside the FOM box. At low wavelengths where the
transported divergence is limited by the coating of the super-
mirrors, the solutions are very similar. At higher wavelengths, the
guide optimized without the MP starts to expand the divergence
distribution beyond what was requested, while the guide opti-
mized with k¼1 does not have any additional phase-space volume
size to allow for that, and thus has a divergence which matches the
requested even at larger wavelengths. The guide optimized with
k¼1.25 does go to higher divergence than requested, but still
reaches a limit where the divergence is not increased further (not
shown).

Note that the corners of the FOM box are just covered by the
transported phase-space volume because Eq. (4) was used, even
when optimizing without the MP.

The behaviour shown in the acceptance diagrams signifies that
the guides designed with the MP would have an advantage in
terms of signal to noise. This is explored as a function of wave-
length in Fig. 10 where the neutrons within the FOM volume is
counted as signal, and noise is counted as all other neutrons in a
10�10 cm2 area centred at the sample position. This area
corresponds to typical sample environment sizes where slits are
commonly used to reduce the background from the unnecessary
neutrons, and here we explore how much this task can be reduced
by using the MP. As with the acceptance diagrams we see similar
performance in the low wavelength regionwhere the performance
is limited by the supermirrors, but at higher wavelengths the
unwanted high divergence neutrons in the reference case results
in a large advantage for the guides optimized with the MP. When
comparing the two guides optimized with the MP, we see the
highest signal to noise for the guide optimized with k¼1 as ex-
pected from the derivation, but the guide with k¼1.25 is close.
This indicates that illumination factors slightly above 1 are very
interesting, as the performance is improved with only a small loss
in signal to noise.

4.2. The effect of the illumination factor

We now investigate how guides optimized by using the MP
perform as a function of the illumination factor, k. Four different
guide geometries are optimized using the MP for a range of k
values. The FOM is a 2�2 cm2 area with a divergence requirement
of 0.75° for both directions and a wavelength range of 1–4 Å. The
source is 12�12 cm2, and the sample is located 160 m from it. A
coating of m¼3.5 was used in the entire guide.

� Elliptic guide.
� Parabolic defocusing to curved guide followed by parabolic

focusing.
� Parabolic feeder ending at 6.5 m from the source connected to a

1 m straight 3 cm wide guide followed by an elliptic guide.
� Guide composed of three sections with flat mirrors.

Fig. 11 shows the resulting brilliance transfer for these guides
optimized over a range of illumination factor values with the
focusing factor Y¼0, meaning the guides are assumed truly
focusing. Examples of the optimized geometries are shown in
Fig. 12. It is expected that the brilliance transfer should asympto-
tically reach a saturation value at high illumination factors where

Fig. 7. Brilliance transfer as a function of wavelength for the three guides opti-
mized under different conditions. Graph (a) is with the MP and k¼1 where (b) is
with k¼1.25 and (c) is without the MP. All guides were optimized for the wave-
length band 1.5–4 Å.

Fig. 8. Brilliance transfer as a function of wavelength for the two guides optimized
with the MP normalized to the brilliance transfer of the guide optimized without.
Graph (a) is for k¼1 while (b) was optimized using k¼1.25.
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additional incoming neutrons simply does not add to the brilliance
transfer.

In Fig. 13 a similar scan has been made, but with a focusing
factor of Y¼1, assuming that the guides are not able to focus on
the sample. The optimal geometries are similar to the results for
the truly focusing case shown in Fig. 12, but their entrances have a
slightly larger solid angle as seen from the moderator. In this case
the brilliance transfer of all guides levels off at higher illumination
factors as they approach a saturation brilliance transfer. The ta-
pered guide clearly reaches a limit earlier than the remaining
guides in this comparison. At low illumination factors, the elliptic

guides perform better than expected, as the brilliance transfer
exceeds the minimalist factor, which means it must have some
focusing ability. The important prediction of the MP is that the
start of the flat part of the brilliance transfer curve should be at or
close to k¼1, after which there should be diminishing returns of
accepting more neutrons into the guide. For the tested guides this
seems to happen somewhere in the range = [ ]k 1: 1.25 , which is
close to the prediction.

The brilliance transfer saturates well below the actual perfor-
mance limit of unity from Liouville's theorem. This can be ex-
plained by the high requirements for the guide compared to the

Fig. 9. Horizontal acceptance diagrams for the sample position for two different guides shown for five different wavelengths (rows). The left column is for a guide optimized
with the MP and k¼1, while the column to the right is for a guide optimized without any restrictions on the incoming phase-space volume.
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used mirror quality. A brilliance transfer above 80% (70% without
line of sight through guide) is, however, a respectable performance
in this case, and is achieved with an overillumination of 25% this
corresponds to ≈1. 25 1.562 times more neutrons thanwith k¼1, a
factor of k for each direction.

As the brilliance transfer values in both Figs. 11 and 13 are
averages over the wavelength band, they do hide some complex-
ity. Over the wavelength range the brilliance transfer of the guides
changes from being limited by the supermirror quality to being
limited by neutron intake, and both contribute to the values
shown in the figures. We have, however, selected not to show
brilliance transfer for smaller wavelength ranges as they are si-
milar to the averaged case.

4.3. Analysing guide data using the Minimalist Principle

Here we investigate the relation between the phase-space in-
take recommended by the MP, and those selected by an optimizer

without the derived constraints. Data from a previous publication
[29] is analysed, as it contains a large amount of guides optimized
for different FOM's without use of the MP. The optimized guides all
have a pinhole at 6.0 m from the moderator, and an elliptic guide
to transport from pinhole to sample. The performance increase
gained by inserting a parabolic feeder before this pinhole was
investigated. The phase-space volume size received by each guide
will be compared to the phase-space volume size recommended
by the MP under different assumptions.

Even though there is a small gap between the pinhole and the
start of the elliptical guide, this is not taken into account when

Fig. 10. Signal to noise for a guide designed without the use of the MP compared to
two guides designed using the MP, but with illumination factors of k¼1 and
k¼1.25 respectively.

Fig. 11. Scans of the illumination factor k for four different guide geometries which
are all assumed truly focusing, Y¼0. From highest performance to lowest there is
the elliptic guide (black), the curved with parabolic focusing (grey), the elliptic
guide with feeder (black dashed) and the straight tapered (grey dashed). All bril-
liance transfers are for the entire wavelength range of 1–4 Å. Examples of the
geometry of each guide are displayed in Fig. 12.

Fig. 12. Examples of the geometry of the four investigated guides with the focusing
parameter Y¼0 and all with illumination factor k¼1. The elliptic guide (a), the
curved with parabolic focusing (b), the elliptic guide with feeder (c) and the
straight tapered (d).

Fig. 13. Scans of the illumination factor k for four different guide geometries which
are all assumed multiple scattering, Y¼1. From highest performance to lowest
there is the elliptic guide (black), the curved with parabolic focusing (grey), the
elliptic guide with feeder (black dashed) and the straight tapered (grey dashed). All
brilliance transfers are for the entire wavelength range of 1–4 Å. The geometries are
similar to the truly focusing case shown in Fig. 12. Here we see the brilliance
transfer reaching a plateau just above k¼1.
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applying the MP because the relation between pinhole size and
opening of the elliptic guide behind can be chosen by the opti-
mizer such that no neutrons are lost.

With this assumption, the MP will recommend the required
phase-space at the start of the guide to be equal to the phase-
space volume size required at the end of the guide. This phase-
space volume size is calculated using Eq. (7). Here we investigate
the data for the extreme cases of no focusing, Y¼1, and perfect
focusing Y¼0.

Since the minimalist concept was not used to optimize the
guides in Ref. [29], the phase-space volume size which enters the
guide is not in general equal to the minimalist requirements. In the
following the size of the received phase-space volume is calculated
using Eq. (12).

For guides optimized without using the minimalist concept, a
unitless scalar, P, is defined, that describes the ratio between the
phase-space volume size received by the guide and the size re-
commended by the MP with k¼1. It is clear that the value of P will
depend upon the focusing parameter, Y, the FOM and the geo-
metry of the guide and moderator.

Since the guides investigated in Ref. [29] are identical in the
horizontal and vertical directions, the phase-space volume sizes
for one of these are calculated and squared in order to get the full
phase-space volume size. The value is calculated using Eqs. (12)
and (7):

ϕ ϕ
= =

( + ( )) ( )

⎛
⎝⎜

⎞
⎠⎟P

WM
L S YL

recieved PS size
needed PS size 2 2 tan

.
16M S

2

The value of P will be compared to the brilliance transfer ob-
tained for each individual guide, here denoted B. When calculating
the brilliance transfer, the FOM phase-space volume is used, here
with a sample area of 1�1 cm2, a wavelength interval of 2–10 Å
and the specified divergence requirement.

If the assumptions are fulfilled for guides optimized using the
MP, the relation ≥P B should be true, as any non-ideal guide
would lose some phase-space density under reflections. Since

≤B 1, it is expected the data will be close to but below B¼P for
≤P 1, and B¼1 for >P 1. This prediction is referred to as the

theory line. When the assumptions used are not fulfilled, it is
possible for data points to lie above the B¼P line, for example by
using a focusing factor larger than appropriate. The value of B will
however never exceed the Liouville limit (B¼1).

For guides optimized without the MP, the situation is not as
clear because they can have a guide end which is narrower than
the minimalist constraint, and thus gain some efficiency at the cost
of inhomogeneous sample illumination. Because of this, guides
with >Y 0 can have >B P when <P 1, even when delivering a
rectangular shaped phase-space volume at the end of the guide,
but the divergence distribution will be dependent on position.
When assuming a guide is truly focusing (Y¼0), the minimalist
limit reduces to the Liouville limit, and thus every data point must
be below or at the theory line, regardless of using the MP or not.

In Fig. 14, the brilliance transfer is plotted against the ratio of
received to needed phase-space size, P when using Y¼0 in Eq.
(16). Here two groups of guides separated in P are clearly visible,
and correspond to guides with and without feeder. The guides
without feeder are much closer to fulfilling the assumptions, as
they are closer to the theory line. It is clear that an assumption of a
perfectly focusing guide is better for a single ellipse than a feeder
followed by an ellipse, but it is still surprising that most feeder
guides received phase-space volume sizes more than a factor of
hundred over the theoretically needed. It can be argued that a
higher coating m-value would cause the guides without feeder to
approach the theory line, but it is hardly relevant as expensive
m¼6 coatings are used.

In Fig. 15 a similar plot is made, but using Y¼1 in Eq. (16),
corresponding to guides without any focusing ability, which thus
need a larger phase-space volume, decreasing the value of P for
each guide. Under these assumptions P will also depend on the
distance between the end of the guide and the sample LS, which is
50 cm in all cases shown here. It is worth noting that the differ-
ence between the needed phase-space volume in the focusing and
multiple reflecting case is proportional to this distance.

The guides without feeder have brilliance transfer which sur-
pass the theory for lower values of P, either because of focusing or
higher efficiency from inhomogeneous illumination of the sample.

The brilliance transfer for the guides without feeder saturates
close to P¼1. This is the most important prediction of the theory.
Had a guide of this geometry been designed to be at P¼1, it would
be able to achieve a brilliance transfer of approximately 95%,
where solutions with P¼10 are only a few percent better. To ob-
tain these last few percent in brilliance transfer one would have to
accept a 10 times increase in neutrons that enters the guide, and
thus almost 90% of these would have to be absorbed along the
guide or in slits near the instrument which will only contribute to
unwanted background.

The guides that use a feeder are not close to the theory line.
This implies that they are not particularly efficient in terms of the
amount of neutrons accepted by the guide to reach a certain
brilliance transfer. If the optimizer system is not punished for the

Fig. 14. Comparison of optimized brilliance transfer obtained, B, and ratio P be-
tween incoming and required phase-space volume size, for the guides [29]. Here
the guides are assumed truly focusing and the entire incoming phase-space size
volume is expected to be useful. The solid black line is the maximal performance
achievable according to the MP under the stated assumptions. The marker symbols
are explained in Table 1.

Table 1
The markers used in Figs. 14 and 15 to indicate which guide from [29] each point
corresponds to. Each marker appears 5 times, reflecting 5 pinhole settings.

Property Marker description

Guide Black Grey
No feeder Feeder

Divergence ± °0.5 ± °1.0 ± °2.0
Small Medium Large

Length 24 m 75 m 150 m 300 m
Star Square Circle Triangle
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over intake, it is clear that very large intake values can be ob-
tained. If the minimalist concept was used to optimize such a
guide, the constraints would force the guide to be more con-
servative with the phase-space intake, and most likely find solu-
tions closer to the theory line, but probably with lower brilliance
transfer.

5. Discussion

Using the MP changes the way a guide is designed. There are
several new choices to be made and consequences which should
be understood. This section will discuss the problems it solves as
well as the problems it generates.

5.1. Performance

Guides optimized without the MP have every geometrical
parameter available to the optimizer. Thus the minimalist opti-
mization will happen in a subspace of the parameter space and
should therefore not be able to surpass this method in terms of
brilliance transfer on sample. The success of the MP depends on its
ability to select a parameter space which ensures minimal back-
ground while still allowing for performance close to the global
optimum.

From the comparison between a guide optimized with the MP
and without, we clearly see the expected increase of signal to
noise, mostly for higher wavelengths as the guides can transfer
neutrons with divergence beyond the requested. This excess di-
vergence is however avoided when using the MP. The increase in
signal to noise from the MP thus starts at the wavelength where
the typical reflections for reaching a divergence higher than FOM
are within the critical scattering vector of the supermirrors,
making the relevance of the MP highly dependent on the FOM,
mirror choice and wavelength band.

From the acceptance diagrams we see the behaviour close to
the theoretical prediction for Y¼1, meaning the guides are not

focusing. The loss in performance when using the most aggressive
background suppression, k¼1 was only 20% when averaging over
the relevant wavelength band, and with the slight increase to
k¼1.25, we see a performance loss of less than 10%.

The scan of the illumination factor k showed the expected re-
sults when using Y¼1, as a plateau occurred where additional
incoming neutrons did not add significantly to the brilliance
transfer. Furthermore, the point at which this happens was close
to the theoretically predicted from the MP. The scan with Y¼0 did
not correspond well with the theory, which can be explained ei-
ther by the used guides not being focusing, or a failure of the
theory to accurately describe the data in this limit.

The MP was used to view data from a previous publication [29]
in a different way, and showed that the addition of a parabolic
focusing element before the pulse-shaping chopper does increase
brilliance transfer, it is also very inefficient in terms of the ratio
between neutrons entering the guide, and hitting the sample. The
guides without a focusing element were much closer to the theory,
but again only when they were considered multiple scattering
(Y¼1), and in this case the MP accurately predicted the optimal
neutron intake. The brilliance transfer as a function of intake was
surprisingly sharp, as just a small decrease from the optimal value
would lower performance drastically, while a small increase would
have little effect.

5.2. Advantages and disadvantages

The MP as presented here is per construction used to find the
limit where only an ideal guide would be able to deliver the per-
fect result, here being a brilliance transfer of unity. It is the task of
the optimizer to find such a solution, and it may not even be in the
given parameter space.

Since the brilliance transfer is limited to be less than unity, it is
very clear from the optimization results that the guide is close to
the optimal. In the case where the brilliance transfer is not sa-
tisfactory, it is possible to increase the size of the incoming phase-
space volume with the illumination factor, k. The FOM increases
when the guide is supplied a larger phase-space volume ( > )k 1 ,
this may be necessary. If the FOM does not increase, the limitation
could be insufficient coating quality. This makes it imperative to
calculate the brilliance transfer and not just the intensity on
sample, as the brilliance transfer indirectly shows the losses in the
guide, when k¼1.

Working in units of the illumination factor will make it easy to
balance between efficient low background guide (k close to unity)
and overillumination of the guide entrance which give higher
performance and background (larger k). Without this information,
the optimizer will search among guides with vastly different ef-
ficiencies, or a needlessly restricted parameter space.

Using the MP will stop the optimizer searching among guides
which do not receive sufficient phase-space ( < )k 1 to obtain the
maximal FOM. Experience with very small moderators does,
however, show that <k 1 can be beneficial, as k¼1 can lead to
unreasonably large guide entrances that results in high angles of
incidence, meaning the goal of a brilliance transfer at unity is
unrealistic in any case.

Selecting a reasonable value for the focusing parameter Y be-
fore an optimization is necessary, as letting this parameter be
determined by the optimizer will almost certainly result in the
uncorrelated value Y¼1, because this will allow both higher signal
and background, where the FOM only considers the signal. When
using a FOM that punishes background intensity, it may be rea-
sonable to let the focusing parameter be a free parameter. A
classical straight guide with parallel mirrors will not focus in any
way, and thus needs Y¼1, where the Selene type guide system
[26] is truly focusing and can still perform perfectly with Y¼0. In

Fig. 15. Comparison of optimized brilliance transfer obtained, B, and ratio P be-
tween incoming and required phase-space volume size, for the guides in [29]. Here
the guide is assumed multiple reflecting and the entire incoming phase-space size
volume is expected to be useful. The solid black line is the maximal performance
achievable according to the MP under the stated assumptions. The marker symbols
are explained in Table 1.
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addition this consideration should include the size of the mod-
erator, which e.g. in the case of a single ellipse will determine the
correlation between position and divergence necessary for fully
exploiting the focusing abilities.

In addition there are real-world problems to consider when
recommending building a guide on the limit of what is possible in
terms of efficiency. Misalignment of guide segments in a guide
designed without the MP is not problematic with today's precision
[22]. When designing a guide with the MP and a minimalist factor
of k¼1, the guide will not be overilluminated, and thus any
amount of phase-space lost will decrease performance. Because of
this it is advised to check guides designed using k close to 1 for
sensitivity to alignment, which may be improved by increasing the
value of k.

In any case the simple equations derived for the MP will help
understanding the consequences of pre-selected parameters. For
example how the distance between the sample and guide will
affect the signal to noise ratio for a multiple reflecting guide. Re-
ducing this distance improves the efficiency of such guides,
especially for small samples, as it lowers the required phase-space
volume size. This fact may be missed in usual optimizations.

5.3. Outlook

The Minimalist Principle could be expanded to either take
coating values of the guide into account, or to calculate the ne-
cessary coating values within the guide. Here the most important
part would be the first and last reflections. At the moderator a
limited coating m value effectively reduces the ingoing phase-
space volume by limiting the maximum possible divergence, this
could be added to the model by adjusting the acceptance diagram
in Fig. 4. Alternatively one could calculate the appropriate coating
for the start of the guide from these figures, but this would change
the coating for each optimization step, which would need a cost
function in the figure of merit. In a similar way one can calculate
the appropriate coating for the last part of the guide by propa-
gating the FOM phase-space volume back from the sample into the
guide and find the angle of incidence for the last reflections.

It would be interesting to calculate the necessary shielding for
guides designed with and without the MP, as the reduced amount
of background along the guide should lower this requirement. The
cost of shielding is roughly equivalent to that of the guide, so
savings here can be quite significant.

As it is time consuming to do a full guide optimization, and
adding the MP constraints to the optimization can be difficult, a
program called guide_bot is under development which will write
the McStas and iFit codes necessary for running such optimiza-
tions. Here it will be possible to create optimizations with or
without the MP, minimizing the effort needed to evaluate if the
MP is of benefit in a specific case.

6. Conclusion

Basic constraints on the geometrical parameters describing a
neutron guide to be optimized were derived under the assumption
of a FOM at the sample position which has limits in both position
and divergence. These constraints ensure that only a minimal
amount of neutrons are allowed to enter the guide while still al-
lowing for a performance close to the theoretical limit. It was
shown to be practically applicable in realistic examples using
Monte Carlo ray-tracing simulation, where it was demonstrated
that the resulting guides clearly limit excessive divergence, even at
higher wavelengths, while suffering very little performance loss.
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A.2 The automatic neutron guide optimizer guide bot

This paper was accepted for publication in Nuclear Instruments and Methods A. The paper
is based partly on content from my master thesis titled ”Optimizing neutron guides using the
minimalist principle and guide bot”. The software package guide bot was further developed
significantly after the submission of the master thesis adding such features as additional
sources, support for newer McStas releases, support for other clusters and additional op-
timization options. In the paper, only the simulation validating guide bot against earlier
publications were from the master thesis, the remaining simulations were performed after
the submission of the master thesis.

Abstract

The guide optimization software guide bot is introduced, the main purpose of which is to
reduce the time spent programming when performing numerical optimization of neutron
guides. A limited amount of information on the overall guide geometry and a figure of merit
describing the desired beam is used to generate the code necessary to solve the problem. A
generated McStas instrument file performs the Monte Carlo ray-tracing, which is controlled
by iFit optimization scripts. The resulting optimal guide is thoroughly characterized, both
in terms of brilliance transfer from an idealized source and on a more realistic source such
as the ESS Butterfly moderator. Basic MATLAB knowledge is required from the user, but
no experience with McStas or iFit is necessary. This paper briefly describes how guide bot
is used and some important aspects of the code. A short validation against earlier work
is performed which shows the expected agreement. In addition a scan over the vertical
divergence requirement, where individual guide optimizations are performed for each cor-
responding figure of merit, provides valuable data on the consequences of this parameter.
The guide bot software package is best suited for the start of an instrument design project
as it excels at comparing a large amount of different guide alternatives for a specific set of
instrument requirements, but is still applicable in later stages as constraints can be used to
optimize more specific guides.

My contribution

The content of the publication were all performed by myself as I am the sole author.
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Abstract

The guide optimization software guide bot is introduced, the main purpose of which is to reduce the time spent programming
when performing numerical optimization of neutron guides. A limited amount of information on the overall guide geometry and
a figure of merit describing the desired beam is used to generate the code necessary to solve the problem. A generated McStas
instrument file performs the Monte Carlo ray-tracing, which is controlled by iFit optimization scripts. The resulting optimal guide
is thoroughly characterized, both in terms of brilliance transfer from an idealized source and on a more realistic source such as
the ESS Butterfly moderator. Basic MATLAB knowledge is required from the user, but no experience with McStas or iFit is
necessary. This paper briefly describes how guide bot is used and some important aspects of the code. A short validation against
earlier work is performed which shows the expected agreement. In addition a scan over the vertical divergence requirement, where
individual guide optimizations are performed for each corresponding figure of merit, provides valuable data on the consequences of
this parameter. The guide bot software package is best suited for the start of an instrument design project as it excels at comparing
a large amount of different guide alternatives for a specific set of instrument requirements, but is still applicable in later stages as
constraints can be used to optimize more specific guides.
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1. Introduction

Neutron guides are part of almost every neutron scattering
experiment as they transport the neutrons from the source to
the instrument. Their design have been unchanged for many
years, but due to recent advancements the geometrical part of
their design has been revisited [1–8]. Using advanced ballistic
shapes instead of simple parallel mirrors, the performance and
possibilities have increased dramatically. Each guide is tailored
to each instrument and considerable resources are devoted to
both design and construction.

The neutron guide allows instruments to be situated further
from the source, which is beneficial as more instruments can
use a single source, it allows time of flight instruments on
pulsed sources to reach the length required for their desired res-
olution and the instruments escape the high radiation environ-
ment near the neutron source. Transporting the neutron beam
some distance reduces the background, but it is also important
to design the guide in a way that allows for shielding between
the moderator and the experiment. This is known as ”breaking
line of sight”. This will suppress all background that is not able
to be reflected by neutron supermirrors, such as fast neutrons,
and is an important feature of most modern guides. Neutrons
that are reflected by the supermirrors, but appear outside the de-
sired beam description are described as thermal background and
should be limited. This type of background can be completely
avoided using the Selene concept [7, 8] where two 1-sided ellip-
tic mirrors are used to image the source to the sample, but this

∗Corresponding author
Email address: mads.bertelsen@gmail.com (Mads Bertelsen)

concept has limitations on the divergence that can be delivered.
The thermal background can also be controlled using the Min-
imalist Principle [9] which describes analytical constraints that
will limit the neutron intensity entering the guide to a minimum
with only a small loss in usable intensity.

Today a large amount of guide design is being performed
in relation to the European Spallation Source (ESS) [10]. The
neutron guide design work is predominantly performed using
Monte Carlo ray-tracing simulations [11–20], and often nu-
merical optimizers [21, 22]. These packages enable the user
to build a guide system section by section, and have relatively
limited computational requirements. Numerical optimization is
thus feasible on a single computer in the order of hours. Such
an optimization will maximize a scalar value called the figure
of merit (FOM), most commonly the intensity within a certain
sample area, divergence range and wavelength range.

The current challenge in guide design has become to select
the best possible guide among the vast number of possibilities.
This includes investigating how much the background and cost
can be limited before the performance of the instrument is jeop-
ardized. Even though the number of possibilities is great, often
only a few solutions are conjectured, optimized and then com-
pared, hardly exploring the full solution space.

Here the program guide bot is presented which automates
the geometrical part of guide optimization and simplifies this
task so that no prior experience with the underlying ray-tracing
software is necessary. The numerical simulations are done us-
ing generated McStas [11–15] and iFit [22] files, while plotting
is done within MATLAB. The input method is flexible enough
to cover most relevant guide types and allows the entire range

Preprint submitted to Nuclear Instruments and Methods A June 10, 2017



from optimization of all geometrical parameters to a fixed ge-
ometry. It is possible to investigate different methods of break-
ing line of sight as well as adjust the point at which the line of
sight is measured. The background from thermal neutrons that
does not contribute to the FOM can be minimized by enabling
simultaneous use of the Minimalist Principle [9]. Examples are
shown that demonstrate the optimized guides provide an overall
high performance within the given FOM. Several guides have
been designed using guide bot [23–26].

The aim is to enable a guide designer to investigate orders of
magnitude more geometries in a similar time, leading to more
informed decisions when selecting the final geometry for the
guide of a neutron instrument under construction or upgrade.

2. guide bot

The main task of guide bot is to quickly optimize the ge-
ometrical part of neutron guide design for a specified overall
geometry. This is accomplished by having the program read a
simple input file describing the problem and generate the code
needed to complete that task; which will in turn solve the origi-
nal problem when the generated code is compiled and executed.
guide bot itself runs in MATLAB, but the generated code is in
multiple programming languages linked together by scripts that
are easily executed. The required ray-tracing simulation is per-
formed using the generated McStas instrument file that describe
the desired guide system. Generated iFit scripts control both the
guide optimization and visualization of results.

MATLAB was selected because it has the necessary plotting
functionality, and is widely used in the community. The add-
on iFit [22] enable control of McStas through MATLAB, and
has comprehensive optimization libraries. The clusters avail-
able at the ESS Data Management and Software Centre and
Paul Scherrer Institute Scientific Computing group both use the
queue management system SLURM [27] which is supported by
guide bot.

The following sections will describe the important parts of
the code and the use of guide bot.

2.1. guide bot input file

The input file is a short MATLAB script the contents of
which the user will edit to correspond to the desired guide ge-
ometry and optimization. The mandatory input consists of de-
scribing a FOM, which here refers to a closed phase-space vol-
ume, meaning a fixed area, divergence range and wavelength
range. The average brilliance transfer [9] is calculated by nor-
malizing the intensity in one phase-space volume with the in-
tensity in the same phase-space volume placed at the source.

The total length between source and sample is fixed as is the
distance between guide-end and sample. The distance between
source and guide start is optimized, however the user must de-
fine the interval of allowed starting distances.

A homogeneous rectangular source is always used for calcu-
lation of brilliance transfer, and the dimensions of this source
are given as input. In addition, a more realistic source is chosen
which is used for calculation of the absolute intensities. In most

Module Explanation McStas component
S Straight guide guide gravity
E Elliptic guide Elliptic guide gravity
P Parabolic guide Elliptic guide gravity
G Gap Arm
K Kink Arm
C Curved guide Bender

Slit Slit Slit
Selene Selene guide Elliptic guide gravity / Arm / Slit

Table 1: The available modules of which an input string describing a guide can
be assembled.

cases the optimization is performed on the rectangular source.
However the optimization can be performed on the ESS TDR
and Butterfly sources[11, 28] including optimizing the angle at
which the guide views the moderator. Optionally, the optimiza-
tion can be performed on the rectangular source, and the opti-
mized guide is then placed on the realistic source where only
this angle is optimized.

The guide geometry is described using a character string,
which corresponds to a linear succession of guide elements.
The following input string will generate an optimization of a
guide consisting of a straight section using flat mirrors, a curved
guide section and finally an elliptic guide section.

S C E

A single part of such an input string (separated by spaces) is
referred to as a module, and the currently available modules in
guide bot are listed in table 1.

In the example, no details other than selecting the sequence
of guide elements are given. Hence, the resulting guide opti-
mization will have all possible geometrical parameters for the 3
modules as free parameters in the numerical optimization. This
may not be appropriate for a particular application, as certain
constraints could be needed. These are incorporated for each
module by adding options. In the following input string, such
options are used to constrain the optimization, both by adjusting
the optimization limits and by locking certain parameters.

S(maxStartHeight=0.1)

C(maxlength=20,start=6.5,StartWidth=0.03) E

This input string adds a height limit to the start of the first
straight section of 10 cm and locks the starting position of the
curved section to 6.5 m from the source. Furthermore, the width
of the curved guide at its starting position is locked to 3 cm,
while its length is limited to a maximum of 20 m. The full list
of available options is described in the manual distributed with
the software [11].

If an input string contains a curved section or a kink, both
commonly used to break line of sight through a guide, guide bot
will assume breaking line of sight is the intention and dynami-
cally select a curvature or angle deviation just sufficient to break
line of sight between the start and end of the full guide. The
guide curvature or angle deviation will thus depend on, for ex-
ample, the guide width and where in the guide the curved sec-
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tion is placed. It is possible to adjust this behaviour by select-
ing, e.g., a smaller section of the guide line of sight should be
broken over or to break line of sight multiple times in differ-
ent sections. This system can be disabled by selecting suitable
options. Further details are described in Appendix A.

2.2. McStas instrument file

The McStas instrument file contains the necessary input pa-
rameters in the basis appropriate for the numerical optimizer,
and the code for transforming these parameters to the type
needed for the individual McStas components. The instrument
file also contains a piece of ray-tracing code that will control
how line of sight is broken for this particular user input.

Each of the modules used in the geometry input string will
typically correspond to a single instance of a McStas compo-
nent in the instrument file, and the components used for each
module are listed in table 1.

Most of the written McStas instrument file is intended to be
human readable, especially the trace section containing the Mc-
Stas components. The initialize section containing the trans-
formation of the parameter space and the added ray-tracer is,
however, not meant to be changed by the user.

2.3. Butterfly source

The current ESS baseline moderator, nicknamed the butter-
fly, have been included in the McStas package from version 2.3,
and is depicted in figure 1. The thermal water moderator is lo-
cated between two para-H2 moderator wings. Each beamline
is aimed at a spot between the thermal moderator and the cold
moderator wing closest to corresponding beamport. Hence it is
important to select an appropriate viewing angle so that the op-
tical axis of the guide views the correct moderator, which can
be optimized by guide bot.

Figure 1: McStas mcdisplay output for butterfly moderator component, here
oriented for the North sector beamline 5.

Constant Description Value
R0 Low angle reflectivity 0.99
qc Critical scattering vector 0.0217 Å−1

W Width of cut-off 0.003 Å−1

α Reflectivity slope 6.07 Å

Table 2: Standard constants used for the reflectivity model (1), where the criti-
cal scattering vector qc is from [29].

2.4. Reflectivity curves

The supermirror reflectivity R(q) is a unit-less quantity that
describes the probability for a neutron to be reflected by a su-
permirror as a function of the scattering vector q perpendicular
to the supermirror. Supermirrors are characterised by their ef-
fective critical edge mqc, which is given as a multiple of the
critical scattering vector from the Nickel-Vacuum interface, qc.
The constant m is named the m-value.

Since the neutron ray-tracing is performed by McStas, the re-
flectivity models available in guide bot are those implemented
in most McStas components. There are two models available,
a fully adjustable first order model, and a second order model
with only the m-value as a free parameter.

The standard McStas reflectivity model described by equa-
tion (1) is used as default, and the resulting reflectivity curves
are shown in figure 2 with the default constants in table 2. The
reflectivity below qc is described with the R0 parameter, while
the slope of the reflectivity curve between qc and mqc is denoted
α. The finite width of the critical edge at q = mqc is denoted
W. The user can adjust these constants if needed to obtain a
description closer to the currently available mirror quality.

R(q) =

{
R0 if q < qc

R0(1 − tanh((q − mqc)/W))(1 − α(q − qc))/2 otherwise
(1)
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Figure 2: Reflectivity curves for a range of m-values using the standard McStas
reflectivity model with the default reflectivity constants in guide bot.
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Alternatively the user can select a second order model that
fits measured reflectivity data [30]. In this model the m-value is
given, and the remaining constants are calculated based on this
choice, resulting in the reflectivity curves shown in figure 3.
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Figure 3: Reflectivity data and model available in most McStas components,
figure from [30].

In order to show the robustness of optimized guides, the per-
formance is evaluated both with the selected mirror quality and
an artificially degraded description, where the m-value is re-
duced by 20%, and the reflectivity slope is increased by 40%.
When using the second order reflectivity model there is how-
ever no parameter describing the slope, so only the m-value is
reduced and in most cases this actually decreases the reflectivity
slope which should be kept in mind.

2.5. iFit optimization

The iFit files control the generated McStas files by setting up
a numerical optimization using the appropriate parameter space
and a particle swarm optimization algorithm. All variables to
be optimized are specified with their constant limits, meaning
that the limits do not depend on values of other parameters. A
parameter space is used where all variables can be varied in
their entire range independently. This is here referred to as a
”box parameter space”. It will be discussed in Appendix B
how guide bot constructs such a space.

After the optimization is done in the box parameter space,
the resulting optimal guide geometry description is used to run
further McStas simulations to provide data for a thorough de-
scription of the guide performance.

2.6. Data visualization

The resulting data is visualized by running the generated
MATLAB/iFit plotting script. This will provide figures describ-
ing performance of the guide in terms of brilliance transfer as
a function of wavelength, divergence, and position. If a user
specifies a source that provides absolute intensities, the guide
performance will also be visualized using these units. In addi-
tion, the optimal guide geometry will be visualized.

3. Examples

Here results on validation against earlier work is shown fol-
lowed by two examples of guide bot runs. The first example
demonstrate the ability of guide bot to optimize a complicated
guide, while the other demonstrates how a range of optimiza-
tions can be used to evaluate the impact of the figure of merit.

3.1. Validation against earlier work
In order to validate that guide bot works as intended, a guide

optimized for an earlier publication is recreated using the soft-
ware. In Ref [31], guides consisting of a parabolic feeder that
constrain the beam to a certain pinhole size followed by an el-
liptic guide were systematically optimized for different figure of
merit. A 150 m guide is optimized for a 1 × 1 cm2 sample with
a ±1.0◦ divergence requirement and a 3 × 3 cm2 pinhole at the
chopper position. The coating distribution used in the original
paper was m = 6 in the feeder and start/end of the ellipse, with
m = 3 in the middle part of the ellipse. However as guide bot
does not support such a distribution, it uses a m = 6 coating in
the entire guide. This is not considered important, as the coat-
ing model used have the same reflectivity at low q regardless of
the m value, and the center of the ellipse will only have low q
reflections at the compared wavelength interval. A comparison
between the results is displayed in figure 4, that shows excellent
agreement between the two.

Figure 4: Brilliance transfer dependence on wavelength for optimized guides,
the red from the original paper [31] and black remade using guide bot (simu-
lated in a larger wavelength interval).

3.2. Single guide
An example of a single guide optimization is presented in or-

der to demonstrate the ability of guide bot to produce a highly
performing guide from input with a limited information. Here
the FOM was chosen to be a 1×1 cm2 sample with a divergence
requirement of ±1.0◦ in the horizontal direction, and ±0.75◦

in the vertical direction. The guide is optimized for brilliance
transfer in the wavelength range 2 − 4 Å. The distance between
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source and sample is chosen to be an ESS-relevant value of
160 m, while the distance between guide-end and sample is
40 cm. This guide uses an m = 3 coating everywhere simulated
with the default coating model. The guide was optimized on an
rectangular source, and the optimized guide was then placed on
the 3 cm tall ESS Butterfly moderator where only the angle with
respect to the moderator was optimized. The optimization was
repeated 5 times and the one with highest FOM is presented
here.

The investigated guide consists of a elliptic extraction that
narrows to benefit a chopper at 7 m from the moderator with
a width of 3 cm, a linear section that expands the beam before
an S curved section to remove line of sight and a double el-
lipse with a kink in between at the end. Line of sight is broken
between the start of the guide and the end of the first curved
module, and from the point where the curved guide changes
direction of curvature and the guide end. This geometry is de-
scribed with the following string:

E(max_smallaxis=0.1)

G(start=7.0,StartWidth=0.03,length=0.1)

S(maxStartWidth=0.06) C(los_divide=1,rots=-1) C

E(minlength=20) K E

This is a complicated geometry, and only a few options have
been used to constrain the parameter space, meaning the opti-
mizer is given a difficult task.

The optimized guide geometry is shown in figure 5, and the
characterization in terms of brilliance transfer is shown in figure
6.
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Figure 5: Geometry of the guide that delivered the highest brilliance transfer
for the chosen FOM. Top panel is a top view, while the lower panel is from the
side. The moderator is shown to the left side and the sample to the right side of
the panels.

From the guide design it is intuitively clear that all parts con-
tribute to neutron transport, making the design reasonable, but
it does not resemble what would be made manually. The overall
brilliance transfer is however high (about 55% at 3 Å) consider-
ing the beam requirements, limited coating quality, pinhole and
that the guide breaks line of sight twice. The divergence distri-
butions have dips and are asymmetrical, but follows the FOM

Figure 6: Overview of performance of the guide from Fig. 5 in terms of bril-
liance transfer on rectangular source. Top panel contains wavelength depen-
dence, both for the requested mirror quality (black) and degraded mirror per-
formance (red). In the remaining panels the horizontal and vertical divergence
distributions as well as spatial distributions are shown for wavelength snapshots
between 2 and 4 Å that corresponds to the markers in the top panel. The dashed
lines show the edges of the FOM area.

very well with high brilliance transfer within, and fairly steep
drops outside. The spatial distributions are more smooth, and
relatively constant within the sample area.

In figure 7 the two-dimensional position and divergence dis-
tributions are shown, and it is again clear the optimized guide
provides a beam that matches the provided FOM, but has some
structure especially in the divergence space.

Acceptance diagrams are shown in figure 8 where the un-
wanted beam structure is most obvious. Two of the FOM cor-
ners are perfectly aligned with the edge of the acceptance di-
agrams, which is due to the dimensions of the guide-end be-
ing calculated using phase-space considerations as explained in
Appendix C.

Figure 9 shows the intensity on sample relative to the total
intensity leaving the guide-end, and thus provides an idea of
the efficiency of the guide in terms of background generated
in comparison to neutrons on sample. This particular guide has
around 30% of the guide output that make it to the small sample,
and in the FOM wavelength interval of 2-4 Å about 25% of
the intensity from the guide hits the sample and fall within the
divergence requirement.

The performance of the optimized guide on the ESS Butter-
fly moderator can be seen in figure 10. Here the beam quality
is more problematic in the horizontal direction, as the structure
from the more complicated source affects the result. Had the
guide been optimized directly on the Butterfly moderator in-
stead of the rectangular source, the guide geometry could have
been adapted to this source. The two-dimensional position and
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Figure 7: Two dimension spatial and divergence distributions for wavelength
snapshots, here 2.0 Å, 2.5 Å and 3.0 Å, where the black box correspond to the
FOM. Diagrams at the remaining wavelength snapshots have been omitted.

divergence plots, and the acceptance diagrams are also created
for the realistic source, but are omitted here.

With such a comprehensive description of the delivered beam
for every optimized guide, the user can easily select the ones
most appropriate for their instrument and continue to build on
those designs.

3.3. Scan of input parameters

In many situations it can be relevant to perform a scan over
a range of a parameter in the FOM, as the FOM may be not
be completely known in advance. Here, a guide is optimized
for a horizontal divergence of ±0.75◦, while the vertical diver-
gence is scanned from ±0.5◦ to ±1.5◦. It is currently possible
to scan sample dimensions, divergence requirements and mod-
erator dimensions. The sample size used here is 1 × 1 cm2, and
the selected wavelength range is 1 − 2 Å. This guide has 160 m
between moderator and sample, and 40 cm between guide-end
and sample. The McStas standard reflectivity model was used
with m = 3 for the entire guide. The guide is optimized for a
rectangular source of 10 × 3 cm2, and the realistic source cho-
sen was the 3 cm tall ESS Butterfly moderator, where only the
viewing angle towards the moderator was optimized. The rect-
angular source size was chosen to resemble the dimensions of
the cold part of the Butterfly moderator projected onto the used
beam port.

The geometry is described by the following string, which
correspond to a parabolic feeder that narrows the beam to 3 cm
in width, an elliptic defocusing section, a curved guide and an
elliptical focusing section. The gap for the chopper is forced to
10 cm length and the defocusing section is limited to a maxi-
mum of 6 cm starting width.

P G(start=7.0,StartWidth=0.03,length=0.1)

Figure 8: Horizontal and vertical acceptance diagrams for wavelength snap-
shots, here 2.0 Å, 2.5 Å and 3.0 Å, where the black box correspond to the
FOM. Diagrams at the remaining wavelength snapshots have been omitted.

E(maxStartWidth=0.06) C E

The optimization was repeated 5 times, and the best result
used in order to decrease uncertainties, as it may be caught by
local optima in the large parameter space. The optimized guide
geometry for a vertical divergence of ±1.0◦ is shown in figure
11.

An overview of the results is given in figure 12. It is expected
the brilliance transfer will decrease with increasing divergence
requirement as a larger phase-space volume need to be filled.
It is important to notice the final intensity on sample is optimal
from about 0.9◦ divergence requirement, but decreases at the
highest divergence requirements.

4. Discussion

4.1. Discussion of results
In section 3.1 it was shown that guide bot could replicate a

published optimization result. The similarity between the re-
sults are expected, as guide bot merely simplifies such tasks by
generating the needed code instead of it being written manually.

In the scan over vertical divergence, it was expected that the
intensity on sample would increase with increasing vertical di-
vergence requirement, but as seen in figure 12 this trend breaks
down at the highest vertical divergence values. There are sev-
eral possible explanations for this behaviour.

Since the dimensions of the guide-end are calculated from
the divergence requirement, Appendix C, the result may be
suboptimal when the vertical divergence requirement is larger
than what is reasonable from the small moderator.

As the FOM of the optimization is the average brilliance
transfer, the entire wavelength interval is weighted equally, but
the realistic source used to calculate the intensity has a different
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Figure 9: Fraction of intensity delivered by the guide on sample (black) and on
sample while within the divergence limits (grey), both as a function of wave-
length.

wavelength distribution. The decrease in intensity at higher di-
vergence requirements could thus also be explained by the opti-
mization naturally being impacted more by higher wavelengths
at large divergence requirements, while the thermal ESS But-
terfly spectrum have higher intensities at the lower part of the
wavelength range.

It is however also possible that the optimization is more diffi-
cult for larger divergence requirements, and that those solutions
on average are further away from the true optimum. It should
be investigated further.

4.2. User experience

4.2.1. Automate everything
The main goal of the program is to reduce the time spent

coding between getting an idea for a guide solution and obtain-
ing the performance of this guide optimized for a specific case.
This has been achieved using code generation, meaning the user
can write a relatively short and simple input file, and guide bot
will then generate the much larger amount of code needed to
solve the original problem. Reproducing the examples in this
paper by recreating the input files should take less than 10 min-
utes for a user familiar with MATLAB but not necessarily iFit
or McStas.

4.2.2. Usability
It was considered a top priority to make guide bot as sim-

ple to use as possible, in order to reduce the time required to
learn the software, and thus allow the relevant people to design
guides. Traditionally, the job of designing a guide takes months
of work, and thus the amount of geometries to be investigated
has been limited. Making the job faster allows for a wider range
of geometries to be investigated, which will hopefully result in a
better match with the instrument backend. In addition, the ease
of use is extended to running on a cluster, as the optimizations
are computationally heavy. The widely spread use of guide bot
on ESS projects indicates the usability of the code.

Figure 10: Overview of performance of the guide from Fig. 5, positioned on the
ESS 3 cm tall Butterfly moderator. Top panel contains wavelength dependence
for the requested mirror quality and markers for the wavelength snapshots used
in the remaining panels. In the remaining panels the horizontal and vertical di-
vergence distributions as well as spatial distributions are shown for wavelength
snapshots that corresponds to the markers in the top panel.
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Figure 11: Guide geometry that delivered the highest brilliance transfer for the
FOM with ±1.0◦ vertical divergence requirement. Top panel is a view from
above, while the lower panel is from the side.

4.2.3. Modularity
It has been a goal to keep the software modular, meaning it

should have a core that is not seen by the user, and then much
simpler module files that describe each type of possible guide
section. The core of the program then provides the functions
and routines necessary for simple module files. This has largely
succeeded. However the routines for drawing the geometry of
the optimized guide are part of the core instead of each mod-
ule, which is a deviation from the modular philosophy. This
approach makes it possible for users to contribute the majority
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Figure 12: Brilliance transfer (full line, left axis) and intensity (dashed lines,
right axis) for guides optimized for figure of merits with different vertical diver-
gence requirements. The intensity results with white centers are for all neutrons
that hit the sample, while the filled markers correspond to all neutrons that hit
the sample and are within the divergence requirements of the appropriate FOM.

of code for a new module, but requires the developer to add
the code for plotting the geometry in the core for each addition.
In similar fashion, some work may be required from the devel-
oper to include new modules in automated elimination of line
of sight.

4.3. Simplicity and flexibility

4.3.1. Balance between simplicity and flexibility
The underlying software McStas was originally introduced

as an alternative to writing a complete Monte Carlo ray-tracing
simulation for neutron scattering from scratch, and thus pro-
vided an easier solution with less flexibility for the user. Mc-
Stas still covers a great amount of possibilities, but in order to
achieve the simple interface and fast performance, it has limited
the infinity of options available in the C programming language.

In the same way, guide bot simplifies the task of writing a
numerical guide optimization by removing most of the flexibil-
ity that McStas and iFit provides. The simplicity of guide bot
is only possible because it assumes that the user wants to op-
timize a guide, and that it only contains guide pieces that have
been described in this context. It is thus not an attempt of re-
placing McStas or other tools for guide design, but to allow
users whose task is within the capabilities of guide bot to finish
the task much more quickly than otherwise.

4.3.2. Handle all levels of a priori knowledge
Depending on the progression of the overall instrument and

facility design, the amount of a priori knowledge about the
guide can vary greatly. At early stages, there will be almost no
limits to the possible geometries, and in the later stages there
can be a large amount of constraints to fulfil. Using guide bot
it is possible to handle these levels of a priori knowledge. This

is accomplished by the options associated with each module in
the input string which allow for modifying ranges for optimiza-
tion or fixing certain parameters. For this reason, guide bot can
be used in most stages of the design process, but is less suitable
for the final stages as it lacks the flexibility of McStas to add
details.

4.3.3. User interaction with generated code
As each task is still unique, it is important that the user can

edit the McStas files generated by guide bot to add aspects
guide bot is not able to handle. The generated McStas and iFit
files are done in such a way that editing and adding to them is
user friendly, and can even be a good starting point for learning
to use those programs.

4.4. Outlook

As guide bot currently only optimizes parameters describ-
ing the geometrical aspects of the guide, the next step is to
include optimization of the coating distribution. Here, the re-
sulting number of free parameters is a concern and may require
the optimization to be split into several parts with some itera-
tion between them, for example optimization of geometry and
coating distribution separately. Initial work has started along
this direction [32].

In addition new modules are expected to be added, for exam-
ple a half ellipse module.

5. Conclusion

The program guide bot is presented which significantly re-
duces the work of programming neutron guide optimizations in
cases where the overall geometry can be described in the pro-
vided input scheme. This allows a comprehensive comparison
between a large number of different possible guide geometries
optimized for the specific instrument to be made with little ef-
fort.

Validation was performed against an earlier publication,
showing the simple guide bot optimization yielding an overall
performance in agreement with the published result.

The software was demonstrated, showing that a complicated
guide with a low number of constraints could be optimized to
the specified figure of merit, resulting in a guide solution with
high performance albeit some issues with beam quality. A scan
of optimizations over the vertical divergence requirement was
performed to demonstrate how such data sets can contribute to
selecting the final figure of merit for an instrument.

Recently, guide bot has been used for a wide range of tasks,
successfully designing guides of several instruments accepted
for construction at ESS.
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Appendix A. Dynamic line of sight elimination

When optimizing a guide that eliminates line of sight, many
geometrical parameters influence whether line of sight can be
drawn or not. A short algorithm written to the McStas initialize
file is used to check if the guide blocks line of sight by check-
ing all relevant sight lines. Instead of providing the curvature
as a free parameter in the optimization, the McStas file will find
the smallest curvature that will eliminate line of sight. This is
achieved by starting with a nearly straight guide and increasing
the curvature until line of sight is blocked. By default line of
sight is broken between the start of the guide at the moderator
and exit at the sample, but line of sight can be broken between
two points specified in the options for the relevant modules. In
addition, line of sight can be broken several times, as long as
the sections do not overlap. Multiple curved sections can even
work together in breaking line of sight, in that case the ratio
between their curvatures is optimized as a free parameter. The
importance of this is that all guides compared by the optimizer
will have similar background characteristics, which is chosen
by the user, instead of a large variation in background suppres-
sion.

Appendix B. Optimizing in a hyper-box parameter space

A numerical optimization takes place in a parameter space,
and it is an important choice which parameter space is used.
As the optimizer will take a range for each parameter to be op-
timized, and these are considered independent, it is necessary
that every possible value in these ranges corresponds to a valid
guide geometry, regardless of all other selected values. This is
no problem for the width and height of all guides, but for exam-
ple the horizontal(vertical) small axis of an elliptic guide can be
problematic, as it cannot be lower than both the start and end
width(height). In the same way the lengths of the modules have
an overall constraint of keeping a total guide length fixed.

The parameter space including all geometrical variables to
be entered into the McStas components is referred to as the full
parameter space, here with N dimensions. A number of con-
straints, k, is taken into account. These originate from the basic
guide problem, but can also be given by the user through op-
tions in the input string. A space with dimensionality N − k is
created where all points adhere to these constraints, and this is
called the reduced parameter space. In this reduced parameter
space, the limits on each parameter may depend on the value
selected by another, which as discussed is not allowed. The
solution used in guide bot is to transform this reduced parame-
ter space to a box parameter space of the same dimensionality

where all limits are independent of the values selected of the
other parameters. The McStas file then needs to transform from
this box parameter space to the full parameter space for every
point in the optimization.

The length of each module is the most important problem of
this type, as there are many constraints to consider. The dis-
tance between source and sample is known, but there is a range
of allowed distances between source and guide. Using the op-
tions, it is possible to set a fixed length of a module, or modify
the range of allowed lengths. Likewise, the distance between
the source and the starting position of a module can be fixed or
have its range modified. The reduced parameter space is built so
that the absolute length of one module is given, and the remain-
ing are given as a fraction that describes how much of the avail-
able length they should occupy, in addition to their minimum
length. Generated code in the McStas initialize section trans-
form these fractions to absolute lengths, which corresponds to
the transformation from the reduced box parameter space to the
full parameter space.

Appendix C. Minimalist algorithms

The Minimalist principle [9] is supported in guide bot. This
requires a calculation of the necessary phase-space starting at
the sample and ending at the source. This will effectively add
constraints limiting the intake of phase-space to the necessary
volume. The kink module uses the phase-space propagation
considerations from [9] to calculate the translation and size in-
crease for a certain kink angle and length. In addition, the di-
mensions at the end of the guide, W, are calculated using equa-
tion (C.1),

W = S + 2L tan φ (C.1)

where S is the sample size, L is the distance between the
guide end and sample and φ the divergence in the appropriate
plane. The use of the Minimalist Principle to calculate the nec-
essary phase-space intake of the guide and the calculations for
the dimensions at the end of the guide can be enabled sepa-
rately. For the examples shown in this paper, the restriction on
phase-space intake was disabled.
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struments and Methods in Physics Research, Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment 634 (2011) 12–16.
doi:10.1016/j.nima.2010.06.221.

[8] U. B. Hansen, M. Bertelsen, J. Stahn, K. Lefmann, Nuclear Instru-
ments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment (2017). URL:
http://linkinghub.elsevier.com/retrieve/pii/S016890021730181X.
doi:10.1016/j.nima.2017.01.075.

[9] M. Bertelsen, K. Lefmann, Nuclear Instruments and Meth-
ods in Physics Research, Section A: Accelerators, Spectrome-
ters, Detectors and Associated Equipment 830 (2016) 313–324.
URL: http://dx.doi.org/10.1016/j.nima.2016.06.003.
doi:10.1016/j.nima.2016.06.003.

[10] ESS Webpage, 2017. URL: https://europeanspallationsource.se.
[11] McStas webpage, 2017. URL: www.mcstas.org.
[12] K. Lefmann, K. Nielsen, Neutron News 10 (1999) 20–23.

URL: http://dx.doi.org/10.1080/10448639908233684.
doi:10.1080/10448639908233684.

[13] P. Willendrup, E. Farhi, K. Lefmann, Physica B: Condensed Matter 350
(2004) 735–737. doi:10.1016/j.physb.2004.03.193.

[14] P. K. Willendrup, E. B. Knudsen, E. Klinkby, T. Nielsen, E. Farhi,
U. Filges, K. Lefmann, Journal of Physics: Conference Series 528 (2014)
12035. doi:10.1088/1742-6596/528/1/012035.

[15] P. Willendrup, E. Farhi, E. B. Knudsen, U. Filges, K. Lef-
mann, Journal of Neutron Research 17 (2014) 35–43. URL:
http://dx.doi.org/10.3233/JNR-130004. doi:10.3233/JNR-
130004.

[16] D. Wechsler, G. Zsigmond, F. Streffer, J. A. Stride, F. Mezei, Phys-
ica B: Condensed Matter 276-278 (2000) 71–72. doi:10.1016/S0921-
4526(99)01332-0.

[17] G. Zsigmond, K. Lieutenant, F. Mezei,
Neutron News 13 (2002) 11–14. URL:
http://www.tandfonline.com/doi/abs/10.1080/10448630208218488.
doi:10.1080/10448630208218488.
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A.3 Expanding the McStas sample simulation logic with
McStas Union components

This is a draft of a paper intended for Review of Scientific Instruments which introduces
the McStas Union components and compares simulations of the MARI powder spectrometer
with measured data. The publication of the paper was halted as a small inaccuracy in the
placement of the side detectors in the MARI simulation could affect the comparison between
measurement and simulation. Furthermore it was found that additional shielding was in-
stalled in the sample environment which was not included in the simulation. Simulations
with the additional shielding may be compared to the existing simulations without in order
to quantify the effectiveness of the installed shielding and demonstrate this new use case of
the McStas simulation package.

Abstract

We introduce the Union components that initiate a new level of detail in sample simulation
in the leading neutron scattering simulation package McStas. These components allow
the construction of complex geometries composed of volumes with independent physical
properties and native multiple scattering between them. The Union components separate
the task of a regular McStas sample component into several component instances. Process
components describe scattering processes such as incoherent scattering, powder scattering,
single crystal diffraction etc., but has no geometrical representation. Creating such a process
component is thus simpler than creating a full sample component. The make material
component is used to collect an arbitrary number of processes and an absorption cross section
to form a material definition. The material definitions are assigned to geometry components
that describe the geometry of the system using simple shapes such as spheres, cylinders and
boxes. As these geometries are allowed to overlap, complex geometries can be assembled
from a number of these geometry components. The Union master component contains an
independent ray tracing core that will simulate the entire system. A suite of logging tools are
included in the Union components, these tools can investigate how the simulation progressed
and will explain the origin of features observed in the simulation output e.g. background
events. We have validated this new method against traditional McStas components. We
demonstrate the new possibilities by comparing a virtual experiment on the ISIS powder
spectrometer MARI with existing data. The virtual experiment matches almost every aspect
of the real data, with the notable exception of the Bragg peak intensities from the empty
sample environment which is expected to be caused by aluminium texture not included in the
model. The incoming energy is mapped up to 100 meV, showcasing the strong dependence on
energy of the multiple scattering and providing guidance in selecting energies with minimal
background. We furthermore study the MARI model using the introduced logging tools
and explain the origin of two background features originating from parts of the sample
environment not illuminated by the direct beam.

My contribution

Wrote the manuscript and performed all simulations under the supervision of Kim Lef-
mann.



Expanding the McStas sample simulation logic with McStas Union
components

Mads Bertelsen,1, a) Tatiana Guidi,2 and Kim Lefmann1
1)Nano-Science Center, Niels Bohr Institute, University of Copenhagen, Universitetsparken 5, 2100 Copenhagen Ø,
Denmark
2)ISIS facility, Rutherford Appleton Laboratory, Chilton, Didcot, OX11 0QX Oxfordshire,
UK

(Dated: June 19, 2017)

We introduce the Union components that initiate a new level of detail in sample simulation in the leading neu-
tron scattering simulation package McStas. These components allow the construction of complex geometries
composed of volumes with independent physical properties and multiple scattering between them. The Union
components separate the task of a regular McStas sample component into several component instances. Pro-
cess components describe scattering processes such as incoherent scattering, powder scattering, single crystal
diffraction etc., but has no geometrical representation. Creating such a process component is thus simpler
than creating a full sample component. The make material component is used to collect an arbitrary number
of processes and an absorption cross section to form a material definition. The material definitions are as-
signed to geometry components that describe the geometry of the system using simple shapes such as spheres,
cylinders and boxes. As these geometries are allowed to overlap, complex geometries can be assembled from
a number of these geometry components. The Union master component contains an independent ray tracing
core that will simulate the entire system. A suite of logging tools are included in the Union components,
these tools can investigate how the simulation progressed and will explain the origin of features observed
in the simulation output e.g. background events. We have validated this new method against traditional
McStas components. We demonstrate the new possibilities by comparing simulations of the the ISIS powder
spectrometer MARI with existing data. The simulations match almost every aspect of the real data, with
the notable exception of the Bragg peak intensities from the empty sample environment which is expected to
be caused by aluminium texture not included in the model. The incoming energy is mapped up to 100 meV,
showcasing the strong dependence on energy of the multiple scattering and providing guidance in selecting
energies with minimal background. We furthermore study the MARI model using the introduced logging
tools and explain the origin of two background features originating from parts of the sample environment not
illuminated by the direct beam.

I. INTRODUCTION

The field of neutron scattering instrumentation design
have in recent years relied heavily on Monte Carlo ray-
tracing packages for simulation of expected performance,
both in terms of intensity and resolution. Such simu-
lations can include effects nearly impossible to describe
analytically, such as non-Gaussian resolutions, secondary
extinction and multiple scattering within the sample.
They do, however, have a tendency to focus on the in-
tended beampath through the instrument as it includes
the important signal, but not all of the background that
frequently originates from unintended beampaths e.g. re-
lated to multiple scattering in sample environment.

The most common neutron ray-tracing packages
McStas1–5, RESTRAX/SIMRES6,7 and VITESS8–10

were created to simulate a linear succession of modu-
lar components separated in space. This approach has
obvious advantages for software performance, and it also
simplifies user contributions of components, as each com-
ponent can assume that the ray starts outside its volume

a)mads.bertelsen@gmail.com

and that no other component occupy the same region
of space. While this solution has carried neutron ray-
tracing simulation far, there are some inherent limita-
tions that we here wish to address and remedy.

In McStas the linear succession of components dictates
a certain order of components which the ray interacts
with in turn, unless additional logic is added by the user.
Each component include multiple scattering internally,
but it makes multiple scattering between components a
difficult task. Some components allow a so called concen-
tric geometry, where an outer layer of material surrounds
some components, and can thus scatter both when the
ray enters, and when it leaves, but not in an arbitrary
order.

As the components are not allowed to overlap, it is not
possible to build a general geometry from smaller build-
ing blocks, but rather required that the entire geometry
is described in a single component. This has the effect of
complicating (especially sample) components as each can
take a number of shapes. Likewise, sample components
are further complicated by having to simulate all desired
types of scattering in a single piece of code. This has
made it unnecessarily difficult to write advanced sample
components, as the developer has to balance a number
of different types of scattering rather than just focusing
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on adding the single scattering type that was missing in
the package.

Neutron scattering simulation tools with larger empha-
sis on multiple scattering does exist, the earliest of which
named MSCAT11 was published in 1986. The ray-tracing
package NISP12–15 does not assume a linear succession
of components and allow overlapping of geometries, but
is not updated for modern operating systems. In a re-
cent publication, the MCViNE package16 demonstrated
multiple scattering between different components and a
tree like structure for scattering logic, which does solve
the mentioned issues, but usage of the package is not
widespread.

In this paper, we introduce advanced multiple scatter-
ing to the most widely used neutron ray-tracing package
McStas in the form of the Union project that completely
rethinking how the component structure is used. The
McStas Union project is a collection of McStas compo-
nents that separate geometry from the scattering process
while allowing geometries to overlap. A ray-tracing core
independent from the McStas core is used to simulate
multiple scattering between all these geometries until the
ray leaves, which effectively circumvents the assumption
of a linear succession of components, while maitaining the
possibility of a performance-enhancing linear flow in the
remainder of the simulation. The separation of scatter-
ing and geometry is meant to simplify the task of adding
new physics or geometry to the project. The scattering is
further divided into individual scattering processes, and
writing such a process is kept as easy as possible, only
requiring a description of the neutron scattering cross
section as a function of wavevector and a description of
a single scattering event.

The output from simulations with intricate geometry,
many different materials, and unlimited multiple scat-
tering has the potential to become very complicated. It
is possible to filter the simulation output to rays that
interacted with certain marked geometries or processes,
but this may not be sufficient to understand the inter-
play between different parts. For this reason, a suite of
Union components capable of monitoring the ray-tracing
simulation are provided. These can for example show
the spatial distribution of scattering or the distribution
of momentum transfer. In addition, one can select parts
of the simulation output and thoroughly investigate the
many different ray paths that contributed to that specific
part of the output.

The combination of multiple scattering and the ability
to create complicated geometrical assemblies is highly rel-
evant for the core McStas task of instrument design, as it
will give a more accurate description of unexpected back-
ground that may be critical for instrument performance.
These new possibilities also make it attractive to design
sample environments directly in McStas as the geomet-
rical tools necessary are now available along with a large
library of instruments to test the sample environment.
Finally, the Union components will increase the accuracy
of virtual experiments, bringing McStas closer to being

used directly as part of data reduction or analysis17.
In this paper the Union components are introduced

and validated against existing McStas sample compo-
nents. A simulation including vanadium normalization is
performed on the ISIS powder spectrometer MARI and
favourably compared to experimental data. The multiple
scattering background present in the MARI instrument
model is analyzed using the tools provided by the Union
components.

II. UNION COMPONENTS IN INSTRUMENT FILE

A schematic view of a McStas instrument file is shown
in figure 1 where the linear succession of components can
be seen. The only possible change from the specified or-
der would be if a component is skipped because the ray
did not intersect with a certain part of the instrument,
unless the user manually programs such additional logic.
The McStas package includes the GROUP keyword that
can set components in parallel, but the ray can thus only
interact with a single component in the group. The ap-
proach used by the Union project is seen in figure 2,
where ray-tracing for the defined Union components oc-
curs in a single master component. The master compo-
nent circumvents the McStas ray-tracing core in order to
achieve multiple scattering between a number of compo-
nents. A number of McStas Union components can be
used together with regular McStas components as part of
the linear succession of components, for example by simu-
lating sample environment plus sample within an existing
instrument.

Source

Guide

Monochromator

Slit

Sample

Analyzer

Monitor

Figure 1. (Left) A sketch demonstrating the linear succession
of components in a McStas instrument file and how two dif-
ferent rays pass through the instrument. (Right) A sketch of
the two rays in the simulated instrument.

III. UNION COMPONENTS

In this section, each type of Union component is de-
scribed in turn. The main reason for splitting the code
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Monochromator

Incoherent_process

Powder_process

Union_make_material

Union_cylinder

Union_cylinder

Union_box

Union_cylinder

Union_master

Analyzer

Figure 2. Sketch of an instrument file including Union compo-
nents that forward information to a single master component
wherein a separate ray-tracing core simulates the defined sys-
tem.

over multiple collaborating components is to facilitate
scalable, clear input of parameters. This approach is a
major difference between the Union McStas components
and previous components in terms of practical usage.

The component types are used in a specific order, as
one first defines a number of physical processes using pro-
cess components, then collects these into a material, and
finally one places volumes with individual material de-
scriptions in the simulation by using geometry compo-
nents.

A. Scattering process components

A scattering process component has no physical shape
and only needs to describe the probability for scattering
and what happens in a scattering event, each of which is
described by a separate function. The inverse penetra-
tion depth, µ, is used to describe the scattering proba-
bility, and is defined as,

µ(~ki) = nσ(~ki) =
Nσ(~ki)

V
. (1)

Where some number of scatterers (or possibly unit cells),
N is observed in some volume V . The specific cross sec-
tion σ may in general depend on the initial wavevector
~ki. A process component contains a function that returns
the inverse penetration depth µ .

The second function included in a process compo-
nent describes a scattering event by updating the ini-
tial wavevector to the final wavevector. This scattering
funciton have access to the weight multiplier of the ray,
π, which can be updated when manipulating the MC
sampling frequency f of an event, as they must satisfy
p = πf , where p is the physical probability18,20.

It is possible to transfer variables between the two func-
tions, and to store permanent information that can be
used in subsequent function calls.

The currently available scattering processes are listed
in table I together with the names of McStas components
used as templates18–20. Not all functionality is duplicated
from the originals, the incoherent process does for exam-
ple not support a quasielastic energy width. Currently,
all processes are elastic, inelastic processes are however
supported by the Union infrastructure and will be added
at later stages of development and through user contri-
butions.

It is possible to describe a difference in orientation
between different processes by giving the rotation an-
gles in the standard McStas notation, which allows for
example twinned crystals by use of two or more Sin-
gle crystal process components.

When a process is very weak, it will not be sampled
frequently by the Monte Carlo process unless its sam-
pling probability is manipulated. This can be done for
all processes and is explained in section III D.

Name McStas component

Incoherent process Incoherent

Powder process PowderN

Single crystal process Single crystal

Table I. List of currently available scattering processes and
the McStas components they used as template.

B. Union make material component

The main tasks of the Union make material compo-
nent are to collect a number of scattering processes into
a material, and provide a name that can be used to refer
to this material later. The names of all scattering pro-
cesses to be collected are supplied as a string in the input
parameters. In addition, the inverse penetration length
from absorption at the standard velocity, v0 = 2200 m/s
is given, µabs th, from which the appropriate value at a
given velocity, v can be found from,

µabs = µabs th
v0
v
. (2)

For a given ~ki, the inverse penetration depth for the total
scattering from the material can be found,

µs =

N∑

i

µi, (3)

where the sum is over all processes associated with the
material. The total cross section is likewise, µtotal =
µs + µabs, from which the transmission probability over
a path length of l can be found,

Ptrans = e−lµtotal . (4)
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C. Geometry components

Each geometry component describes a volume that is
placed in the McStas simulation, and is assigned a ma-
terial definition using the material name provided by
the Make material component. The geometry inherits
the properties of the material, including the appropriate
scattering processes and absorption description. In this
context a volume is refers to a geometry combined with
material properties placed in simulated space.

The currently available geometry components are
listed in table II and shown in figure 3. Adding a new
geometry component takes some effort, as functions for
various intersection tests with all other geometries are
necessary.

Name Description

Union sphere Sphere

Union cylinder Finite cylinder

Union box Box

Table II. List of currently available geometry components.

Figure 3. The three available geometries, (left) sphere, (mid-
dle) cylinder, (right) box. Note that the box needs to have
two parallel sides with the same center.

In contrast to regular McStas components, the volumes
can be defined in an arbitrary order, and are even allowed
to overlap other volumes. When volumes overlap, the
space that is covered more than once inherits the material
definition of the volume with the highest priority, which
is a unique value assigned to each volume. In this way,
complicated geometries can be built from simple shapes,
all with individual physical descriptions, as illustrated in
figure 4.

D. Union master component

The geometry components do not in themselves impact
the neutron rays in the McStas simulation, instead they
forward the gathered information to the Union master
component. This component contains a ray-tracing core
independent from the one running other McStas compo-
nents, and can handle an arbitrary number of volumes
with multiple scattering between them. All propagation
within the Union master component is linear as gravity
is neglected.

p. black < p. grey p. black > p. grey

Figure 4. Three examples of volumes overlapping. In the left
and middle, the concept is demonstrated by letting the grey
and the black volume switch priority. The right panel shows
how overlapping volumes of Al and vacuum can be used to
build a simple cryostat, here with several layers of material,
mounting plate and beam windows.

In order to simplify the process and geometry compo-
nents, a large part of the complexity of writing a sam-
ple component was migrated to this Union master com-
ponent. Here we show how the scattering position and
scattering process is selected.

When a ray is inside a volume, a distance to a next
scattering position, ls is selected from the appropriate
distribution,

ls = − log(1− r)/µtotal, (5)

using a uniformly distributed random number between 0
and 1, r. This results in ls being drawn from a proba-
bility distribution on the form N exp(−µtotalls) where N
is a normalization constant. If the distance ls is smaller
than the distance to the boundary of the volume lb, a
scattering event will occur, otherwise the ray will leave
the volume.

In some cases it is desired to manipulate the sampling
frequency of scattering events in a certain volume, which
can be done by defining a scattering probability fs in the
appropriate geometry component. This can be done by
manipulating the sampling frequency and adjusting the
ray weight accordingly which is common in McStas sam-
ples. When the scattering process has a physical proba-
bility of ps, the appropriate weight multiplier is,

ps = fsπ ⇒ π =
ps
fs

=
1− Ptrans

fs
=

1− e−µtotallb

fs
. (6)

When a scattering event occurs, the next step is to se-
lect one of the available processes. Since we exclude ab-
sorption in this choice, the ray weight needs to be trans-
formed accordingly. The actual probability for selecting
a scattering process is Pscat = µs/µtotal, and as we define
the sampling frequency for selecting a scattering process
to fs = 1, the weight multiplier is,

π = Pscat/fs = µs/µtotal. (7)

Next, a Monte Carlo choice is performed to choose be-
tween the processes in the current material, each with
probability pi = µi/µs calculated by the functions from
the process components. The function describing a scat-
tering event for the selected process is then evaluated.
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As mentioned in section III A, it is possible to manipu-
late the sampling frequencies of the processes in a mate-
rial, which is done by attributing each process a relative
weight mi, which fulfils,

N∑

i

mi = 1. (8)

For a given ~ki, these can however not directly be used
to select between the processes, as µi could be zero for
some processes, which are then excluded from the choice.
Thus, a similar parameter, ti is defined as follows,

ti =

{
0 if µi = 0

mi otherwise
. (9)

The sum over all ti in a material is denoted T . Now a
Monte Carlo choice between N possibilities with prob-
abilities ti/T is made, and using the final choice i, the
weight is updated,

π =
pi
fi

=
µi/µs
ti/T

, (10)

and the function describing a scattering event for process
i is evaluated.

Due to the computational requirements related to han-
dling intersections with a large number of volumes, the
Union master component will analyse the overall system
and create a simple logical network that omit most un-
necessary intersection calculations. This optimization
significantly improves the performance scaling, and thus
large numbers of volumes can be used without excessive
computational requirements. An example showing an en-
semble of geometries and the resulting logical network is
shown in figure 5.
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Figure 5. (Left) An ensemble of volumes, each named with
a number that also correspond to the priority of the volume.
(Middle) Worst case network where intersections with all vol-
umes are calculated regardless of the position of the ray. Here
volume 0 is the surroundings outside the ensemble. (Right)
Reduced network corresponding to the depicted ensemble of
volumes, here the necessary intersection calculations depend
on the position of the ray.

E. Union logger components

Since the Union master component contain such a
large and important part of the full McStas simulation,

we have chosen to add tools that are able to log what
occurs in the Union master component. Logger com-
ponents saves information on each scattering event and
output the results as a McStas monitor. This could for
example be the position of all scattering events, their
scattering vector, or similar. It is possible to attach the
logger component to a number of specified volumes, and
even specify process names to investigate such subsets of
the data. The currently available logger components are
listed in table III.

Name Description

Union logger 1D Logs time / scattering vector

Union logger 2DQ Logs (qi, qj) for i,j = x,y,z

Union logger 2D kf As above with final wavevector

Union logger 2D kf time As above, with time bins

Union logger 2D space Logs scattering position in 2D

Union logger 2D space time As above, with time bins

Union logger 3D space Logs scattering position in 3D

Table III. List of currently available logger components.

F. Union conditional components

It can easily be investigated how certain parts of the
overall geometry contribute to the total scattering, what
remains is the ability to investigate what contributed to a
certain part of the scattering pattern. Union conditional
components can modify a logger component, so that it
will only save recorded data if the final ray state adhere to
some condition, for example a certain final energy range.
Several conditional components can modify the same log-
ger component, and in this case all conditions need to be
fulfilled.

There are currently two available conditional compo-
nents, one that filters for time when the ray leaves the
ensemble, and another that requires the ray to intersect
with a virtual detector and can filter on the time of in-
tersection.

By having loggers for position and scattering vector
with conditionals filtering a certain background problem,
the user can inspect the origin of this scattering and what
succession of scattering vectors were taken. As such the
combination of Union logger and Union conditional com-
ponents provides powerful tools for understanding the
final results.

IV. VALIDATION

The scattering processes included in the Union com-
ponents build upon existing McStas sample components.
However, the code describing Monte Carlo choices be-
tween processes, intersection algorithms, choice of scat-
tering position and absorption have been separated from
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the scattering process in order to accommodate the dif-
ferent structure of the software. Hence it is still prudent
to validate the new software against known references.

The McStas instrument used for validating each pro-
cess consists of a simple 1 × 1 mm2 source illuminating
a massive cylindrical sample with radius and height of
1 cm, situated 10 m from the source. A transmission de-
tector of 1 cm height is placed 0.5 m after the sample.
A cylindrical detector with a radius of 1 m and height
of 10 cm measures the scattered signal. All validation
is performed without gravity, as the Union components
does not support parabolic propagation. All simulations
were performed with 5 · 109 rays

A. Incoherent scattering

Union components describing a sample with only in-
coherent scattering was compared to the same geometry
simulated using the Incoherent McStas component. The
scattering and absorption cross sections were chosen to
be those of Vanadium, µinc = µabs th = 36.73 m−1. The
incoming beam was monochromatic with 10 meV energy.
A comparison between the transmission from the two
components are shown in figure 6, while the scattered
intensity is compared in figure 7. The incoherently scat-
tered intensity varies slightly with scattering angle due
to self-absorption in the sample. The absorption is most
prominent for forward scattering. For both the trans-
mission and scattering cases, the results from the Union
components are almost inseparable from the traditional
sample component. In addition, the deviations are con-
sistent with the Monte Carlo noise estimated by McStas.

B. Powder scattering

Here, the Union components are validated against the
existing PowderN sample component. As PowderN de-
scribes both powder diffraction and elastic incoherent
scattering, the material defined using the Union com-
ponents contains both processes. The powder diffraction
process is based directly on the code from the PowderN
component. It is important to note that PowderN does
not support multiple scattering. When using the powder
process in the Union components, multiple scattering is
handled by the Union master component. To obtain a
valid comparison, we add a detector that ignores multi-
ple scattering.

This validation has been performed for many com-
pounds. Here, the representative results for Cu and a
100±0.5 meV beam are presented. A comparison be-
tween the transmission results can be seen in appendix
figure 27, and in this aspect the two codes produce equiv-
alent results.

Parts of the scattered intensity is shown in appendix
figure 28. Here we observe a small, but significant differ-
ence, as the multiple scattering only present in the Union
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(black filled) and the McStas library Incoherent sample com-
ponent (red empty). The lower panel shows the difference be-
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on the difference introduced by the Monte Carlo technique.
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version amounts to roughly 30% of the background con-
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ceived to arise from sample incoherent scattering. When
only considering the single scattering events, as seen in
figure 8, the different versions agree as expected. The
asymmetric peak shape seen at low scattering angles is
caused by the detector height combined with the Debye-
Scherrer cones.
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Figure 8. Bragg peaks simulated by Union powder sample
(black filled) and McStas library component PowderN (red
empty), here only single scattering events are recorded. Lower
panel shows the difference for each point relative to the error
on the difference introduced by the Monte Carlo technique.

C. Single crystal diffraction

Validation of scattering from a single crystal process is
performed by comparing with the Single crystal compo-
nent which the process is based on. As the Single crystal
component simulates incoherent scattering in addition to
the crystal Bragg peaks, an incoherent process is added to
the Union material. Note that Single crystal does simu-
late multiple scattering. Here a white beam with a homo-
geneous energy distribution in the interval 1−20 meV il-
luminates a cylindrical YBa2Cu3O7 sample oriented with
the c axis along the beam direction. An isotropic mosaic-
ity of 5 arcmin was used.

The transmitted beam contains both rays that never
scattered, and rays that scattered an even number of
times on a certain reflection. For this reason the trans-
mission detector signal is separated into a non-scattered
part seen in appendix figure 29 and a scattered part seen
in figure 9. Both cases show the expected agreement.

In figure 10 the results for a single Bragg peak is com-
pared, showing no significant difference between the com-
ponents. The skewed shape of the 1̄02 Bragg peak shown
is due to the large size of the sample which causes the
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Figure 9. Simulated transmission for rays that did scatter,
results for Union components (black filled) and the McStas
library component Single crystal (red empty). Lower panel
shows the difference for each point relative to the error on the
difference introduced by the Monte Carlo technique.

majority of scattering to originate from the side cloest to
the source. Since the distance to the detector is small,
the skewed distribution of origins is measured as a dis-
tribution in angle. The positions of the remaining Bragg
peaks for the two components are identical, as shown in
the Laue diffraction pattern in appendix figure 30.

V. SIMULATING THE MARI SPECTROMETER

Here the Union components are demonstrated by per-
forming simulations of the ISIS time of flight powder
spectrometer MARI21 which is compared to an actual
experiment. Furthermore, we study the background
present in the simulations using the Union logger and
conditional components.

A. MARI geometry

Here the geometry of the McStas MARI instrument
model is presented.

The dedicated MARI moderator description in the ISIS
source component is used with a size of 9 × 9 cm2. The
Fermi chopper is situated 10.05 m after the moderator
and is simulated with the FermiChopper McStas compo-
nent. The simulated chopper resembles the Gd chopper
available at MARI. The radius is 5 cm and the 113 chan-
nels of 0.4 mm width makes up a 4.5 cm wide channel.
The blades are curved with a radius of curvature of 0.8 m.
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Figure 10. Simulated Bragg peak and incoherent background
for Union components (black filled) and the McStas library
component Single crystal (red empty). Lower panel shows the
difference for each point relative to the error on the difference
introduced by the Monte Carlo technique.

The beam defining jaws and sample position are placed
11.239 m and 11.739 m from the moderator, respectively.
In all simulations for this paper, the jaws were at 4.5 ×
4.5 cm2.

Figure 11 shows an image of the simulated cryostat
from the ISIS webpage22 and the McStas Union model of
the lowest parts of the cryostat.

Figure 11. Toploading cryostat used on MARI and Union
simulation of the lower part. The inner structure is visible in
the Union model, showing the sample holder, sample stick and
shielding blocks connecting the sample container with sample
rod.

The sample environment has an outer and inner cham-

ber, each consisting of a cylinder on top of a sphere. The
two spheres have centers 2.5 cm below the sample po-
sition and the cylinders starts at the same height. The
radii and thickness of these and other geometrical details
can be found in table IV. The outer cylinder has a win-
dow for beam entry and exit that has a width of 6 cm
and a height of 5 cm. The inner cylinder is thinner at
the beam height, which is ± 2.5 cm vertically from the
sample position.

The lower vessel starts 13 cm above the sample po-
sition, has a height of 18.9 cm and is displaced 4.8 cm
along the beam direction. The lower and upper plates are
5 mm thick. The Closed Cycle Refrigerator (CCR) starts
2.5 cm above the bottom plate of the vessel and is dis-
placed 11.4 cm from the sample position along the beam
direction. The CCR is tilted 6◦ from vertical towards the
beam direction.

The sample container is simulated as a horizontal cylin-
der perpendicular to the beam direction with a length of
7.3 cm. The sample is in the circumferences of the con-
tainer, and is thus hollow. The sample is 4.5 cm wide, and
thus does not occupy the entire length of the container.
One end of the container has a 6 cm wide collar which is
connected to the sample stick with Boron-Nitride. The
Boron-Nitride connecting piece is made of a cylinder with
1 cm width that connects directly to the collar and two
boxes.

Description inner radius thickness

Outer sphere 6.90 cm 1.6 mm

Outer cylinder 6.90 cm 1.6 mm

Outer cylinder (window) 7.059 cm 0.01 mm

Inner sphere 5.00 cm 0.5 mm

Inner cylinder (beam height) 5.00 cm 0.15 mm

Inner cylinder (elsewhere) 5.00 cm 1.5 mm

Lower vessel cylinder 13.2 cm 2.5 mm

Sample can 2.09 cm 0.1 mm

Sample can collar 2.09 cm 10.1 mm

Upper CCR cylinder 2.5 cm 5 mm

Lower CCR cylinder massive 3.4 cm

Sample stick massive 0.7 cm

Table IV. Inner radius and thickness of used aluminium ge-
ometries. For massive objects, the outer radius is given as
thickness.

The detectors are modelled as cylindrical monitors
with a radius of 4.02 m. The high angle bank covers
angles from 12◦ to 134◦ and the center detector is 30 cm
wide while the side detectors are 20 cm wide and rotated
plus and minus 4 degrees respectively around the beam
direction. The low angle detectors covers from -12◦ to
12◦, and there are four separate detectors rotated in 45◦

increments around the beam direction.
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B. MARI materials

Here the material definitions used for the Union de-
scription of the sample environment is presented. As all
materials are given a incoherent and absorption inverse
penetration depth, these are collected in table V.

The aluminium of which the sample environment is
constructed is modelled as a powder with Bragg scatter-
ing from the standard McStas data file and an incoherent
scatterer.

The Ni3TeO6 powder sample is modelled as Bragg
scattering from a perfect powder and incoherent scatter-
ing. The Bragg scattering was described by converting a
cif file obtained from the ICSD database23,24 into a lau
file suitable for McStas using the cif2lau tool in iFit25.
No inelastic scattering is simulated.

The vanadium calibration sample is modelled as a
purely incoherent scatterer as the weak powder scattering
is neglected.

The boron-nitride shielding material is modelled as an
incoherent scatterer with strong absorption. The density
and molar mass are used to calculate the number den-
sity, and the cross sections are taken from Ref 26. The
absorber was made using isotope pure 10B for increased
absorption which is taken into account.

Material µinc µabs th

Aluminium 0.049 m−1 1.39 m−1

Ni3TeO6 15.1 m−1 17.5 m−1

Vanadium 36.7 m−1 36.7 m−1

Boron-nitride 80.8 m−1 10100 m−1

Table V. List of inverse penetration depth for incoherent scat-
tering and absorption at 2200 m/s.

C. MARI Vanadium calibration

The calibration of the real instrument was replicated
by simulating a Vanadium calibration measurement and
an empty cryostat. This Vanadium calibration is simu-
lated without the chopper and for wavelengths between
0.25 Å and 0.5 Å. The virtual detectors were calibrated
to have the same systematic error as on the real instru-
ment, by correcting with the empty cryostat simulation
subtracted from the vanadium simulation.

D. MARI comparison with measurements

Here we compare results from the simulated MARI in-
strument with measurements performed on the real in-
strument. The empty cryostat was measured for calibra-
tion purposes, but here this measurement is the basis of
our first comparison. The Gd chopper is used at 250 Hz
and phased to achieve a beam energy of 34.85 meV. The

real data is shown in figure 12, and the simulation results
are shown in figure 13. The angular position and reso-
lutions of the peaks match well as do the energy shifts
and energy resolution. Several peaks are split in similar
fashion and their shapes generally match. The relative
intensities of the peaks are, however, very different.

Figure 12. Scattering from an empty cryostat on MARI with
a selected energy of 34.85 meV from the Gd chopper running
at 250 Hz.

Figure 13. Simulation of scattering from an empty cryostat
on MARI with a selected energy of 34.85 meV from the Gd
chopper running at 250 Hz.

To investigate the angular dependence, both data sets
are summed over all energy transfers, resulting in the
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comparison seen in figure 14. The simulated data have a
scaling factor and a small constant background added. It
is once again evident that the peak intensities does not
match, but that the shape and position for the aluminium
peaks do. The peaks are sharp at the positive angle side
and have a tail at the low angle side which is consistent
with the time tail of the used moderator.

The difference in peak intensities are expected to be
caused by texture in some or all parts of the aluminium
used to construct the sample environment and windows.
Currently no components in McStas support simulation
of textured powders, but simulations were made by in-
creasing the scattering strength of different parts of the
sample environment. These showed that the peak sepa-
ration in the data is consistent with scattering from the
inner chamber walls.

The few peaks in the measurement that are one pixel
wide e.g. at 109◦ are expected to be detector channels
with slightly higher background while the small peaks at
23◦ and 105◦ may be from some other material used in a
small quantity and not simulated.

Figure 14. Comparison between data from an empty cryostat
taken at MARI (red) and the McStas simulation using Union
components (black). Here the scattering is summed over all
energy transfers to view the angular dependence, which is
dominated by elastic scattering and the angular resolution of
the instrument. Indexing of the Al peaks is shown below the
peaks.

The energy dependence was compared in a similar
manner with a sum over all angles. The results are shown
in figure 15, where a scaling factor was used to match the
peak intensity and a small energy transfer added to fa-
cilitate easier comparison of the shape and width. The
peak width is slightly wider in the simulation, but this
will be influenced by the wrong Bragg peak intensities.
The increased width of the simulation is most likely the

result of some inaccuracy in the simulation of the chopper
(where zero blade width is assumed).

Figure 15. Comparison between data from empty sample
environment taken at MARI (red) and the McStas simula-
tion using Union components (black). Here the scattering is
summed over all angles to view the energy dependence which
is dominated by elastic scattering and the energy resolution
of the instrument.

Next, the simulated MARI instrument is compared
with available measurements on Ni3TeO6. The measure-
ment was performed with the Gd chopper at a frequency
of 250 Hz phased to provide a beam with an energy of
35.19 meV. The purpose of the experiment was to in-
vestigate the inelastic signal, the study of which will be
published elsewhere27. Here the focus is on the elastic
parts as the Union components do not include inelastic
processes yet.

The measurement were performed with a sample mass
of 6.9 g placed in the circumference of the sample con-
tainer with a width of 4.5 cm perpendicular to the beam
and a thickness of 1.9 mm. This was replicated in the
simulation.

The data sets are summed over energy to compare the
angular dependence as shown in figure 16. A scaling fac-
tor is used to match the intensities of the two data sets
and a small constant background was added to the simu-
lation. There is a good overall agreement, but once again
the differences in aluminium peak intensity are evident.

The full datasets and a comparison of the energy res-
olution is shown in appendix figure 31, 32 and 33. The
agreement is in general better than the corresponding
comparison for the empty cryostat, figure 12, 13 and 15.
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Figure 16. Comparison between data from Ni3TeO6 powder
taken at MARI (red) and the McStas simulation using Union
components (black). Here the scattering is summed over all
energy transfers to view the angle dependence which is dom-
inated by elastic scattering and the angular resolution of the
instrument. Indexing of Al peaks are shown.

E. Analysis of background

With a model of the instrument available, it is inter-
esting to map how the multiple scattering background
depend on different instrument settings. On MARI, the
two important choices are the incoming energy and the
time resolution from the chopper. The multiple scatter-
ing is strongly dependent on the incoming energy, and it
is thus selected to scan this parameter to get an overview
of the multiple scattering background. A perfect source
was used to simulate a very high energy resolution, so
that an estimate for the multiple scattering at a broader
energy resolution can be performed by integrating over
the covered range. The used source component provides
a constant brilliance in units 1/s/cm2/ster./meV.

The total single scattering and multiple scattering in-
tensity measured by the detector is shown in figure 17.
The measured single scattering intensity have peaks at
energies where a Bragg peak enters the detector cover-
age at 2θ = 134◦. The multiple scattering intensity peaks
at energies corresponding to a new Bragg peak being ac-
cessible and thus a scattering angle close to 180◦.

The angular dependence as a function of energy is
shown in figure 18, where the scattering intensity is
summed over all energy transfers. Here the powder scat-
tering from aluminium dominates the plot, but as this
part is not delayed significantly, this background will be
located in the elastic channel. In figure 19, the same scan
is shown, but only includes rays that underwent 2 or more
scattering events. Here the structure of the multiple scat-
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Figure 17. Total measured single scattering intensity (black)
and multiple scattering intensity (grey) as a function of in-
coming energy. Errorbars not shown as they were negligi-
ble. Simulated with a unrealistically narrow energy band of
0.01 meV on the MARI instrument model. The Miller indices
for aluminium Bragg peaks at 2θ = 180◦ is shown with filled
circles and 2θ = 134◦ is shown with empty circles.

tering is much more visible, and as this background can
have a significant delay, it may contribute to inelastic
background even though all scattering was elastic.

As expected the background from multiple scattering
is completely absent at energies where there are no Bragg
scattering in aluminium i.e. below 3.7 meV. Conversely,
the background is almost uniform at large incoming en-
ergies as there is a great number of different Bragg peaks
that can be accessed, and thus a large number of differ-
ent combinations seem to diminish the structure. In the
region of 5 meV to 50 meV, however, the relatively low
number of accessible Bragg peaks makes the structure
more pronounced. In addition, it seems that the largest
background occurs at energies where a Bragg peak cor-
responds to a scattering angle of 180◦.In addition to the
low energies (<4 meV) and high energies (>50 meV), a
few energies are comparatively free from background and
can be recommended for measurements, 9 meV, 13 meV,
23 meV, 35 meV, and around 40 meV.

Union logger components are used to record the scat-
tering positions in the sample environment at the same
energy as the simulation, 35 meV. The results are shown
in figure 20 and 21. These contain a surprising amount
of complexity, as the illumination of the sample environ-
ment originates from the many layers of material in the
beam. First order scattering appears only in the directly
illuminated parts, the two windows, sample container
and the edge of the absorbing connecting piece. The sec-
ond order scattering is highly structured as a consequence
of the sharp Bragg peaks from the parts illuminated by
the beam. Here the shadow from the absorber is visi-
ble as an asymmetry between the two sides when seen
from above. In contrast the third order is more evenly
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Figure 18. Detector output as a function of detected scattering angle over a range of incoming energies. Simulated with a
narrow energy band of 0.01 meV on the MARI instrument model. The overlay shows expected Bragg scattering from aluminium
with the corresponding Miller indices.

0 10 20 30 40 50 60 70 80 90 100

Incoming energy [meV]

0

20

40

60

80

100

120

140

160

180

2θ
[d
eg
]

220

200

553731
642

640711551

400
331

444
622533

620

111

800

600442

420

531
440

422

222311

333511

Figure 19. Detector output as a function of detected scattering angle over a range of incoming energies. Simulated with a
narrow energy band of 0.01 meV on the MARI instrument model. Here only rays that scattered more than once are recorded.
The overlay shows expected Bragg scattering from aluminium with the corresponding Miller indices.
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distributed over the entire sample environment.
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Figure 20. Scattering positions within the sample environ-
ment seen from the side. The colorscale is logarithmic and
measures the amount of scattered intensity within a certain
region of space. Here separated into all orders in panel (a),
while 1st order is shown in (b), 2nd order in (c) and 3rd or-
der in (d). Note that panel (b) is zoomed onto the sample
and sample environment windows, because this is the only
directly illuminated area. The colour scales are individual for
each panel.

Next the multiple scattering present in the MARI sim-
ulation of the empty sample environment is investigated
by plotting the detector signal on a logarithmic scale as
seen on figure 22. Here many multiple scattering fea-
tures are visible, and it is clear how they have a potential
for being mistaken as an inelastic signal. The measured
data on the empty cryostat hardly contained any counts
outside the elastic line, and thus a comparison to the
measured data is not feasible. This could be explained
either by the measurement being too short or because
additional shielding not simulated were installed. The
latter was confirmed by the instrument scientist, yet sim-
ulations were performed without the shielding, and now
serves to show the multiple scattering that would occur
without such shielding.

In order to investigate the multiple scattering signal
further, a simulation of the empty sample environment
was performed with an artificial source with perfect time
structure and energy resolution of 0.01 meV. This serves
to remove the smearing from energy resolution and in-
herent time structure of the moderator, making the per-
ceived energy transfer a clear measure of added distance
to the neutron flight path. The resulting detector output
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Figure 21. Scattering positions within the sample environ-
ment seen from the top. The colorscale is logarithmic and
measures the amount of scattered intensity within a certain
region of space. Here separated into all orders in panel (a),
while 1st order is shown in (b), 2nd order in (c) and 3rd or-
der in (d). Note that panel (b) is zoomed onto the sample
and sample environment windows, because this is the only
directly illuminated area. The colour scales are individual for
each panel.

Figure 22. Output from simulation of an empty cryostat on
the MARI instrument on a logarithmic scale from 2 to 7 orders
below the aluminium Bragg peaks.

is shown in figure 23. Here, the multiple scattering fea-
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tures are clear and an analysis of this output is simpler
as the peaks can be easily distinguished.

In order to understand these features one can filter
the McStas monitors used to only view events that had
certain number of scattering events, were scattered in
certain volumes, or took part in some specified process.
On figure 24 we show the part of the detector output that
had a scattering in the CCR. All contributions from the
CCR appear well outside the elastic line as rays need to
add a significant path length to reach the CCR before
ending at the detectors.

Figure 23. Output from simulation of an empty cryostat on
a logarithmic scale from 2 to 7 orders below the aluminium
Bragg peaks. Here a source without time distribution and a
narrow energy interval is used to show the multiple scatter-
ing features in more detail. The peaks marked A and B are
investigated further in figure 25 and 26, respectively.

The capabilities of the conditional components are
demonstrated by investigating the origin of two marked
peaks in figure 23. Each peak is assigned a series of
Union logger components and a conditional component
that ensure the loggers only record events that are within
the boundaries marked A and B respectively on figure 23.
The spatial origins for peak A is shown in figure 25, show-
ing that the first scattering occurs in the Al window and
sample container, while the second occurs at the lower
vessel. The distribution of scattering among the powder
lines in aluminium are displayed in table VI. The ref-
erence column shows the probability distribution among
the Bragg peaks for all scattering, not just the part that
satisfy the conditional. For this conditional, the first or-
der scattering has a higher probability for low angles of
scattering, while the second order is primarily from the
311 reflection.

The spatial origins for peak B is shown in figure 26.
The first scattering primarily occurs after the beam has
travelled halfway through the cryostat, and on panel (e)
it is even visible that half of the sample container has
a lower probability to contribute to peak B, as the rays

Figure 24. Output from simulation of an empty cryostat on
a logarithmic scale, here filtered to only show events that
scattered in the CCR. Only the center high angle detector
bank which covers 12◦ to 134◦ is used.

Miller indices 2θ 1st order 2nd order 3rd order Reference

111 38.2◦ 29.7% 1.2% 16.4% 14.2%

200 44.4◦ 10.4% 0.7% 12.0% 9.2%

220 64.5◦ 6.5% 0.8% 9.2% 11.1%

311 77.5◦ 17.6% 72.2% 17.3% 19.0%

222 81.7◦ 3.4% 4.0% 6.0% 5.1%

400 98.1◦ 1.8% 0.6% 3.1% 3.3%

331 111◦ 6.9% 4.0% 10.0% 10.1%

420 115◦ 6.8% 11.6% 10.6% 9.8%

422 135◦ 9.0% 2.9% 7.5% 9.0%

511/333 158◦ 8.0% 1.9% 8.0% 9.1%

Table VI. Table over distribution of scattering per powder line
for conditional A. The reference column is the probability for
all scattering without any conditional.

need to travel through the Boron-Nitride sample holder.
The second scattering most frequently occur at the top
plate of the simulated vessel, with some on the CCR it-
self. The distribution of scattering among the aluminium
powder lines can be seen in table VII. The first scatter-
ing is often the 311 reflection that yields the necessary
scattering angle to hit the top of the sample environment.
In order to contribute to the investigated peak, the ray
must end on the detector below the sample environment,
and thus must backscatter. More than 80% of the second
order events used the 511 or 333 reflection that share a
scattering angle of 158◦. The third order scattering has a
distribution closer to the reference, but still with a higher
probability for back scattering.
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Figure 25. Scattering positions within the sample environ-
ment for rays that satisfy conditional A shown in figure 23.
Panel (a) through (c) are from a top view, (a) being all scat-
tering, (b) only first order scattering (zoomed) and (c) second
order scattering. Likewise panel (d) through (f) are from the
side, and (d) is all orders of scattering, (e) only first order
(zoomed), and (f) only second order.

Miller indices 2θ 1st order 2nd order 3rd order Reference

111 38.2◦ 5.0% 4.3% 14.2% 14.2%

200 44.4◦ 3.3% 2.4% 6.9% 9.2%

220 64.5◦ 4.9% 2.1% 6.9% 11.1%

311 77.5◦ 62.6% 3.2% 14.8% 19.0%

222 81.7◦ 9.7% 0.9% 4.1% 5.1%

400 98.1◦ 4.2% 0.5% 2.4% 3.3%

331 111◦ 3.1% 1.4% 8.1% 10.1%

420 115◦ 2.7% 1.5% 8.4% 9.8%

422 135◦ 2.2% 1.4% 9.1% 9.0%

511/333 158◦ 2.4% 82.3% 25.1% 9.1%

Table VII. Table over distribution of scattering per powder
line for conditional B. The reference column is the probability
for all scattering without any conditional.

Figure 26. Scattering positions within sample environment
for rays that satisfy conditional B shown in figure 23. Panel
(a) through (c) are from a top view, (a) being all scattering,
(b) only first order scattering and (c) second order scattering.
Likewise panel (d) through (f) are from the side, and (d) is all
orders of scattering, (e) only first order, and (f) only second
order.

VI. DISCUSSION

A. Validation against existing McStas components

Validation of the Union processes were done against
the regular McStas components of which they were based.

The results were as expected for the Incoherent and
Single crystal processes, where all deviations were con-
sistent with the Monte Carlo noise estimated by McStas.
The Powder process which was compared to the PowderN
component did show some small differences that can be
explained by the absence of multiple scattering in the ref-
erence component. In this case the scattering signal was
validated for the first order scattering.

Further work would be required to validate the Union
powder process for higher orders of scattering. This could
be done either against other code that includes multiple
scattering, by a detailed comparison to analytical expres-
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sions, or by an experiment.

B. Simulation compared to MARI measurement

The comparison between the simulated and measured
MARI experiment did show that many aspects were repli-
cated well by the simulation, but still had a shortcoming
in the description of the empty sample environment. As
mentioned, we believe the primary reason for this dis-
crepancy is due to texture in the aluminium introduced
in production. This explanation alone is however not
sufficient to explain the discrepancy, as this should not
change the ratio between the intensities of the 200 and
400 peaks, yet these are different in measurement and
simulation. The most probable explanations would be
an error in the simulation code or an unknown difference
between the simulated and real scattering system.

Since the used experiment was not performed with the
intention of being replicated by simulation, some details
were not measured and are impossible to reconstruct to
full accuracy.

A dedicated experiment on MARI or on another beam-
line would be needed to perform a detailed experimental
validation of the Union components, and such endeav-
ours are always a prudent exercise for the McStas package
overall28.

C. Demonstration of Union components

The analysis of the multiple scattering background
from the MARI cryostat served as a demonstration of
both the new possibilities brought to McStas by the
Union components and the relevance of the problem they
solve. It is now possible to easily model complex sam-
ple environments which yield the full multiple scattering
signal and can be analyzed in great detail.

The background analysis done does not correspond to
the real instrument due to some shielding not being sim-
ulated, and thus serves to show what this shielding can
prevent. Future simulations will include the additional
shielding, and a rerun of the scans over the incoming
energy shown in figure 19 can become a useful tool for
selecting the best possible energy. Furthermore, the full
data set for each energy will be available, allowing the
researchers to view the expected multiple scattering and
make sure it is not located in the (h̄ω, 2θ) regions that
are most important for their experiment.

The investigations of the two peaks in figure 23 showed
their origins to be related to the vessel above the sam-
ple, not usually suspected of being a major background
source. Shielding may, however, already have been in
place at MARI to avoid this background.

These new capabilities allow McStas to become part of
the design of sample environments as they can be mod-
elled to a reasonable precision and can be tested on the
comprehensive library of McStas instruments.

The accuracy that can be achieved in virtual experi-
ments is significantly increased by the multiple scattering
in complex geometries, but also the possibility for multi-
ple scattering between an arbitrary number of processes.
This serves to enhance all use cases for virtual experi-
ments including experiment planing, evaluating propos-
als, and even as a means of data reduction17.

D. Collaboration on scattering processes

It has been a high priority to lower the barrier of en-
try for contributing new physics to the Union compo-
nents. This was achieved by moving the geometry and
many technical Monte Carlo sampling tasks away from
the process components. It is the hope of the authors
that this will allow a broader part of the neutron scat-
tering community to contribute scattering processes rele-
vant for their work into the pool of McStas functionality.

E. Performance of Union components

One of the main benefits of using McStas for instru-
ment simulations is the performance of the software.
Simulations are to be feasible on a laptop, and jeopar-
dizing this notion is not an option. The MARI model
runs the standard 1 · 106 rays in 6 seconds on the au-
thors laptop29, which is within the order of magnitude ex-
pected for simple McStas instruments. Simulations have
been performed with more that 600 volumes, and these
are still manageable on a laptop, as great care have been
placed on scalability with increasing number of volumes.

The Union components does, however, add a large
amount of possible paths through the scattering system,
which in turn requires a larger number of simulated rays
to sample all possibilities. Furthermore, since multiple
scattering is one of the main benefits, the use of focus-
ing which forces scattering in certain solid angles (usu-
ally onto a detector) will significantly change the results.
For these reasons, the computational requirements for us-
ing the Union components are in practice larger than for
typical McStas simulations, but still within reasonable
computational requirements.

F. Outlook

The most important task yet to be done in the Union
project is a full validation of the multiple scattering
model in a dedicated validation experiment. This will
require a detailed description of the sample environment
to be available and an accurate model of the instrument.
It is, however, important in order to build trust in the
accuracy of the software.

The process library is to be expanded with with in-
elastic processes, greatly improving the possible virtual
experiments.
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In terms of new features there are ideas for an expan-
sion including surface effects as this will expand the use
cases for the software to include super mirrors for optics
(both inside sample environment, but also for extraction
systems) and samples for reflectometry. In addition, the
material refractive index could be included.

The performance of the code is expected to improve
with further revisions as debugging tools can be removed.

VII. CONCLUSION

The McStas Union components were introduced and
the differences from previous McStas implementations
highlighted, primarily the full multiple scattering among
a large number of volumes, the balancing between an ar-
bitrary number of scattering processes in a material, and
the easier addition of new scattering processes.

Validation of the incoherent, powder and single crystal
scattering processes were performed, showing high agree-
ment with a few discrepancies that will be investigated
further.

Simulations of the ISIS powder time of flight spectrom-
eter MARI were performed and compared to measure-
ments showing agreement in all aspects, but the peak
intensities of aluminium in the empty cryostat. This is
probably partly explained by the texture introduced in
production of the sample environment, but may also be
due to inaccuracies in the simulated system.

Furthermore the multiple scattering background from
the used cryostat were investigated showing a surpris-
ingly rich structure. A scan of the incoming energies re-
vealed a strong dependence on this parameter and small
energy intervals of comparatively low background were
identified. The Union logger and conditional compo-
nents were further used to analyse two multiple scatter-
ing peaks and it was identified that the vessel above the
sample container contributed to both.
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Figure 27. Transmission detector for Union powder sample
(black filled) and traditional PowderN sample component (red
empty). Lower panel shows the difference for each point rel-
ative to the error on the difference introduced by the Monte
Carlo technique.
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scatter, results for Union components (black filled) and Sin-
gle crystal (red empty). Lower panel shows the difference for
each point relative to the error on the difference introduced
by the Monte Carlo technique.

Appendix A: Additional figures

Appendix B: Additional features

Explanation of further features that may be important
for certain users, but did not fit into the narrative of the
manuscript.

1. Masks

It is possible to place Mask volumes in the simulation
that does not have a specified material, but instead masks
a number of other volumes. A masked volume is only sim-
ulated in the regions covered by both the original volume
and the mask. This can for example be used to create
thin windows in limited parts of a sample environment.

In addition several mask volumes can mask a single
volume, and depending on user input they all need to
cover the same region for that region to be simulated, or
just one mask and the original volume need to cover a
region.

2. Exit geometry

It is possible to mark a volume as an Exit volume
by giving the material definition ”Exit”. When a ray
intersects such an exit volume, the ray leaves the cur-
rent Union master component. This is useful for exam-

Figure 30. Simulation of single crystal diffraction using spher-
ical detectors covering all directions for both Union compo-
nents (top) and Single crystal (bottom).

ple when placing a detector inside a sample environment
or similar.

3. Activation counter

Under normal circumstances, each geometry compo-
nent will only be used by the next Union master com-
ponent. Thus several sets of volumes each with their
own master can be used to simulate several independent
areas with multiple scattering. This could for example
be a separate monochromator assembly and sample en-
vironment. It is however possible to adjust a quantity
named the activation counter for a volume to alter this
behaviour, as the activation counter selects how many
of the next master components a geometry component
participates in. In the example with the monochroma-
tor and sample environment, one could have an activa-
tion counter of 2 for volumes describing a filter between
them, and these would be simulated in both assemblies.

This feature along with exit volumes provides a power-
ful tool for including regular McStas components inside
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Figure 31. Measured scattering from cryostat and Ni3TeO6

sample on MARI with a selected energy of 35.19 meV from
the Gd chopper running at 250 Hz.

Figure 32. Simulated scattering from cryostat and Ni3TeO6

sample on MARI with a selected energy of 35.19 meV from
the Gd chopper running at 250 Hz.

a large ensemble of Union components. A large num-
ber of volumes with activation counter set to 2 could
be used with an exit volume that has activation counter
1 and is placed around a regular component. The next
Union master component will thus simulate the ensemble
as normal, until the exit volume may be reached, where
the ray is handled by the regular McStas component. Af-
ter the ray leaves the regular McStas component, it is sent
to the next Union master that can continue the simula-

Figure 33. Comparison between data from Ni3TeO6 powder
taken at MARI (red) and the McStas simulation using Union
components (black). Here the scattering is summed over all
angles to view the energy dependence which is dominated by
elastic scattering and the energy resolution of the instrument.

tion within the same ensemble of volumes, but without
the exit volume. The issue with this approach is that the
regular McStas component will effectively become invis-
ible for the rays after their first interaction, but this is
appropriate in many cases, for example monitors or a
resolution sample.

4. Tagging

The Union master component records a simple history
for each ray. The history consists of a series of events
undertaken by a ray, which can be changing volume or
a scattering event, in chronological order. All rays that
propagate from volume 0 to volume 1, undergoes scat-
tering process 2 of volume 1, then propagates back to
volume 0 are considered the same history. These histo-
ries are collected and sorted after the total intensity that
leaves the master component with a specific history. A
sample of the top 15 histories for a simple setup is dis-
played in text box 1.

The file starts with a short description of each volume
including the assigned material and the scattering pro-
cesses associated with that material.

The first number in a row of data is the number of rays
with this history, the next is the total intensity, and then
the string containing the history. VX refers to volume
number X, and PX refers to process number X within the
current volume. When there are volumes with different
materials, PX can refer to different processes depending
on which volume the ray is currently in, meaning P0 in
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History file written by the McStas component Union_master

----- Description of the used volumes ------------------------------------------------------------

V0: Surrounding vacuum

V1: powder_container Material: Al P0: Al_incoherent P1: Al_Powder

V2: powder_inside_container Material: Cu_powder P0: Cu_incoherent_process P1: Cu_powder_process

----- Histories sorted after intensity -----------------------------------------------------------

12221626 N I=4.188166E-06 V0

1882051 N I=1.052731E-06 V0 -> V1 -> V2 -> V1 -> V0

1517013 N I=6.213315E-07 V0 -> V1 -> V0

188661 N I=8.043799E-08 V0 -> V1 -> V2 -> P0 -> V1 -> V0

752943 N I=3.823911E-08 V0 -> V1 -> V2 -> P1 -> V1 -> V0

771437 N I=2.176363E-08 V0 -> V1 -> P1 -> V0

181532 N I=1.101451E-08 V0 -> V1 -> P1 -> V2 -> V1 -> V0

286771 N I=7.628450E-09 V0 -> V1 -> V2 -> V1 -> P1 -> V0

18736 N I=1.948079E-09 V0 -> V1 -> V2 -> P0 -> P0 -> V1 -> V0

75736 N I=1.319653E-09 V0 -> V1 -> V2 -> P1 -> P0 -> V1 -> V0

33463 N I=1.100647E-09 V0 -> V1 -> V2 -> V1 -> P1 -> V2 -> V1 -> V0

74590 N I=1.016961E-09 V0 -> V1 -> V2 -> P0 -> P1 -> V1 -> V0

301006 N I=6.623860E-10 V0 -> V1 -> V2 -> P1 -> P1 -> V1 -> V0

18169 N I=4.341707E-10 V0 -> V1 -> P1 -> V2 -> P0 -> V1 -> V0

13310 N I=4.054218E-10 V0 -> V1 -> P0 -> V0

Text box 1. Example of tagging output from the Union master component, here for a setup consisting of an aluminium can
containing a copper powder. The most common history is the ray missing the can entirely, followed by the ray passing through
the entire setup. The next two histories contain a scattering in the copper using the incoherent and powder process respectively.

”V0 -> V1 ->P0” and ”V0 -> V2 -> P0” refers to two
different processes if volume 1 and volume 2 are different
materials.

In this example, 2 · 107 rays were simulated, but only
2.5 · 104 unique histories were sampled, making the data
file manageable at just 2.8 MB. The size for more com-
plicated cases can be significantly larger, and if it be-
comes problematic (needs to fit in memory) the number
of unique histories can be limited with component input.

There are many practical uses for the history infor-
mation. If for example one wants to estimate the back-
ground originating from a certain part of a sample holder
described by volume X, one simply adds the intensity of
all histories that scattered in that volume by searching
for ”VX -> P”. If only background at the detector is im-
portant, one can place an exit volume with number Y
at the detector and add the intensities for all histories
that contain the string ”VX -> P” and ends in ”VY”.
This have always been possible with McStas by tagging
the neutrons manually using EXTEND, but that requires
running the simulation again in order to investigate a new
problem, here all histories are available after one simula-
tion.
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A.4 Exploring performance of neutron guide systems using
pinhole beam extraction

This paper was included in my master thesis titled ”Optimizing neutron guides using the
minimalist principle and guide bot”, and is thus not to be included in the assessment of
this thesis, it is however included for completeness. The paper was published in Nuclear
Instruments and Methods in Physics Research, Section A.

Abstract

We perform an optimization of pinhole neutron guide systems under systematically varying
conditions. It is investigated how neutron guide systems consisting of a parabolic feeder
inside the biological shielding followed by a pinhole and an elliptical guide perform with
different pinhole sizes and divergence requirements. We have clarified in which situations
such a guide system is a viable choice and when the parabolic feeder is necessary in terms
of neutron transport. The advantage of this design is the reduction of background from
fast thermal neutrons compared to a system without a pinhole, hence the smallest possible
pinhole is of interest. It is found that instruments with divergence requirements of ±1.0◦ will
have excellent neutron transport with a 3×3 cm2 pinhole, while lower divergence require-
ments of ±0.5◦ can do with a smaller pinhole of 2×2 cm2. The feeder effectively reduces the
necessary pinhole size, and is especially beneficial for short instruments. In addition to these
qualities, a feeder will often smoothen the divergence profile, mostly for longer instruments.

My contribution

The goal was to study a certain guide geometry in connection to the guide task force at ESS.
Kim Lefmann took the task upon his group, and the task was shared among H. Jacobsen, U.
B. Hansen and myself who took decisions on how to approach the simulation task supervised
by K. Lefmann. H. Carlsen wrote the Elliptical guide gravity component that I validated.
I wrote the McStas instrument file which was the core of the simulation, and participated
in discussions on analysing the results. I wrote the entire manuscript.
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a b s t r a c t

We perform an optimization of pinhole neutron guide systems under systematically varying conditions.
It is investigated how neutron guide systems consisting of a parabolic feeder inside the biological
shielding followed by a pinhole and an elliptical guide perform with different pinhole sizes and
divergence requirements. We have clarified in which situations such a guide system is a viable choice
and when the parabolic feeder is necessary in terms of neutron transport. The advantage of this design is
the reduction of background from fast thermal neutrons compared to a system without a pinhole, hence
the smallest possible pinhole is of interest. It is found that instruments with divergence requirements of
71.01 will have excellent neutron transport with a 3�3 cm2 pinhole, while lower divergence
requirements of 70.51 can do with a smaller pinhole of 2�2 cm2. The feeder effectively reduces the
necessary pinhole size, and is especially beneficial for short instruments. In addition to these qualities, a
feeder will often smoothen the divergence profile, mostly for longer instruments.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

In the design of instrumentation for a pulsed neutron source,
the background flash from the pulse is a major concern. The main
constituents are gamma radiation and fast neutrons, which both
require large quantities of shielding to be suppressed. These
background contributors can however propagate freely within
the guide itself. Hence, a guide system consisting of a highly
transporting single long ellipse [1,2] may lead to intolerably large
background levels [3].

It is possible to increase the amount of shielding between
moderator and sample by using a guide system that narrows down
to a small pinhole at some point as suggested in Ref. [4]. Such a
pinhole could also be beneficial for a pulse shaping chopper, which
is positioned as close to the moderator as the primary shielding
will allow. In order to achieve the smallest possible pinhole while
still maintaining a high transport efficiency, a system with a
narrowing “feeder” could be needed in order to lead the neutron
trajectories through the pinhole, effectively by increasing the
divergence of the beam. Such narrowing guide systems have been

investigated in the form of double trumpets with flat sides for
example in Ref. [5].

In this paper the effect of a pinhole and a parabolic feeder is
investigated with computer simulations. An elliptical guide is used
to transport the high-divergence neutrons from the pinhole to the
sample. This system is then optimized for a large range of pinhole
sizes, guide lengths, and divergence requirements.

2. Description and simulation of the guide system

The instrument parameters are chosen to resemble a typical
instrument foreseen for the European Spallation Source (ESS) [6,7].
This implies that no optical element can start closer than 2 m from
the moderator and that the first chopper can be located at 6 m.
The square pinhole is placed at 5.9 m, and different sizes are
investigated with side lengths varying from 1 cm to 5 cm in 1 cm
increments. In addition, the divergence requirement is varied
independently between 70.51, 71.01 and 72.01. This is done
for different instrument lengths, which are denoted by the
distance between chopper and sample, here chosen to be 24 m,
75 m, 150 m and 300 m. In order to highlight the effect of the
feeder, each instrument is optimized also without the parabolic
feeder; in total 120 guide systems. To enable the large amount of
simulations, all guides are modelled without choppers, which are
assumed not to affect the relative performance of the guides.
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The intensity on the sample is given in terms of the brilliance
transfer which means that the density in five-dimensional phase
space (position, divergence, wavelength) is normalized to the
phase space density at the moderator. The limit on the spatial
dimensions is the sample size while the limit in divergence is the
divergence requirement of the instrument. The limits for the
wavelength are simply the wavelength band used. The brilliance
transfer can be shown as a function of one or more of these
dimensions by summing over the remaining dimensions. This
value has an intrinsic upper limit of 100%, which is the maximal
theoretical transport efficiency allowed by Liouville's theorem [8].
The performance should, however, also be compared to a less
restricted guide system, and thus a single elliptical guide starting
at 2 m was simulated as a reference.

3. Instrument details

A sketch of the simulated system can be seen in Fig. 1 for one
specific instrument length. The moderator is a simple 12�12 cm2

square moderator with uniform divergence and wavelength dis-
tribution. The wavelength band used is 2–10 Å, and all wave-
lengths are weighted equally in the optimizations. The sample is a
1�1 cm2 square and the figure of merit is neutron intensity on
sample within the given maximum divergence. Even though
neutron transport is not perfectly symmetric due to gravity, it
was chosen to keep the guide system square by locking the
horizontal and vertical free geometrical parameters together. This
effectively halves the amount of free parameters and thus greatly
reduces the computation time for the optimizations.

The parabolic feeder starts 2 m from the moderator, and the
width at this point is a free parameter. The feeder ends at 5.9 m
just before the pinhole, and the position of the focus point close to
the pinhole is a free parameter. The elliptical guide starts 20 cm
after the pinhole, and ends 50 cm before the sample to allow for
sample environment, slits, and monitor. The focal points and small
axis of the elliptical guide are free parameters. In total, there are
five free parameters with the feeder and three free parameters
without.

The simulated supermirrors have a critical scattering vector of
reflection of Qc ¼mQNi, where m is a number in the range 1–7 and
QNi ¼ 0:0217 Å

�1
is the critical scattering angle of nickel. The

feeder uses m¼6 supermirrors, while the elliptical guide uses
m¼6 for the first and last 10% of the length, and m¼3 in the
remaining part. The high m values were chosen so that the guide
systemwas not limited by too poor coating. It has been shown that
the m values needed in an elliptical guide can be minimized
dramatically from this value without losing much performance [9],
and it is expected to be possible with this design as well. In the
used model, the slope of the reflectivity does not depend on the m

value. Both feeder and guide are simulated without waviness in
the supermirrors.

4. Computing

The simulations were done in the Monte Carlo ray-tracing
simulation package McStas 1.12c [10–12]. The feeder and elliptical
guide were both simulated by a new component distributed with
McStas 2.0 [13], Guide_elliptical, which uses the Newton–Raphson
method [14] to iteratively find intersections between the perfect
elliptical guide and neutron rays affected by gravity. For this
reason there are no guide segments in neither the feeder nor
elliptical guide in the simulated guide system. This component
uses approximately the computation time of 10 small guide
segments made with the Guide_gravity component, but to make
a sufficiently smooth guide, in excess of 100 segments are needed.
Thus the performance of the overall simulation was greatly
improved making the large number of optimizations possible.
The optimizations and data plotting were performed using iFit [15]
for MATLAB. The computations were carried out on the 500 core
cluster of the ESS Data Management and Software Center [16].

5. Simulation data

We here show the main results of the simulation work. In every
case, only the performance of the optimized guides are considered.
In general the simulated neutron intensity is displayed in terms of
the brilliance transfer, which has been computed as the intensity
at the sample position (within decided wavelength, area, and
divergence limits) divided by the similar intensity at the
moderator.

5.1. Wavelength dependence of brilliance transfer

In Fig. 2 the brilliance transfer as a function of wavelength is
displayed for a single configuration, 24 m with a 1�1 cm2 pinhole
and optimized for a divergence requirement of 70.51. The solid
black curve which is without a feeder has an almost constant
brilliance transfer of around 30%, which is quite low for this
divergence requirement. The dashed red curve is with a feeder
which has a much higher brilliance transfer for the entire
wavelength range. The brilliance transfer for the guide with feeder
is more wavelength dependent, going from a brilliance transfer of

2 m 23.5 m

BA

6 m 24 m

4 m

Fig. 1. A sketch of the guide system consisting of the parabolic feeder (A) and an
elliptical guide (B) separated by a pinhole situated at the end of the feeder. There is
20 cm separation between the feeder and guide. This specific sketch is the
optimized geometry for a 24 m instrument with 3�3 cm2 pinhole and 71.01
divergence requirement.
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Fig. 2. Brilliance transfer as a function of wavelength for a 24 m instrument with
1�1 cm2 pinhole and optimized for a 70.51 divergence requirement. The dashed
red curve is with the feeder while the solid black is without, and the solid gray
curve is the reference elliptical guide without the space restriction. (For inter-
pretation of the references to color in this figure caption, the reader is referred to
the web version of this article.)
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52% at 2 Å to 85% at 10 Å. The reference guide shown as a solid
gray curve has almost perfect brilliance transfer, which is possible
without the restriction of having a narrowing pinhole.

The same information as in Fig. 2 is shown for all simulated
configurations in Figs. 3–6 for instrument lengths 24 m, 75 m,
150 m and 300 m respectively. The dependence on pinhole size
and divergence is explicitly shown in each figure. Results for the
24 m instrument are shown in Fig. 3, where each row represents
one divergence requirement and each column is one pinhole size.
The bottom row corresponds to a divergence requirement of
70.51, for which the brilliance transfer exceeds 89% over the full
2–10 Å wavelength range with a pinhole of 2�2 cm2 and a feeder,
while a 3�3 cm2 pinhole is needed to obtain a similar perfor-
mance without a feeder. A less extreme difference is seen at 71.01
divergence, but the feeder still represents a large improvement for
pinhole sizes of 3�3 cm2 or less. It is noted that the feeder is
better suited for longer wavelengths, as it adds almost nothing to

the transmission of the 2 Å neutrons when the divergence is
71.01 or more.

In the case of the 75 m instrument, Fig. 4, it is remarkable that
for the low divergence (70.51), most of the simulated guides yield
almost perfect brilliance transfer. The only exception is at
1�1 cm2 pinhole, where the feeder is a considerable improve-
ment, but still does not reach the reference performance. There is
naturally 70.61 divergence at 5.9 m from the 12�12 cm2 mod-
erator, which is the reason a perfect brilliance transfer is possible
without the feeder. The 1�1 cm2 pinhole does however not
perform as well, simply because of the increase in phase-space
volume requirement caused by the distance between the guide
end and sample. At higher divergences the necessary pinhole size
is larger, 3�3 cm2 would be acceptable for the 71.01 case. The
feeder is always an improvement at the extreme 72.01 diver-
gence, but the guide system never quite does a convincing job
when compared with the reference guide. In some cases the guide
system has a brilliance transfer which decreases towards high
wavelength. This effect is caused by gravitation, as test simulations
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Fig. 3. Brilliance transfer for a 24 m instrument as a function of wavelength. The
dashed red curve is with the feeder while the solid black is without, and the solid
gray curve is the reference elliptical guide. The individual plots each resemble that
of Fig. 2 but for a range of pinhole sizes (displaced horizontally) and divergence
requirements (displaced vertically).
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Fig. 4. Brilliance transfer for a 75 m instrument as a function of wavelength.
The dashed red curve is with the feeder while the solid black is without, and the
solid gray curve is the reference elliptical guide. The individual plots each resemble
that of Fig. 2 but for a range of pinhole sizes, divergence requirements and
instrument length.
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Fig. 5. Brilliance transfer for a 150 m instrument as a function of wavelength.
The dashed red curve is with the feeder while the solid black is without, and the
solid gray curve is the reference elliptical guide. The individual plots each resemble
that of Fig. 2 but for a range of pinhole sizes, divergence requirements and
instrument length.
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Fig. 6. Brilliance transfer for a 300 m instrument as a function of wavelength.
The dashed red curve is with the feeder while the solid black is without, and the
solid gray curve is the reference elliptical guide. The individual plots each resemble
that of Fig. 2 but for a range of pinhole sizes, divergence requirements and
instrument length.
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without gravity yielded monotonically increasing brilliance trans-
fers as a function of wavelength.

For the 150 m instrument, Fig. 5 results are in general similar to
the 75 m system. All guide systems have good brilliance transfers
(above 90%) for divergence below 70.51 and a pinhole size of
2�2 cm2 or more, and thus the feeder is unnecessary here. At a
divergence requirement of 71.01 the feeder does remarkably well
at low pinhole sizes, increasing the performance almost to the
reference level at 3�3 cm2 pinhole. At 72.01, the feeder is an
improvement, but seems limited to around 71% of the reference
guide performance, even at the maximum pinhole size of
5�5 cm2.

The 300 m guide system as shown in Fig. 6 performs quite
similar to the 150 m system, however the maximal brilliance
transfers achieved is a few percent lower because of the increased
number of reflections. It should however be noted that a 300 m
guide can perform quite close to the theoretically possible value of
unity, at least for divergencies up to 71.01.

5.2. Divergence dependence of brilliance transfer

For the same guides as were optimized and presented in
Section 5.1, we here show the obtained brilliance transfer as a
function of vertical divergence. The data are averaged over
wavelength, position and horizontal divergence within the
decided limits. The divergence distributions are always shown
over the entire 72.01 vertical divergence range, but the brilliance
transfer is only summed over the divergence requirement in the
horizontal divergence. The horizontal divergence plots are quite
similar to the vertical, but are symmetrical as gravity does not
affect them directly. Here, they add no new information, and we
omit them.

In Fig. 7 the brilliance transfer as a function of vertical
divergence is shown for a 24 m instrument with 1�1 cm2 pinhole
and optimized for a 70.51 divergence requirement. The data is
averaged over the entire wavelength interval, 2–10 Å. The diver-
gence distribution for the guide without feeder (solid black curve)
is quite problematic as the big dip around 01 divergence will make
the resolution function more complicated. The instrument with
feeder described by the dashed red curve does much better as the
shape is much more smooth. The reference elliptical guide also has
a simple shape with a very even distribution. The reference guide
provides a high brilliance transfer even at divergencies outside the
70.51 interval for which it was optimized, this is not a problem

since neutrons with too high divergence can be removed by
(distance) collimation.

Figs. 8–11 contain information similar to Fig. 7 but for all the
simulated configurations as in the previous section.

In Fig. 8, the brilliance transfer dependence on vertical diver-
gence for the 24 m instrument is shown. Notice how the solid
black curve representing a guide without the feeder has quite
uneven divergence distributions for small pinholes, mostly in the
form of a low intensity region near zero divergence. In most cases,
a feeder rectifies this, even while improving the overall transmis-
sion. In some cases (71.01, 2�2 cm2 pinhole and 70.51,
4�4 cm2 pinhole), the feeder adds some structure to the diver-
gence distribution in the form of small amplitude oscillations.
These are unwanted, but are not punished directly in the optimi-
zation. A careful re-optimization of one particular guide system
has for all cases tested been able to remove these features without
compromising the overall transmission, since there are in general
multiple different solutions with similar figures of merit. Due to
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Fig. 7. Brilliance transfer as a function of vertical divergence for a 24 m instrument
with 1�1 cm2 pinhole and optimized for a 70.51 divergence requirement. The
dashed red curve is with the feeder while the solid black is without, and the solid
gray curve is the reference elliptical guide. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this article.)
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Fig. 8. Brilliance transfer for a 24 m instrument as a function of vertical divergence.
The dashed red curve is with the feeder while the solid black is without, and the
solid gray curve is the reference elliptical guide. The individual plots each resemble
that of Fig. 7 but for a range of pinhole sizes and divergence requirements.
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Fig. 9. Brilliance transfer for a 75 m instrument as a function of vertical divergence.
The dashed red curve is with the feeder while the solid black is without, and the
solid gray curve is the reference elliptical guide. The individual plots each resemble
that of Fig. 7 but for a range of pinhole sizes, divergence requirements and
instrument length.

M. Bertelsen et al. / Nuclear Instruments and Methods in Physics Research A 729 (2013) 387–398390



the sheer amount of work, we did, however, not reoptimize all
affected simulations for smooth divergence distributions.

In Figs. 9 and 10 the vertical divergence is shown for the 75 m
and 150 m instruments, respectively. Here, the effect of gravity is
more visible because of the longer flight path. In some cases,
mostly with 72.01, the divergence distribution is more skewed
when the feeder is used. This happens because the feeder trans-
port more high wavelength neutrons, which are in turn affected
more by gravity. For the divergencies 71.01 and lower, the
divergence profiles seem quite smooth, with the exception of
some 1�1 cm2 pinhole results. In some cases the feeder does
yield some unwanted wings in the profile, but this only happens in
cases where the pinhole is larger than necessary.

The vertical divergence distribution for the 300 m instrument
is shown in Fig. 11 and is similar to the distributions for 75 m and
150 m, but a little more smeared out. With the feeder most of
these distributions would provide smooth resolution functions, as
the feeder seems to fill out the dip commonly seen close to zero
divergence.

5.3. Moving the slit closer to the moderator

For the purpose of increasing the effective divergence leaving
the pinhole, one could consider moving the pinhole closer to the
moderator. We here show a few set-ups that exemplify how and when
this scheme has a possibility of producing useful results. We choose to
place the pinhole at 3.44 m in order to increase the effective
divergence to 1.01�1.01 at the pinhole position. Two 150m guides
without feeder were optimized, one with 71.01 divergence require-
ment and 2�2 cm2 pinhole and the other with 72.01 divergence
requirement and 3�3 cm2 pinhole. The brilliance transfer as a
function of wavelength can be seen in Fig. 12. For the guide with
71.01 divergence requirement and 2�2 cm2 pinhole, moving the slit
closer to the moderator reduced the brilliance transfer significantly.
For the guide with 72.01 divergence requirement and 3�3 cm2

pinhole the brilliance transfer did increase, but only marginally.

5.4. Moving both slit and guide closer to the moderator

For completeness we also investigate how the two guides
perform when both the slit and guide start are moved closer to
the moderator. The slit is located 3.44 m from the moderator with
the guide starting 20 cm after. As shown in Fig. 13 this improves
performance over the similar system starting further from the
moderator which is not surprising. The improvements are com-
parable to going one step up in slit size in Fig. 5.

In Table 1 the width of the guide at 6.1 m from the moderator is
shown. This position is chosen because it is the ideal placement for
a pulse shaping chopper under the restrictions imposed on ESS
instruments. The chopper will perform better for a narrow guide.
For the situations with a large distance between slit and guide
start, the width at 6.1 m is more than twice that of the situations
with 20 cm between slit and guide. If a feeder is not used and a
narrow guide at the first chopper position is required, it seems
that starting the guide early is better than just placing the slit early
as both the brilliance transfer is higher and the guide at the
chopper point is narrower. If the divergence requirement is low, it
would also be acceptable to simply start the guide narrow at 6.1 m.

5.5. Specific information on selected guides

In this section detailed results from a few guides are shown in
order to check for potential problems which cannot be spotted in
the more general data. Spatial and divergence distributions are
shown in one dimension with wavelength snapshots, meaning that
only neutrons in a very narrow wavelength band were simulated,
here 2.0 Å, 3.0 Å, 4.5 Å and 8.0 Å all with a width of 0.01 Å. In the
plots the wavelength bands are shown in blue, purple, orange and
green which in black/white corresponds to a lighter tone of gray for
higher wavelengths. In this way chromatic effects are easily visua-
lized. The spatial and divergence distributions are also shown as
brilliance transfer in two-dimensional plots averaged over the entire
wavelength band to check the homogeneity. Acceptance diagrams
showing the brilliance transfer vs. position and divergence for the
same orientation show the phase space for horizontal and vertical
directions which can have problematic correlations. Every two-
dimensional plot has a white square which shows the limits for
which the instrument was optimized. In the two-dimensional
brilliance plots we integrate the brilliance transfer over the three
dimensions of the figure of merit box which is not shown. Notice that
the two-dimensional plots have individual color scales and thus only
the structure is visible, absolute comparisons should be done
between one-dimensional plots. The chosen configurations are

� 24 m, 70.51, 2�2 cm2 pinhole without feeder,
� 24 m, 70.51, 2�2 cm2 pinhole with feeder,
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Fig. 10. Brilliance transfer for a 150 m instrument as a function of vertical
divergence. The dashed red curve is with the feeder while the solid black is
without, and the solid gray curve is the reference elliptical guide. The individual
plots each resemble that of Fig. 7 but for a range of pinhole sizes, divergence
requirements and instrument length.
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Fig. 11. Brilliance transfer for a 300 m instrument as a function of vertical
divergence. The dashed red curve is with the feeder while the solid black is
without, and the solid gray curve is the reference elliptical guide. The individual
plots each resemble that of Fig. 7 but for a range of pinhole sizes, divergence
requirements and instrument length.
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� 150 m, 70.51, 2�2 cm2 pinhole without feeder,
� 150 m, 71.01, 3�3 cm2 pinhole with feeder,
� 150 m, 72.01, 3�3 cm2 pinhole with feeder.

Results for these five guides are presented in Figs. 14–28. Each
guide is described with three figures showing divergence, position
and acceptance diagrams which show the correlations between
the position and divergence. The difference between the two 24 m

instruments is the addition of a feeder, but notice that the elliptical
guide between the pinhole and sample does not have the same
parameters because each was optimized individually.

In Figs. 14–16 the results for the 24 m instrument without
feeder is shown. The spatial and divergence distributions are
achromatic with the exception of a wing seen in the vertical
divergence plot and a slight shift in the vertical position. The two-
dimensional plots show quite some unwanted structure, only the
spatial distribution seems acceptable. These problems would
result in an unnecessarily complicated resolution function.

Figs. 17–19 show the solution when a feeder is added. Again
there are some small wings in the divergence profile in Fig. 17
which are wavelength dependent. The acceptance diagrams in
Fig. 19 show much less structure, meaning that the sample is
illuminated homogeneously in phase space, at least inside the
figure of merit box.

The remaining guides are 150 m with the optimal combination
of pinhole and divergence requirement, as judged from the over-
view plot in Fig. 5. Here the guide for the lowest divergence,
70.51, does not need a feeder, but the guides for higher diver-
gence requirements do. The low divergence results are shown in
Figs. 20–22, which look nearly optimal in every way except the
vertical divergence distribution which does have some small
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Fig. 12. Brilliance transfer as a function of wavelength for two different 150 m guides. Subplot (a) is for a divergence requirement of 71.01 and 2�2 cm2 pinhole while
(b) is for 72.01 and 3�3 cm2 pinhole. The red dashed line is with the slit at 5.9 m and with feeder where the black line is without the feeder. The blue dash/dotted line is with the
slit at 3.44 m and the guide starting at 6.1 m. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
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Fig. 13. Brilliance transfer as a function of wavelength for two different 150 m guides. Subplot (a) is for a divergence requirement of 71.01 and 2�2 cm2 pinhole while
(b) is for 72.01 and 3�3 cm2 pinhole. The red dashed line is with the slit at 5.9 m and with feeder where the black line is without the feeder. The blue dash/dotted line is with the slit
at 3.44 m and the guide starting at 3.64 m. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)

Table 1
Width of two optimized guides at the first chopper position when using different
slit and guide start positions. The guide described with (a) has a divergence
requirement of 71.01 and a 2�2 cm2 pinhole while (b) is for 72.01 and 3�3 cm2.
Both guides are 150 m long.

Guide Slit position (m) Guide start (m) Width at 6.1 m (cm)

(a) 5.9 6.1 2.3
3.44 6.1 5.8
3.44 3.64 2.5

(b) 5.9 6.1 3.4
3.44 6.1 9.3
3.44 3.64 3.8
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wavelength dependent dips caused by gravity, most are however
outside the 70.51 interval which the guide is optimized for.

For the 150 m 71.01 case, Figs. 23–25, the situation is similar
for the two-dimensional plots, but there are some chromatic
effects in the divergence distribution, where not only the trans-
mission is wavelength dependent, but also the shape. At low
wavelength (the blue/dark curve) the distribution looks Gaussian,
but at the highest wavelength (green) the distribution is almost
flat across 71.01. This may complicate the part of the data analysis
related to the momentum transfer, q!, when this guide is used e.g.
for a chopper spectrometer. There are no significant problems to
be spotted in any of the other plots.

The results for the highest divergence, 72.01, Figs. 26–28 do
however have significant issues on nearly every plot. The vertical

divergence distribution has the most noticeable problem as a
strongly wavelength dependent dip near �0.51 is quite problematic.
The two-dimensional plots have a lot of structures in general, only
the spatial distribution seems acceptable. Notice that the figure of
merit box on the acceptance diagram has some corners where no
neutrons are detected – this means that there are no neutrons with
very high upward divergence at the bottom of the sample and
vice versa.

6. Discussion

In general, the addition of a feeder should never decrease the
overall performance as it expands the parameter space for the

Fig. 14. Data on the divergence for a 24 m guide without feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.

Fig. 15. Data on the spatial distribution for a 24 m guide without feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.

Fig. 16. Acceptance diagrams for a 24 m guide without feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.
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optimization, still including the optimum from the instrument
without a feeder. For reasons of maintenance and background
from unwanted cold/thermal neutrons, the addition of a feeder
should, however, correspond to a significant improvement in order
to be recommended. The feeder systems are not expected to
surpass the traditional elliptical guide starting at 2 m in the
simulated performance as the latter does not have the restriction
of a small pinhole. However, in many cases the brilliance transfer
nearly equals that of the reference single ellipse guide, which is a
most satisfying result.

In order to obtain a near-perfect brilliance transfer, it is a
requirement that enough neutrons enter the guide, but that does
not guarantee a perfect result which is evident in the results from

the guides simulated with a feeder. The feeder will allow
the optimizer to select a width of the feeder which will deliver
the required phase-space volume. As the sample is 1�1 cm2, the
phase-space volume required at the sample position is this area
multiplied by the divergence requirement. There is however a
distance of 50 cm between the end of the guide and the sample,
which will for non-focusing guides increase the required phase-
space volume. An effective required beamsize can be calculated by
dþ 2lϕ, where d is the sample size, l is the distance between guide
end and sample, and ϕ is the divergence requirement (in radians).
Thus the effective beamsize needed is 1.8 cm for the 70.51
requirement, 2.7 cm for the 71.01 requirement and 4.5 cm for
the 72.01 instrument (given the needed divergence is supplied).

Fig. 17. Data on the divergence for a 24 m guide with feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.

Fig. 18. Data on the spatial distribution for a 24 m guide with feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.

Fig. 19. Acceptance diagrams for a 24 m guide with feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.

M. Bertelsen et al. / Nuclear Instruments and Methods in Physics Research A 729 (2013) 387–398394



This explains why the smallest pinhole of 1�1 cm2 was never able
to reach perfect brilliance transfer at the lowest divergence
requirement, even though the needed divergence was present.

Our results show that in most cases it is possible to select a
reasonable pinhole size for a given combination of instrument length
and divergence requirement. For the case of low divergence, 70.51,
a pinhole of 2�2 cm2 is sufficient, and the 24 m instrument will
need a feeder, where the 75 m, 150 m and 300 m instruments will
not. The 24 m instrument could select a pinhole of 3�3 cm2 instead
of the feeder to obtain a comparable performance. When the
divergence requirement is 71.01, the required pinhole size increases.
For the 24 m instrument, a 4�4 cm2 pinhole without a feeder will
yield around 95% of the reference performance, while a 3�3 cm2

pinhole with feeder will only provide 80%. From the gathered data it

is not possible to determine which of these options will provide the
best signal-to-background ratio. The 3�3 cm2 pinhole with feeder
will bring the longer instruments to around 90% of reference
performance.

For the highest divergence, 72.01, it is hard to select the pinhole
size perfectly as the performance never becomes comparable to the
traditional elliptical guide. It is obvious that a feeder is necessary in
every case. For all instrument lengths a pinhole of 3�3 cm2 seems
optimal as further increases in size does not increase performance
significantly. This kind of solution will only yield 50–65% of the
performance offered by a traditional elliptical guide. One could search
for other guide systems which include a pinhole and better perfor-
mance in these circumstances as Liouville's theorem allows room for
improvement.

Fig. 20. Data on the divergence for a 150 m guide without feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.

Fig. 21. Data on the spatial distribution for a 150 m guide without feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.

Fig. 22. Acceptance diagrams for a 150 m guide with feeder optimized for 70.51 divergence requirement with 2�2 cm2 pinhole.
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The guides investigated are not focusing as the elliptic shape
might suggest, as the outgoing beam is divergent [20]. It can be
seen from the acceptance diagrams in Figs. 16, 19, 22, 25, and 28
that moving the sample closer to the guide would be beneficial.
With a truly focusing guide, there would be an optimal position at
the sample position. It is however not possible to increase the
brilliance transfer beyond 1, which means that substituting the
end of a guide which has the brilliance transfer close to 1 with a
focusing device will not have a significant effect.

Problems with irregular divergence distributions occur for
many of the simulated guides in this study. It is most common
for guides with the smallest pinhole, 1�1 cm2, or the highest

possible divergence requirement, 72.01. The short instrument
(24 m) was most problematic in this regard. There are however
many smooth divergence distributions both with and without
feeder. The examples show that these can be smooth even for
individual wavelengths and not just when averaged over the
entire wavelength band. The work done by Cussen et al. [20]
suggests that smooth divergence distributions from elliptical
guides are unlikely. In this work, we have optimized additional
parameters, including the position of the focal points, and have
found that smooth divergence and large brilliance transfers are
simultaneously possible. The guides investigated in Ref. [20] were,
however, much closer to the moderator, 20 cm as opposed to 6.1 m

Fig. 23. Data on the divergence for a 150 m guide with feeder optimized for 71.01 divergence requirement with 3�3 cm2 pinhole. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this article.)

Fig. 24. Data on the spatial distribution for a 150 m guide with feeder optimized for 71.01 divergence requirement with 3�3 cm2 pinhole. (For interpretation of the
references to color in this figure caption, the reader is referred to the web version of this article.)

Fig. 25. Acceptance diagrams for a 150 m guide with feeder optimized for 71.01 divergence requirement with 3�3 cm2 pinhole.
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in this work, which may affect the divergence distribution. Further
research is needed in order to determine how to ensure smooth
and simple divergence distributions from realistic elliptical guides.

When performing the optimizations on rather similar guide
systems, it became evident that in general many different
solutions can be found which will provide similar figures of merit.
This reflects itself in the topological differences of the divergence
plots, where the found solutions may vary significantly, evenwhile
only changing the pinhole size by one step. Although confusing at
first sight, this is encouraging, as it allows one to add further
requirements on the figure of merit in order to select between
these many solutions. For example estimated cost [17], back-
ground [18] or even requirements on the smoothness of the curves

could be included, presumably without lowering the brilliance
transfer significantly.

One remaining problem with the discussed guide systems is
that they do not block line of sight between sample and mod-
erator. There are several recent ideas which could rectify this
problem. The approach of a beamstop in the center of the elliptical
guide [3] seems suited for this geometry, as the view to the
moderator is by the pinhole. It is also possible to bend the elliptical
guide vertically to take advantage of gravitation, but the effect of this
is wavelength dependent and only works for guides exceeding
∼150 m in length [2]. Another option is to use a double ellipse after
the pinhole [4] which effectively adds a second pinhole. It would also
be possible to introduce an angle between the ellipses sufficient for

Fig. 26. Data on the divergence for a 150 m guide with feeder optimized for 72.01 divergence requirement with 3�3 cm2 pinhole.

Fig. 27. Data on the spatial distribution for a 150 m guide with feeder optimized for 72.01 divergence requirement with 3�3 cm2 pinhole.

Fig. 28. Acceptance diagrams for a 150 m guide with feeder optimized for 72.01 divergence requirement with 3�3 cm2 pinhole.
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escaping line of sight [19], but as the symmetry is broken the optimal
ellipses are not necessarily the same, either by coating or geometry.
We have work in progress concerning how such systems should be
optimized [21]. Further work is needed in order to determine how
these solutions would work in combination with the feeder geome-
try and how they would affect the fast-neutron background.

7. Conclusion

We have successfully shown that guide systems with a small
pinhole at the position of the pulse shaping chopper are a viable
solution in terms of cold neutron transport. By making the pinhole
a part of the primary shielding, the background from fast neutrons
can presumably be reduced significantly. It was found that for a
low divergence requirement, 70.51, a pinhole of 2�2 cm2 will be
sufficient for the four instrument lengths, 24 m, 75 m, 150 m and
300 m where only 24 m would benefit significantly from a feeder.
For the higher divergencies, a 3�3 cm2 pinhole with a feeder
seems optimal for every guide length. At 71.01 divergence
requirement the performance is around 90% of the reference
guide, except for the 24 m instrument, which is at 80%. The 24 m
instrument could alternatively use a larger pinhole, 4�4 cm2, but
without the feeder for better performance with higher
background. For 72.01 divergence requirement this configuration
yields 50–65% of the brilliance transfer from a traditional elliptical
guide. These systems are thus best suited for instruments with
divergence requirements up to 71.01.
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A.5 Neutron guide-split: A high performance guide bundle
concept for elliptical guides

This paper provides an alternative method of sharing the phase-space extracted from a
source among several instruments, as guides are normally split spatially, but here the large
divergence of an elliptical guide is shared. The idea was simulated by modifying guide bot
generated instrument files to adhere to the additional constraints presented by having multi-
ple guides after a single large elliptic guide. The paper was published in Nuclear Instruments
and Methods in Physics Research, Section A.

Abstract

We present a new guide-split concept for transporting cold and thermal neutrons to mul-
tiple instruments from a single beam port at a neutron facility without compromising the
useful neutron brilliance notably for any of the instruments. Elliptical guides are capable of
transporting an almost completely filled phase space within a large divergence (±2◦ for cold
neutrons). It is therefore possible to place several secondary guides side by side pointing
in slightly different directions using the end of a primary guide as a virtual source. The
instruments placed at the secondary guides hence exploit different parts of the phase space
transported by the primary guide. In addition, the resulting kink between the primary and
secondary guide eliminates line of sight. Using ray-tracing simulations of three different
set-ups (with two, four, and eight secondary guides) we show that it is possible to illuminate
at least eight sample positions from one beam port with a brilliance transfer above 90% on
each sample on a 150 m long instrument. This has been done for a phase space volume
comprised of an area of 1×1 cm2 and a maximum divergence of ±0.5◦ within a wavelength
band of 4.25-5.75 Å. We show, by a full virtual experiment, an example of applying the
guide-split concept to an instrument proposed for the European Spallation Source, namely
a magnetism diffractometer.
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a b s t r a c t

We present a new guide-split concept for transporting cold and thermal neutrons to multiple
instruments from a single beam port at a neutron facility without compromising the useful neutron
brilliance notably for any of the instruments.

Elliptical guides are capable of transporting an almost completely filled phase space within a large
divergence (721 for cold neutrons). It is therefore possible to place several secondary guides side by side
pointing in slightly different directions using the end of a primary guide as a virtual source. The
instruments placed at the secondary guides hence exploit different parts of the phase space transported
by the primary guide. In addition, the resulting kink between the primary and secondary guide
eliminates line of sight.

Using ray-tracing simulations of three different set-ups (with two, four, and eight secondary guides)
we show that it is possible to illuminate at least eight sample positions from one beam port with a
brilliance transfer above 90% on each sample on a 150 m long instrument. This has been done for a phase
space volume comprised of an area of 1�1 cm2 and a maximum divergence of70.51 within a
wavelength band of 4.25–5.75 Å. We show, by a full virtual experiment, an example of applying the
guide-split concept to an instrument proposed for the European Spallation Source, namely a magnetism
diffractometer.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

With the construction of the European Spallation Source (ESS)
[1], the field of neutron scattering is on the verge of entering a new
era. ESS will be the world's first high-power long-pulse spallation
source and hence offers a large number of new scientific possibi-
lities. For any neutron source there is an upper limit to the number
of instruments due to the geometry of the moderator, reflector,
and beam extraction system. However, it is possible to increase the
instrument capacity by use of the guide systems, e.g. by the design
described in this paper.

The design of neutron guides has gone through many transfor-
mations since the first straight, constant-cross-section guides in
the sixties [2,3]. The realization that a removal of the sample from
line-of-sight to the source leads to a significant reduction of the
background noise from fast neutrons and gamma radiation, gave
rise to a curved version of the constant-cross-section guide which

is still the standard guide design at many neutron facilities. With
the addition of the super-mirror coating in the seventies [4,5],
another vital step in the improvement of neutron guides was
taken, increasing dramatically the reflection angle and thus the
divergence and intensity transported by the guide. In recent years
ballistic guides with straight tapering [6,7], parabolic tapering
[8,9] and full elliptical [8–11] geometries have been investigated
and implemented with the aim of reducing transport losses and
improving divergence profiles in guide systems.

The concept of placing several instruments on the same beam
port using straight or curved guides is well known. These guide
bundles are found at most facilities e.g. at ILL [12] and enable a
sharing of the neutron flux amongst the instruments placed on a
single beam port. The primary guide is wider than needed for a
single instrument, and the splitting of the guide is essentially
performed by dividing the guide with an additional mirror. In
effect, this performs a spatial separation of the phase space
transported by the primary guide into the secondary guides.

The guide-split concept presented here facilitates a similar
increase in the instrument capacity of a neutron source by
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allowing several instruments to use the same beam port. Our idea
is to implement a primary elliptical guide that feeds a number of
secondary guides. These secondary guides are rotated around an
axis at the end of the primary guide using this as a new virtual
source. In effect, at this virtual source, the phase space is divided
between the secondary guides by separating in divergence space.

While the classical guide bundle concept couples well into
constant-cross-section secondary guides, the guide-split concept
presented here couples well into elliptical secondary guides. Due
to the superior performance of elliptical guides over long dis-
tances, one can expect that the neutron transport of the double-
elliptical guide-split system has very small losses.

In this paper, we show that the guide-split concept has indeed
very good transport properties for cold neutrons. In addition,
examples of ESS instruments that could be placed on a guide-
split system are presented, along with a simple virtual experiment
for the magnetism diffractometer suggested in the Technical
Design Report (TDR) for ESS [13].

2. The guide-split concept

Elliptical guides are capable of transporting an almost comple-
tely filled phase space within a large divergence (η¼ 721), for
cold neutrons [9]. The end of a primary elliptical guide can
therefore be used as a virtual source. Consequently, it is possible
to place several secondary guides side by side oriented along
slightly different directions, and hence exploit different divergence
parts of the transported phase space. An illustration of this guide
arrangement is shown in Fig. 1.

The guide-split can be realized in numerous variations with many
different shapes of the primary and secondary guides in different
ballistic combinations, e.g. elliptic, parabolic, or linearly tapering.
However, only the double ellipse case is investigated here, as this is
the natural choice because of the limited size of the virtual source.

2.1. The guide-split set-up

Three guide-split set-ups where the guide junction supports two,
four, or eight secondary guides have been investigated, each with a
total length (distance from moderator to sample) of 150 m. A
horizontal cut of the guide junctions is illustrated in Fig. 1. In this
study, we have chosen to let the distance from the moderator to the
splitting point be around 100 m. Other guide length ratios are also
feasible (e.g. 50 m or 75 m from the moderator to the splitting point of
a 150 m guide).

The guide parameters of the set-up are restricted by the require-
ment that the secondary guides cannot overlap. An illustration used in
the geometrical considerations of a two-split set-up is shown in Fig. 2.
Ignoring the substrate thickness, we use dZ0, for the two- and four-
split set-up and dZw for the eight-split option.

The rotation angles are small (0.41) in all three test cases but
sufficient to break line-of sight once through the guide system.
Due to the symmetric nature of the set-up, only selected simulated
data are presented: the guide rotated to the left in the two-split
version, the lower left corner of the four-split, and the middle and
lower left guide in the eight-split set-up as highlighted in Fig. 3.
Gravity will affect the neutron flight paths in long guides. How-
ever, due to multiple reflections in the elliptical guides, the
resulting effect of gravity is very minor. All simulations presented
here do take gravity into account.

No guide is simulated in the middle of the eight-split variation,
due to line-of-sight considerations. It is likely, however, that a
secondary parabolic-curved-parabolic guide geometry, to avoid
line-of-sight, will perform adequately at this position.

3. Ray-tracing simulations

The numerical optimizations were performed using the ray-
tracing package McStas [14,15] and executed on the computer
cluster of the ESS Data Management and Software Center [16].

Brilliance transfer, used in our figure of merit for the optimiza-
tion, is defined as the transmission of a closed four-dimensional
phase space volume (2D position, 2D divergence) through a guide
system to the sample within a certain wavelength band [17]. We
have chosen to optimize for a maximum divergence of 70.51; a
wavelength band from 4.25 Å to 5.75 Å; and a sample size of
1�1 cm2. These parameters match the requirements of the
magnetism diffractometer described in the ESS TDR [13].

The elliptical guide component used in the simulation has a
perfect elliptical shape in the x- and y-directions and a rectangular
cross-section [18]. For simplicity the m-value is set to be a high

Fig. 1. Layout of the guide-split set-up with two secondary elliptical guides. The
dotted line represents the primary axis through one instrument, the gray line is an
example of a neutron path through the guide system, and the dashed line marks
the entrance of the secondary guides. A zoom of the junction area is shown in
Fig. 3. Each of the sibling instruments on the secondary guides retain a high
brilliance transfer (� 90%). Li represents the naming of various distances, discussed
in the text.

Fig. 2. Top view of the guide junction. θ is the rotation angle of the secondary
guide, L3 is the length from the end of the first guide to the rotation point, L4 is the
length from the rotation point to the secondary guide entrance, w is the width of
the secondary guide entrance, and d is the distance between the outermost
secondary guides.

Fig. 3. Sketch of the cross-sections of the secondary guide junction for the two-,
four- and eight-split variations of the set-up. The position of this vertical cut is
marked with a dashed line in Fig. 1. The guide positions marked with white
outlines are simulated and the corresponding results presented in this paper. The
two positions in the eight split option are referred to as the side and the corner
positions.
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value of m¼4 (reflectivity 79% at q¼mQc , as described in [17]) for
all guides. When making a specific design of an instrument,
however, the coating should be cost-optimized. In the simulations
we have used the ESS 12�12 cm2 cold moderator description
from 2012, as defined in McStas 2.0 [19].

The preliminary optimization of the guide systems was per-
formed by scanning the parameters one at a time. During these
optimizations the parameter space (lengths, focal points, angles)
was found to have large regions with brilliance transfers above 90%.

In the final optimization of the three set-ups the program
guide_bot [20] and the package iFit [21] were used. Many solutions
with high brilliance transfers were found with this method and
the final solution was manually selected such that a smooth
divergence distribution at the sample position was obtained. The
final parameters of the guides are listed in Table 1.

The two eight-split options will obviously share the same primary
guide and hencewe choose only tomake one optimization for the two
positions. The corner option was optimized and the side option was
simulated with the same parameters but with another kink rotation.

4. Results of the guide-split simulations

The main result in this study is how the brilliance transfer
depends on the wavelength for the three optimized guide systems.
Our data are shown in Fig. 4. The guide-split concept shows
excellent performance for cold neutrons (λ43 Å). The brilliance
transfers obtained (for the chosen phase space of 1�1 cm2,
70.51, and λ¼ 4:25–5:75 Å) in the optimizations are 95% for the
two-split, 94% for the four-split, and 93%, 91% for the two eight-
split options, respectively. For thermal neutrons (λ¼ 1:5 Å) the
brilliance transfer is still acceptable: 82% for the two-split, 71% for
the four-split, and 71%, 59% for the two eight-split options.

It is desirable to have a homogeneously filled four-dimensional
phase space at the sample position within the wavelength band

used. The brilliance transfer as a function of each of the four
parameters is displayed in Fig. 5 for three wavelength snap shots
(1.5 Å, 3 Å, and 4.5 Å). In the optimizations we have obtained a flat
divergence and position distribution in the desired ranges (7 0.51
and 70.5 cm) in all four test cases for the cold wavelength band
(λZ3 Å), while a shorter wavelength of 1.5 Å gives few non-ideal
features in both position and divergence profiles.

A simulation withm¼1 was made to see the impact of the coating
value for the guides. We found only a few percentage difference to the
m¼4 results within the cold wavelength band. The lower wavelengths
however are not transported well for the low m coating.

We have investigated the performance of the three guide-split
set-ups with regard to sample illumination, divergence distribution,
and their correlations (acceptance diagrams). The results are shown
in Fig. 6 for neutrons within the wavelength interval for which the
set-ups have been optimized (4.25–5.75 Å). It is observed that for all
three guide set-ups, the neutron phase space is very uniformly filled.

In Fig. 7 the phase spaces, perpendicular to the axis of the
primary guide, at the entrance of the secondary guides, are
displayed. The guide openings of the secondary guides, that were
used to produce the results in Figs. 5 and 6, are indicated with
black lines on the position axes. On the divergence axes the black
lines show the zero divergence in the secondary guides and on
sample positions. Note that the vertical acceptance diagram for the
two split is atypical because the entrance height of the secondary
guide was not limited, and is here over twice as large as the others.

5. Performance of guide split systems

As seen from the data in Figs. 4–6, the guide-split idea is certainly
useful for the case of two- and four-split elliptical guides. This is
judged on the basis of the brilliance transfer values over a large
wavelength range. In addition, for the chosen sample size of 1�1 cm2,
the illumination is very smooth both in divergence and position. The
same is true for the eight-split option, although the brilliance transfer
is slightly smaller, in particular towards the shorter wavelengths.

A slightly larger brilliance transfer of the two-split variation is
observed (see Fig. 4). This is to be expected, since in the two-split
set-up, the secondary guides are more favorably placed in the
vertical divergence space. It can be argued that the four-split – or
even eight-split – options are the better choices due to the
increased amount of instruments and utilized neutrons. Neither
of the variations provides as high a brilliance transfer as a single
elliptical guide, although the transmission in excess of 90% for
λZ3 Å must be seen as a most satisfactory result. In addition, all
variations provide a strong total utilization of the generated
neutrons, when the increase in instrument number is considered.

The guide-split concept also works for straight and curved
constant-cross-section secondary guides, although with slightly
lower brilliance transfers of � 80%, with losses mostly at the
highest divergence values (data not shown). In contrast, the

Table 1
The parameters used for the three different set-ups. The parameters marked with
an asterisks have not been optimized. See Figs. 1 and 2 for a graphical explanation
of the lengths.

Layout option Two-
split

Four-
split

Eight-
split

Parameters of the primary guide
L1, distance from moderator to guide entrance

(m)
3.17 3.18 3.11

L2, length of the primary guide (m) 91.83 91.81 91.89
L3, distance from exit to rotation point (m) 0.58 0.26 0.21
Distance from focal point to guide entrance

(hori) (m)
5.42 4.88 3.44

Distance from focal point to guide entrance
(verti) (m)

15.0 4.02 6.66

Distance guide exit to focal point (hori) (m) 1.92 1.43 3.40
Distance guide exit to focal point (verti) (m) 21.3 1.56 4.06
Small axis, half width (hori) (cm) 10.2 12.3 9.8
Small axis, half width (verti) (cm) 8.66 13.0 9.05

Parameters of the secondary guide
θ, angular rotation of secondary guides (deg) 0.4 0.4 0.4
L4, distance from rotation point to entrance (m) n3 n3 n5
L5, length of the secondary guide (m) 50.42 50.74 48.8
L6, distance from guide exit to sample (m) n1 n1 n1
Distance from focal point to guide entrance

(hori) (m)
1.70 2.18 2.25

Distance from focal point to guide entrance
(verti) (m)

31.2 1.49 2.11

Distance guide exit to focal point (hori) (m) 1.00 1.34 1.62
Distance guide exit to focal point (verti) (m) 1.23 1.72 1.72
Small axis, half width (hori) (cm) 5.04 4.43 3.98
Small axis, half width (verti) (cm) 5.67 3.91 3.86
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Fig. 4. The brilliance transfer at the sample position for the two-, four-, and eight-
split options as a function of wavelength.
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elliptical secondary guides have no problem in transporting 7
0.51 divergence, and can even accommodate higher divergences,
also for the present optimization. It is uncertain how well the
guide-split set-up will work when optimized for higher diver-
gences but it is likely to be successful for cold neutrons (λZ3 Å).
The limiting factor is the maximal divergence from the primary
guide where the phase space is filled (divergence up to 721) [9].

Another advantage of the guide-split system is that the guide-
split concept has the possibility to be combined with the guide-
feeder concept for beam extraction in elliptical guides [18]. Here,
another virtual source is present close to the surface of the
biological shielding, 6 m from the moderator surface.

6. Wavelength bands, choppers, and resolution

In the present plans for the ESS, guide bundles are not foreseen.
Part of the reason is the need to select pulse lengths and
wavelength bands using choppers placed close to the source.

The restriction of the wavelength band can be partly lifted
when implementing the guide-split at the long instruments for
ESS, as one can allow a general, broader primary wavelength band
up to the guide split position. The width of the primary band

amounts to Δλp ¼ T=ðαLscÞ, where Lsc is the distance between the
source and the secondary band chopper and α is defined as
α¼mn=h¼ 253 μs=m=Å. The width of this wavelength band at
ESS is 2.77 Å if the guide split position is at Lsc ¼ 100 m, or 5.54 Å
for Lsc ¼ 50 m. This primary wavelength band is selected by
common bandwidth choppers placed in the first part of the guide;
the more narrow secondary bands of width Δλ¼ T=ðαLÞ ¼ 1:88 Å
(for L¼150 m) are chosen individually within the primary band by
choppers placed in the secondary guides, allowing some indepen-
dence in choice of wavelengths for the sibling instruments. A
time-of-flight diagram of the full arrangement is shown in Fig. 8.

The most important limiting factor for placing an instrument on
a guide-split system is the instrument resolution. Many long-pulse
instrument designs require a pulse-shaping chopper (or set of
choppers) early in the guide system to define the time (and hence
wavelength) resolution of the primary beam [22]. If several instru-
ments would need to agree on a common pulse shaping opening
time, this would compromise the instrument flexibility. Hence, for
these types of instruments the guide-split system may not be the
better choice. However, some instrument classes exist, which either
work without pulse shaping, or where pulse shaping can be moved
to after the guide-split position. We will discuss these instrument
types below.
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Fig. 5. Brilliance transfer at the sample position as a function of horizontal and vertical positions and divergences. The dimensions of the phase space have summed from
�0.51 to 0.51 or from �0.5 cm to 0.5 cm for neutrons within three narrow wavelength bands at 1.5 Å (blue circles), 3 Å (red triangles), and 4.5 Å (green x's). (For
interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
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7. Applications of guide-split at ESS

For all the long instruments (475 m) chosen for the instrument
suite at ESS it would be worth the effort to explore the possibility of
building a guide system that can be turned into a guide-split system at
a later point. In this way it will be possible to build additional
instruments at a reduced cost since most of the guide and shielding
is already in place.

The examples below describe four types of long cold-neutron
instruments for ESS described in the TDR [13], using a wavelength
band of around 3–6 Å. One of these, a magnetism diffractometer,
has been simulated in detail.

7.1. Monochromator instruments

One instrument with a monochromator has been suggested for
ESS: a monochromatic powder diffractometer [13]. This instru-
ment utilizes the high time-integrated flux of the ESS source and
therefore needs no pulse shaping chopper, while second and third
order neutrons are still discriminated by time-of-flight. In addition

the guide-split concept opens up the possibility of having a “farm”

of several similar monochromator instruments e.g. triple-axis-
spectrometers [23].

The usefulness of the split guide for these instruments depends
only on the brilliance transfer, which is excellent (see Fig. 4), and
on the transported divergence, which might be a limiting factor in
the vertical direction if a focusing monochromator is foreseen. The
vertical dimension of a two-split guide system is free to be
optimized independently of the horizontal guide shape, whence
a large vertical divergence would be possible [9].

7.2. Cold crystal-analyzer spectrometer

A 165 m long inverse geometry instrument with a triple-axis-
like backend and small sample size (CAMEA) has been suggested
for ESS [13,24,25]. Detailed simulations are presented in Ref.
[26,27]. In general, this instrument type is well matched to the
wavelength and divergence ranges, and to the limited beam spot
size that the guide-split system will provide. In addition, this
instrument can accept limited or no pulse shaping.

Fig. 6. Brilliance transfer obtained from the position, divergence, and acceptance monitors at the sample position for the four different secondary guides considered. The
black squares indicate the edges of the phase space volume used in the optimizations. The data has been summed up inside the chosen phase space volume in the
dimensions not shown in the 2D plots (1�1 cm2, 70.51, and 4.25–5.75 Å). The color scales represent the brilliance transfer values. Some of the pixels have an apparent
brilliance transfer above unity due to statistical fluctuations in the simulations. (For interpretation of the references to color in this figure caption, the reader is referred to the
web version of this article.)
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7.3. Cold chopper spectrometer

Another instrument that could be accommodated by the guide-split
set-up would be the Cold Chopper Spectrometer [13]. Due to the long
source pulse at ESS, chopper spectrometers will use the repetition-rate
multiplication (RRM) method, where a pair of fast, counter-rotating
choppers at the end of the second guide produces several monochro-
matic pulses on the sample for each source pulse [28].

When used in a guide-split set-up, the pulse shaping chopper
can be positioned just after the guide split, in order to decouple
the instrument resolution from the other instruments on the same
guide system. A time-distance-diagram for such an instrument is
displayed in Fig. 9. As illustrated by the dashed line the neutrons
that may provide “cross-talk” between the designated time-
distance channels of the utilized scheme cannot originate from
the main source pulse. This is due to the fact that the pulse-
shaping chopper is situated far from the moderator. The two
chopper pairs therefore select the wavelength of the incoming
neutrons uniquely, from the given moderator pulse within the
band limited by the band width selection.

This instrument is quite similar to one of the cold chopper
spectrometers proposed for ESS [29], and also rather similar to a
simpler suggestions for a long-pulsed chopper spectrometers,
simulated earlier [30]. Since a chopper spectrometer would
typically accept a large vertical divergence and a medium (or
large) horizontal divergence, a two-split guide would be preferred
as discussed in Section 7.1.

7.4. Single crystal magnetism diffractometer

This section presents a study of a simple magnetism diffract-
ometer for ESS. The instrument design is inspired by the Single-
Crystal magnetism diffractometer described in the TDR [13]. The

Fig. 7. The acceptance diagrams of the beam profile just at the entrance of the secondary guides for the wavelength band between 4.25 Å and 5.75 Å. The vertical lines mark
the spatial opening of the secondary guides and the horizontal lines indicate where the new zero point for the divergence is.

Fig. 8. A time-of-flight diagram showing how two sibling instruments can have a
flexible selection of their wavelength bands despite a shared primary pulse shaping
chopper. The light gray band shows a short wavelength choice and the dark gray
band is a long wavelength choice. For clarity we use Lsc=L¼ 1=3 instead of the value
2/3 as used in the simulations.
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Fig. 9. Time-distance diagram for a 165 m long cold neutron chopper spectrometer.
We show a wavelength band of 3.0–5.7 Å, narrowing down to 3.55–5.3 Å after the
guide split, with 5 monochromatic pulses in this range. Parts of the preceding and
following source pulses are shown. The dashed line represents a theoretical path a
neutron would need to take to perform “cross-talk” between different chopper
channels. The dashed-dotted line with a much smaller slope than the main neutron
paths shows a possible frame overlap.
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instrument specifications match that of the WISH instrument at
ISIS in high flux mode [31]. For simplicity we only present
simulated results using a powder sample.

The detector is cylindrical with a height of 1 m and a radius of
2.2 m. There are 855 pixels covering 2π giving a horizontal pixel size
of 16 mm (vertical pixel size is 10 cm). The instrument length is
L¼156m.

The maximum width of the wavelength band of the instrument
when using every source pulse is given by Δλ¼ T=ðαLÞ ¼ 1:88 Å,
where T¼71.4 ms is the time between pulses. To avoid frame
overlap, a slightly smaller wavelength band is used in practice
(Δλ¼ 1:80 Å). In order to cover a larger q-range with the instrument
the wavelength band can be shifted by phasing the band choppers.

With three wavelength intervals one can cover from 2.1 to 6.9 Å,
which corresponds to a q-range from 0.91 to 5.98 Å�1 (when using
scattering angles, 2θ, between 301 and 1801). In Fig. 10 the simulated
flux on the sample is shown for three different wavelength bands.

In the simulations the instrument is placed on the 4-split guide
system giving a divergence at the sample position of 70.51. We
consider only the high flux mode where no pulse shaping is used
(τ¼ 2:86 ms). The wavelength resolution of the instrument is then
δλ=λ¼ τ=ðαLλÞ ¼ 1:6% for λ¼ 4:5 Å. This resolution would be
insufficient for most powder experiments but adequate for many
single crystal magnetism experiments.

To simulate a full experiment, we use a standard NaCaAlF
powder sample with realistic scattering power, and including
incoherent scattering, [32] in a cylindrical container with a
10 mm height and a 10 mm diameter. The detector output is
shown in Fig. 11 as a ð2θ; tÞ diagram (raw data output), a ð2θ; qÞ
diagram (data ready to be refined), and the same data collapsed
along 2θ onto q. A discussion on how to analyze 2D time-of-flight
powder data can be found in Ref. [33]. In the one-dimensional data
the peak shapes have the expected width of 0.06 Å�1 at q¼3 Å�1

and are seen to have a slight asymmetry at high q, which
originates from the pulse shape. The neutron detector count rate
is 5�106 neutrons per second for the full spectrum on the
detector, allowing collection of data with reasonable statistics
(4�105 counts) from just a single source pulse.

7.5. Other options

Like the guide bundle, the guide-split set-up facilitates an
increased number of instruments at a neutron source. This could
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Fig. 10. Simulated wavelength spectrum at the 1�1 cm2 sample position for the
magnetism diffractometer, running with three different wavelength bands (2.1–
3.9 Å, 3.6–5.4 Å, and 5.1–6.9 Å) selected by the band choppers.
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Fig. 11. Data from a simulation run on the magnetism diffractometer using the wavelength band 3.2–5.0 Å on a NaCaAlF sample (10 mm high cylinder with a 10 mm
diameter). The color scale on the two color plots are logarithmic to enhance details. Top left: raw simulated data ð2θ; tÞ. Top right: transformed data ð2θ; qÞ which is a more
useful representation for refinement. Bottom: one-dimensional data obtained by projecting the top right data onto the q-axis, resembling the usual presentation of powder
diffraction data. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
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be used to build beam-lines that would otherwise not be built at a
dedicated beam port, for example,

� Laue stations for crystal alignment.
� In-house test beam-lines for optics and other beam

components.
� Dedicated student beam lines for educational purposes.

The guide-split set-up could also be used for bispectral instru-
ments (working wavelength range 1.5–3.5 Å), including the
accepted Macromolecular Diffractometer (NMX) and the Bispectral
Powder Diffractometer [13] as it was recently shown that bispec-
tral extraction feeds well into elliptical guides [34,17]. Thermal
neutrons (wavelengths below 1.5 Å) do not seem to be well
transported by the split guides that we have investigated. How-
ever, the current version of the guide-split was not optimized for
this wavelength range, so future developments may improve this
performance.

8. Conclusions

We have shown by simulations that it is feasible to split
neutron guides by using a virtual source from a primary elliptical
guide, in particular for cold neutrons with a divergence up to
70.51 (11 FWHM) at the sample position. The elliptical set-up
variations were found to have a brilliance transfer above 90% for
the two-split, four-split and eight-split systems. The divergence
distribution of these variations at the sample position is uniform
for cold neutrons. We have demonstrated the use of this guide
system by full simulations of a magnetism diffractometer for ESS.
The guide for this instrument has an excellent performance.

The guide-split set-up offers the possibility of an increased
amount of instruments, each out of line-of-sight, at the cost of a
slightly reduced intensity at the sample position of each instru-
ment. The lower intensity does not originate from lower brilliance
transfer, but from a (possibly) reduced maximum divergence.
Further studies are needed to quantify this divergence limitation.

The guide-split concept enables several instruments to share the
same beam port. For sibling time-of-flight instruments the users
would have to stay within the same primary wavelength band
determined by pulse shaping choppers placed in the shared guide
when operating the instrument. However, these constraints are
tolerable and will not overshadow the advantage of the increase of
the total number of instruments. Furthermore, the cost of the
individual instruments will be reduced due to the fact that the
primary guide and shielding are shared between instruments.
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A.6 Simulation of waviness in neutron guides

This paper was partly a response to unphysical behaviour discovered in the McStas package
when angles of incidence became similar than the simulated waviness of supermirrors. In
these cases negative outgoing angles could be selected when a small random angle was added
to the incidence angle, and rays were thus escaping the guide. This only occurs in rare
cases, as the beam divergence is usually much larger than the waviness. A more thorough
theoretical investigation identified the issue, and the findings are reported in this paper as
well as results from guide simulations using an improved waviness model. The paper was
published in the journal of Neutron Research.

Abstract

As the trend of neutron guide designs points towards longer and more complex guides, im-
perfections such as waviness becomes increasingly important. Simulations of guide waviness
has so far been limited by a lack of reasonable waviness models. We here present a stochastic
description of waviness and its implementation in the McStas simulation package. The effect
of this new implementation is compared to the guide simulations without waviness and the
simple, yet unphysical, waviness model implemented in McStas 1.12c and 2.0.

My contribution

Implemented the waviness theory into the McStas guide component used for the study and
commented on the manuscript.
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Abstract. As the trend of neutron guide designs points towards longer and more complex guides, imperfections such as waviness becomes
increasingly important. Simulations of guide waviness has so far been limited by a lack of reasonable waviness models. We here present a
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1. Introduction

Neutron reflecting guides are most valuable to neutron scattering science, since they transport the neutrons
from the source (moderator) surroundings to a low-background region, often 20 to 100 meters away. For time-of-
flight neutron instruments, also the sheer instrument length is of value, since it gives an important contribution to
improving the instrument resolution.

It is common experience that the transport efficiency of neutron guides degrades with their length. This can
partially be explained by multiple reflections, causing unavoidable losses even when using mirrors with almost-
perfect reflectivity. However, recent designs of elliptic, parabolic, and other types of ballistic guides [2,3,8,17,19]
have been able to reduce the number of reflections dramatically. Much simulation work has been performed along
these routes, and also the first physical realisations of elliptical guides have proven of great benefit [5,10].

Other causes of loss in neutron guide transport are imperfections of the guides, like misalignment or waviness.
The effect of misalignment has to some extent been understood for straight guides [1], and back-of-the-envelope
calculations show that present-day values of waviness are unproblematic for straight guides. However, concerns
have been raised about the severity of imperfect guide conditions for complex guide shapes like the parabolic or
elliptic ones. The actual relevance of this is emphasised, as these ballistic guide types are foreseen to be used for a
significant part of the instruments at the European Spallation Source (ESS), with guide lengths up to 165 m [14,20].

Simulation of guide waviness has until now been hampered by the lack of a trustworthy description of waviness
from individual mirrors, and simple attempts have been found to give physically invalid results [13] as we will
discuss in the following. We here suggest an approximate model for waviness and present the implementation
within the McStas package [16,21]. We will present and discuss the relevant effects of waviness: reflection angle,
illumination corrections, mirror shading, and multiple reflections. Finally, we show the effect of waviness in a few
realistic guide systems. Our aim with this work is to provide an effective description of the reflectivity as a function
of waviness.
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1.1. Description of reflectivity and waviness

In most neutron ray-tracing packages, the specular reflectivity of neutron guides is modelled by a piecewise
linear function [9,16] that depends only on the length of the neutron scattering vector, q:

R(q) =
{

R0 (q ! Qc),

R0[1 − α(q − Qc)] (Qc < q ! mQc),
(1)

where the critical scattering vector for natural abundance Ni is Qc,Ni = 0.0217 Å
−1

. Expressions with quadratic
terms in q have also been used with only minor changes in performance [11,12].

For a perfect surface, the low-q reflectivity is unity, R0 = 1. However, roughness on length scales smaller than
the neutron coherence length will reduce the reflectivity from this value, typical values lie in the range R0 =
0.990–0.995.

What we here understand as waviness is a local deviation of the surface normal of the neutron guide, on the sub-
mm to cm range, larger than the neutron coherence length. At this length scale, one can assume that the neutron
reflects from a single point at the surface. Typical mean waviness values (FWHM) are of the order 10−4 to 10−5

radians [18].
In our description of waviness, we assume that the whole guide substrate and coating have the same angular

deviation as the guide surface. Hence, the reflectivity function, R(q), depends only on the scattering vector q and
is unaffected by waviness. Instead, waviness affects the angle between the neutron and the guide surface at the
reflection point. Thereby it also changes the value of q and the direction of the neutron after reflection – with direct
consequences for the transport properties of the guide. We assume that all rays are reflected at the surface of the
guide piece, effectively this means that we assume that each layer of the supermirror has the same profile as the
surface.

2. An algorithm for waviness simulations

As we are only interested in an average description of waviness, we require that the guide waviness can be
described stochastically. In other words, we do not need to create and store a complete description of the guide
surface height on sub-mm scaled grid. In addition, we require the algorithm to be scale invariant, i.e. it does not
depend upon the length scale of the waviness, only on the root-mean-square waviness value, w.

When discussing the waviness problem we will solely focus on the longitudinal waviness, i.e. the waviness
from rotation around on the axis transverse to the neutron beam path. The transverse waviness will not affect the
illumination but only contribute through a very small alteration of the beam direction, which we will ignore in this
analysis.

As an introduction, we describe the presently used, but physically wrong algorithm, that nevertheless fulfils
these requirements. We investigate by analytics and simple ray-tracing what causes the algorithm to fail, and use
this as a starting point to suggest a series of improvements in order to reach an algorithm that is in correspondence
with the ray-tracing results.

2.1. The Gaussian waviness model

A somewhat inaccurate stochastic algorithm for the simulation of waviness was implemented in McStas 1.12c
in the component Guide_wavy [9]. The main steps are:

1. Calculate the intersection point between the neutron and the average guide surface.
2. Calculate the angle of incidence θi with the average guide surface using the guide normal vector n and the

direction of the incoming neutron wave vector ki.
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Fig. 1. Schematic drawings of the waviness algorithm implemented in Guide_wavy. ki and θi (kf and θf) denote the initial (final) wave vector
and angle respectively. First the intersection point and the angle of incidence is found (left). Then the guide normal vector n̂ is randomly
modified and the exit angle θf and the final wave vector is calculated. The nominal neutron direction is along z. The drawing is stretched along
y for clarity.

3. Rotate n by a random angle, sampled from a Gaussian distribution of width w to reach the local surface
normal n.

4. Calculate the exit angle, θf, and the final neutron wave vector, kf, by requiring specular (and elastic) reflec-
tivity of the modified surface, see Fig. 1.

5. Calculate q = ki − kf and R(q) and use this to modify the beam intensity.

However plausible, this algorithm yields unphysical results. The problem lies in step 3. The probability for the
neutron ray to intersect the guide surface is implicitly assumed not to depend upon the local guide normal vector
(from now on denoted the local waviness value). This leads to highly unphysical situations. For example, the
neutron may reflect from a surface which is locally parallel to ki. In addition it will be possible for low θi values to
generate negative values of θf.

2.2. Analysis of the beam illumination of a wavy surface

In order to arrive at a waviness algorithm based on a stochastic theorem, we start by accounting for the beam
illumination. The total illumination of a neutron ray of nominal incidence angle θi on a guide piece of length L is

f̃ = L sin(θi)

L
≈ θi (2)

as we everywhere work in the small-angle approximation. We now imagine that the relative height of the guide
surface can be written as h(z), where we use periodic boundary conditions, h(0) = h(L). We use the McStas
convention where ẑ is along the main neutron flightpath. The local inclination is then given as θw = dh(z)

dz = h′(z).
The local illumination of this piece of guide of length dz can in the small angle approximation be written as

df = dz(θi + θw). (3)

The probability dP for a general neutron ray to reflect from this particular piece of guide is its fraction of the total
illumination

dP = df

f
= 1 + h′(z)/θi

L
dz. (4)

The integral of (4) over the full length of the guide piece, L, gives

∫ L

0
dP(z) =

∫ L

0

1 + h′(z)/θi

L
dz = 1 (5)
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Fig. 2. Illustration of the problem with negative illumination and shading in waviness simulation for a surface with w = 1 mrad and
L = 100 mm. We show two random, but static waviness profiles, h(z) (blue), with the same low incoming neutron angle, θi = w (red).
Left panel shows an illegal situation where the beam at z = 41 mm intersects the surface ‘from below’. Right panel illustrates shading effects;
the whole surface range z = 38.6 to 46.6 mm is out of reach for a neutron ray of the shown value of θi.

Fig. 3. Illustration of the influence of waviness shading on the beam illumination for a surface with w = 1 mrad and L = 100 mm. Left panel
shows the ‘bare’ illumination probability (4) (red) and the shading corrections to this equation (blue) for the same surface as in Fig. 2 (right).
Right panel shows the modified dP value (black).

as the integral over h′(z) vanishes due to the periodic boundary conditions of h(z). In addition, we note that
our model is scale invariant, as it depends only on the values of h′(z), whose magnitude is determined by the
waviness w, and not on the guide piece length, L.

A necessary requirement for describing a correct waviness reflectivity algorithm is to be able to sample the local
inclination according to the probability distribution (4). However, for small values of θi, (4) can give the unphysical
value dP < 0. This implies that the local inclination angle of the guide surface is higher than the incoming angle.
Thus, this part of the surface cannot be reached, as illustrated in Fig. 2. In fact, this implies that also other parts
of the guide surface are out of reach, or “shaded”. Also for the shaded part of the guide surface, the physical
reflection probability must be zero, dP = 0. The figure also shows that the condition for the end of the shaded
region is θi + "h/"z = 0, corresponding to

∫ b

a

1 + h′(z)/θi

L
dz = 0, (6)

where a and b are the beginning and end of the shaded region, respectively. Hence, by replacing dP by zero in
the shaded region, (5) is still fulfilled, which was also verified numerically. This replacement of dP is shown in
Fig. 3 for the particular guide profile example shown in the right part of Fig. 2. Here, the shaded region is between
z = 38.6 and 46.6 mm is assigned the corrected value dP = 0.

We choose, without loss of generality, to shift the endpoints of the periodic static surface so that the function
h(z) does not cause shading at the upper end of the interval.
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2.3. A static model for random wavy surfaces

In order to simulate the effects of shading in wavy surfaces, we must be able to generate these surfaces. Waviness
is a random phenomenon arising when manufacturing the neutron guide surfaces. It therefore makes sense to model
waviness as a stochastic process (see for instance [7]) along the length of the guide surface.

Our starting assumption is that the height variations of the imperfect surface may be written as a sum of inde-
pendent stochastic processes hn(z) with amplitudes an and random phases !n:

h(z) =
nmax∑

n=1

hn(z) =
nmax∑

n=1

an sin
(

2π
n

L
z + !n

)
(7)

which means that waviness may be expressed as:

h′(z) =
nmax∑

n=1

2π
n

L
an cos

(
2π

n

L
z + !n

)
. (8)

This definition may obviously be interpreted as a Fourier series of the surface profile. Denoting the distribution of
the phases by f! the expectation, E, of the part processes is:

mh′
n
(z) = E

(
h′

n(z)
)

=
∫

2π
n

L
an cos

(
2π

n

L
z + φ

)
f!(φ) dφ. (9)

If we now assume the random phases to be uniformly distributed, the expectation of the sum process mh(z) = 0.
Similarly, the autocovariance function of the sum process (8) is:

γ (s, t) =
nmax∑

n=1

E
(
h′

n(s)
)
E
(
h′

n(t)
)
− mh′

n
(s)mh′

n
(t), (10)

where each of the elements in the sum is

γn(s, t) =
∫ 2π

0
2π

n

L
an cos

(
2π

n

L
s + φ

)
2π

n

L
an cos

(
2π

n

L
t + φ

)
1

2π
dφ (11)

= 2π
n2

L2 a2
n

∫ 2π

0

1
2

(
cos

(
2π

n

L
(s + t) + 2φ

)
+ cos

(
2π

n

L
(s − t)

))
dφ (12)

= 2π2 n2

L2 a2
n cos

(
2π

n

L
(s − t)

)
. (13)

Thus,

γ (s, t) = 2π2

L2

nmax∑

n=1

n2a2
n cos

(
2π

n

L
(s − t)

)
= γ (τ ); τ = s − t (14)

which also proves that the sum process is stationary as the autocovariance function only depends on the distance
between two samples, not on the absolute location along z. The stationarity property also proves our earlier state-
ment that we may choose to shift the generated surface h(z) so we avoid shading in the beginning of the considered
interval.
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Fig. 4. Results from waviness shading simulation for one surface with w = θi = 1 mrad. Left panel shows the waviness profile, h′(z), along
the surface. Right panel shows a weighted histogram of the local waviness value at the point of intersection with the neutron beam.

Waviness, w, is generally specified as a standard deviation of the angle variations along the length of a guide.
In terms of the defined stochastic process, this is simply w2 = γ (0). What remains is to define the amplitudes (or
Fourier coefficients) of the part processes. The spectral properties hereof must depend on the actual neutron guide
manufacturing procedure. For simplicity, here we choose

an ∝ exp(−n/n0)

n
(15)

which indicates a fairly uniform weighting of low frequency components while suppressing high frequency varia-
tions, which are generally not significant for the purpose of describing waviness. To simulate a guide, we generate
a realisation of Eq. (8) with amplitude coefficients given by (15) normalised to the desired waviness using (14).
It is worth to notice that this model is scale invariant and only depends on w, hence all profile simulations have
been scaled to reasonable length scales [4]. The surface profiles in Fig. 2 and in the remainder of this report are
generated in this way, using n0 = 10 and nmax = 25. At these values the results converged. A fully stochastic
description of waviness should also allow for random fluctuations in the amplitude coefficients, but as we will
show in the following, the proposed model, while simple, works quite well and is a significant improvement to the
schemes that have been used so far.

2.4. Simulation of shading effects in the static, random model

We have performed simulations of waviness shading on a series of surfaces. For each surface, we have calculated
dP(z) and used weighted histograms to calculate the probability function P(θw), describing the frequency each
surface orientation is getting hit by the neutron ray. Figure 4 shows the result from one such simulation with a
low incidence angle, θi = w. The peaks in P(θw) corresponds to the positions where the local waviness profile is
peaking. As expected from the illumination analysis, P(θw) vanishes below the value θw = −θi.

However, Fig. 4 shows only a single surface. For a stochastic model, all surface patterns should be represented.
We simulate this by generating the average of P(θw) over a large number of static surfaces. Such an average is seen
in Fig. 5(b). We immediately notice that the distribution vanishes at θw = −θi as it should, and that it otherwise
seems like a skewed Gaussian with a centre slightly larger than zero.

A simple test expression to model the simulated distribution of θw is found by multiplying a normal distribution
of θw(z) with the illumination probability (4):

f (θw) ∝ dP(θw)g(θw,w) ∝ 1 + h′(z)/θi

L
exp

(
−θ2

w/
(
2w2)). (16)

In Fig. 5, we have overlaid a scaled version of the function (16) to the simulated data, and the agreement is found to
be surprisingly good. For small incidence angles, θi/w = 0.5, there are small deviations at low values of θw, where
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Fig. 5. Distribution of local waviness values. Dots show results from 5 · 104 waviness shading simulations for surfaces generated with
w = 1 mrad and θi/w = 0.5, 1, 2 and 4. The solid line are scaled versions of Eq. (16).

the simulated waviness is lower than the model, which in effect shifts the simulated waviness slightly to the right.
This is an effect of the shading, which preferably appear at low θw values reducing the reflectivity. Figure 5 also
shows similar comparisons for higher values of the beam incidence angle. For θi/w = 2 or higher, the right-shift
has almost vanished. This validates the picture of shading as the cause of the right-shift. We have not found a
(simple) functional form of f (θw) that matches the simulated distribution better than Eq. (16).

2.5. Correction for multiple reflections

Unfortunately, knowledge about the distribution of the waviness angle θw is insufficient to constitute a complete
waviness algorithm. In addition, we must account for the neutron rays that are reflected multiple times. The neces-
sity for this originates from a simple consideration: Imagine a beam of nominal incident angle θi being reflected at
the local waviness angle θw. Then, the local angle of incidence is θ = θi + θw, leading to an outgoing angle of

θf = θi + 2θw (17)

(see Fig. 1). For negative values of θw this may result in negative values of θf, meaning that the neutron ray
continues down towards the mirror. With the exception of reflections at the very end of the mirror, there will be (at
least) one other reflection before the neutron ray has left the mirror.

To quantify the effect of this, we have employed a simple ray-tracing method when simulating the wavy sur-
faces. We chose the initial intersection point in accordance with the illumination and shading discussed above
and construct the angle of the outgoing neutron ray according to (17). We then follow the outgoing ray over an
extended surface that spans over a length of 2L. We check across the surface height curve if the ray collides with
the surface again. If there is such a multiple collision, another outgoing angle is calculated according to (17), and
the ray-tracing continues. Two examples of these simulations are given in Fig. 6.

We have performed a series of simulations with varying incident angles, θi, with N = 104 simulations per angle,
to obtain the fraction of multiply reflected rays. The results are shown in Fig. 7. We observe that the degree of
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Fig. 6. Two examples of multiple reflections simulated with θw/w = 1 mrad and a repetition period L = 100 mm. Left panel shows a typical
double reflection. Right panel illustrates the rare occasion of many close multiple reflections.

Fig. 7. Simulated fraction of multiple reflections as a function of incident angle, θi. Red crosses represents all multiple events, while blue circles
are events with three or more reflections.

multiple reflection is highest, just below 10%, for θw/w ≈ 1.5, to decay to zero for θw/w = 0, and for angles
higher than θw/w ≈ 5. This is in agreement with expectations, since rays with very low angles will reflect only
from the tops of the height curve, h(z), on the side with θw > 0 due to shading, while high incident angles will
reflect with high outgoing angles without chance for having a second reflection, θi > 2|θw|, leaving Eq. (17) always
positive. Figure 7 also shows that the ratio of rays with more than two reflections in general behaves as the ratio of
all multiple reflections. The maximum is of the order 1%, occurring also around θw/w ≈ 1.5.

Our most important result, however, is the distribution of final reflections angles, P(θf). A naive prediction of
the shape of this simulation would come from taking only the illumination argument into account, ignoring shading
and multiple scattering. Here we combine (16) and (17) to reach

f (θf) ∝ exp
(
−(θf − θi)

2/
(
8w2))

(
1 + (θf − θi)

2θi

)
. (18)

Figure 8(b) shows the simulated distribution overlaid with Eq. (18). We observe that the simulations show a
vanishing probability for a reflection at θf = 0, as one must require, while the naive prediction (18) has a finite
probability at negative θf values, as it does not include multiple reflections.

The full analytical description of the illumination, shading, and multiples into one equation is a complex task
that we have no intention of performing. However, we have performed a minimal change of (18) to make it vanish
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Fig. 8. Distribution of outgoing angles of neutron rays, θf, reflected from a wavy surface with w = 1 mrad, θi/w = 0.5, 1, 2 and 4. Red crosses
represents results from simulations with N = 5 · 104 rays, the blue dashed line is the prediction (18) taking only the illumination into account,
while the green line is our conjecture, (19).

at θf = 0:

f (θf) ∝ exp
(
−(θf − θi)

2/
(
8w2))

(
θf

2θi

)
. (19)

Figure 8 show that this equation in fact describes the simulated distribution of the outgoing angle θf quite well for
θi/w = 1. Hence, we use (19) as a first order conjecture for the true outcome of the reflection from wavy surfaces.

We have as well performed simulations of other values of θi/w: 0.5, 2, and 4. All these results are shown along
with the predictions (18) and (19) in Fig. 8. We see that for the high angles of incidence, θi, the naive prediction
(18) in general works better than the conjecture (19).

3. A new approximate algorithm for waviness simulation

Our objective is now to find a functional form that can effectively describe P(θf) as a function of θi and w.
From our simulations we see that P(θf) approaches zero for θf → 0. For small θi it increases linearly with θf to a
maximum slightly above θi and then decreases in a Gaussian manner. In the other end of the spectrum, when θi is
large, P(θf) can be described by a Gaussian with a width w centred at θi. Both observations are in accordance with
the simple considerations discussed earlier. We have made no attempt to understand the details the shape of P(θf)

in the intermediate region.
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Fig. 9. The root mean square of the fits to f1 (blue +), f2 (green ×) and f3 (black +×) as a function of incoming angle θ̃i.

As a starting point we have modified the expression (18) in order to reproduce the observed behaviour. We have
produced three alternatives:

f1(θ̃f) = α1 exp
(
−(θ̃f − κ1θ̃i)

2/8
)(

1 + (θ̃f − θ̃i)

2θ̃i

)
, (20)

f2(θ̃f) = α2 exp
(
−(θ̃f − κ2θ̃i)

2/8
)( θ̃f

2θ̃i

)
, (21)

f3(θ̃f) = α3 exp
(
−(θ̃f − κ3θ̃i)

2/8
)

tanh(β3θ̃f/θ̃i), (22)

where θ̃i and θ̃f are the dimensionless variables θ̃i = θi/w and θ̃f = θf/w respectively.
A series of simulations with θ̃i going from 0.22 to 10 was made and each simulation was fitted to the ex-

pressions (20), (21) and (22). In all cases the α1,2,3, β1,2,3 and κ1,2,3 are fitting parameters that are free to vary.
Figure 9 shows the root mean square of the residuals for each fit. It is clear that the expression f3 has the best
performance over the whole range. This can also be seen in the individual simulations, in Fig. 10 examples where
θ̃i = 0.22, 1, 2.5 and 4.5 are shown. We therefore choose f3(θ̃f) as our model for describing P(θf) when simulating
waviness.

The value of the fitting parameters α3, β3 and κ3 varies with θ̃i. In order to make an algorithm that provides
P(θ̃f) for any given θ̃i, the θ̃i dependence of the parameters α3, β3 and κ3 was each fitted to an effective model that
could approximate the numerical results. This turned out to be:

α3(θ̃i) =
{

a1 for θ̃i < 0.78,

a2θ̃i
−a3 + a4 otherwise,

β3(θ̃i) =

⎧
⎪⎨

⎪⎩

b1θ̃i
b2 + b3 for θ̃i < 1.38,

b4θ̃i
b5 + b6 for 1.38 < θ̃i < 4.5,

b7 otherwise,

(23)

κ3(θ̃i) = k1θ̃i
k2 + 1.

The results for each expression in (23) can be seen in Fig. 11 and the corresponding parameters in Table 1.
The validity of this model is tested by its strength to predict the simulations made in Section 2.5. In Fig. 12 the

new model is compared to that of McStas 1.12c for θ̃i = 0.22, 1, 2.5 and 4.5. The results from the new model over
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Fig. 10. Simulated data for θ̃i = 0.22, 1, 2.5 and 4.5 with N = 5 · 104 rays along with fits to f1 (blue dashed line), f2 (green solid line) and f3
(black dot dashed line).

Fig. 11. The parameters α3, β3, and κ3 of expression (22) as a function of θ̃i (black +×) where the error bars denotes the uncertainty on the
parameter in the fits to (22) along with the power law fits to (23) (red line).
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Table 1

The parameters of the new waviness model used in Eqs (22) and (23)

α3(θ̃i) a1 a2 a3 a4

0.0527 0.0162 2.6 0.0205

β3(θ̃i) b1 b2 b3 b4 b5 b6 b7

0.395 2.5 0.076 0.541 1.9 0.007 11

κ3(θ̃i) k1 k2

0.61 1.39

Fig. 12. Simulated data for θ̃i = 0.22, 1, 2.5 and 4.5 with N = 5 · 104 rays along with the model of McStas 1.12c (magenta dashed line) and
the prediction by the new algorithm (black line).

the whole range are sufficiently close to the simple ray tracing simulations that we do not need to refine the model
further.

It should be noted that in the McStas 1.12c model, described in Section 2.1, the parameter w was taken to be the
width of the distribution of final angles. In the new model w is the average inclination (rms) of the surface, which
gives a width of 2w. We have corrected for this in our comparison in Fig. 12.

4. Implementation of waviness in McStas

The algorithm describing P(θ̃f) from Eq. (22) along with a hit and miss [6] sampling routine, were implemented
in a straight guide in McStas. First the outcome of a single reflection from a wavy surface for an extremely narrow
and well collimated beam was compared to the simulations made in Section 2.5. Figure 13 shows examples for θ̃i =
1 and θ̃i = 10. The implementation of waviness in McStas clearly reproduces the simulations from Section 2.5.
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Fig. 13. Simulated data with N = 5 · 104 rays (red) and normalised neutron counts from McStas (red) made with N = 106 rays for θ̃i = 1
(left) and θ̃i = 10 (right).

Fig. 14. Intensity as a function of divergence after an ideal guide without waviness (red), with the McStas 1.12c waviness description (green)
and with the new waviness description (blue) for w = 10−4 (left) and w = 10−6 rad (right). The simulations were made with 107 neutron rays
each.

4.1. Example guide simulations

At last, we show simulations of a 150 m long straight guide with a cross section of 0.05 × 0.05 m2 starting
4 m from a 0.1 × 0.1 m2 moderator using only 4 Å neutrons. The guide has a coating described by (1) with
m = 2, Qc = 0.0217, R0 = 0.99, W = 0.003 and α = 2.0. Simulations were done without waviness, with
the McStas 1.12c waviness description (see Section 2.1) and with the new description developed in Section 3,
respectively.

When simulating long neutron guides, there is a significant difference between the new and the McStas 1.12c
waviness descriptions for large waviness values, w = 10−4 rad, as shown in Fig. 14. In the old version we see a
large unphysical peak around 0◦ divergence which would lead to a brilliance transfer (defined as neutron flux within
a small 2D divergence interval and wavelength interval) larger than unity. This, in turn is a violation the Liouville
theorem [15]. The reason for this is the oversampling of low values of θf caused by a mistake in the algorithm.

The main consequence of waviness is in the case of the new description reduced intensity as expected, but no
violation of the Liouville theorem. The difference between the two descriptions diminishes for smaller values of
w, an example with a very low waviness w = 10−6 rad is also shown in Fig. 14.

5. Summary

We have performed analytical and simple ray-tracing analysis of the waviness problem relevant for simulations
of neutron supermirror reflectivity. The simulations provided a distribution of outgoing angles for a given incoming
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angle and waviness. It was found that the shape of the distribution evolved as a function of incoming angle.
For each incident angle the distribution was fitted to a expressions whose parameters was taken to be depen-

dent on the incoming angle. This dependence was fitted as well, which resulted in an effective description of the
simulated probability distribution of outgoing angles as a function of the incoming angles and waviness.

A routine sampling of the outgoing angle for a given incoming angle and waviness was implemented in a
straight-guide component in McStas. There is good accordance between the McStas simulations of a single reflec-
tion on a wavy surface of a narrow beam and the ray-tracing simulations described in this work.

The unphysical behaviour of the McStas 1.12c waviness model for large waviness values is no longer present in
the new model. Instead, the main consequence of waviness is a reduced intensity as expected from simple physical
arguments.
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A.7 CAMEA ESS - The continuous angle multi-energy anal-
ysis indirect geometry spectrometer for the European
Spallation Source

Publication of the CAMEA instrument design proposed and accepted for construction at the
ESS. The instrument uses time of flight to measure the initial neutron energy and an array
of crystal analysers to select final energies. The analysers are placed such that a range of
scattering angles are covered, and several layers of analysers cover a number of investigated
final energies. The name of the instrument was later changed to BIFROST. The paper was
published in EPJ Web of Conferences.

Abstract

The CAMEA ESS neutron spectrometer is designed to achieve a high detection efficiency
in the horizontal scattering plane, and to maximize the use of the long pulse European
Spallation Source. It is an indirect geometry time-of-flight spectrometer that uses crystal
analysers to determine the final energy of neutrons scattered from the sample. Unlike other
indirect geometry spectrometers CAMEA will use ten concentric arcs of analysers to analyse
scattered neutrons at ten different final energies, which can be increased to 30 final energies
by use of prismatic analysis. In this report we will outline the CAMEA instrument concept,
the large performance gain, and the potential scientific advancements that can be made with
this instrument.

My contribution

Participated in design meetings for the instrument and designed the guide through many
iterations with the remaining instrument team. Final tweaks to the guide design shown in
the publications were made by Jonas O. Birk using the guide bot software package developed
by me. Commented on the manuscript.
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Abstract. The CAMEA ESS neutron spectrometer is designed to achieve a high detection efficiency in the horizontal scattering
plane, and to maximize the use of the long pulse European Spallation Source. It is an indirect geometry time-of-flight
spectrometer that uses crystal analysers to determine the final energy of neutrons scattered from the sample. Unlike other indirect
geometry spectrometers CAMEA will use ten concentric arcs of analysers to analyse scattered neutrons at ten different final
energies, which can be increased to 30 final energies by use of prismatic analysis. In this report we will outline the CAMEA
instrument concept, the large performance gain, and the potential scientific advancements that can be made with this instrument.

1. Introduction
For measuring excitations such as phonons and magnons
in materials there are two dominant types of inelastic
neutron spectrometers presently in use, i) direct geometry
time-of-flight (ToF) spectrometers and ii) triple-axis
spectrometers (TAS). Direct ToF instruments compensate
a low incident neutron flux from using monochromatic
pulses, by detecting the scattered neutrons of all energies
over a large solid angle in position sensitive detectors. In
contrast TAS focus a continuous high flux monochromatic
beam of neutrons on a sample but have a low detection
coverage of counting neutrons at one final neutron energy
at one position, or tens of angles in the case of multiplexed
TAS [1–3].

The European Spallatioon Source (ESS) will be a
5 MW long pulse spallation neutron source, and will have
the world’s highest peak brightness for cold neutrons [4].
The time averaged cold neutron flux of the ESS will also
be greater than that of world leading continuous sources
such as the Insitut Laue-Langevin high flux reactor. The
instrument design phase for the ESS is an ideal opportunity
to consider new possibilities for instrument concepts.

Researchers of magnetism are the largest user commu-
nity of single crystal spectrometers. This community often
use applied magnetic fields to tune the magnetic properties
of materials across phase transitions in to new phases
of matter, where inelastic neutron scattering uniquely
determines the nature of the magnetic phase. Cryomagnets
used in these experiments however restrict the access for
neutrons. For example, currently the highest vertical field

a e-mail: paul.freeman@epfl.ch
b e-mail: henrik.ronnow@epfl.ch

cryomagnetic for neutron spectroscopy is the 16 T “Fat
Sam” produced by Bruker, for the Spallation Neutron
Source (SNS) as a collaborative project between the Swiss
Neutron Scattering Society (SGN/SSDN) and the Oak
Ridge National Laboratory [5]. This magnet has a vertical
opening angle of ±4◦. When used on the direct geometry
ToF Cold Chopper Neutron Spectrometer (CNCS) at SNS,
75% of CNCS’s detectors out of the horizontal plane
are blocked, reducing the instruments efficiency. TAS
spectrometers operate in the horizontal plane and are
therefore less restricted by the neutron access of split-
pair cryomagnets. A similar situation holds for using anvil
cells for extreme pressure to tune magnetic properties of
materials [6]. TAS spectrometers are the instrument of
choice for these types of experiments, however a TAS
would not take advantage of the pulsed nature of the ESS.
This provides an initial motivation to examine optimizing
a spallation source instrument that maximizes the neutron
count rate within the horizontal plane.

2. Concept
We directed our attention to indirect geometry ToF
spectrometry where the final energy of the neutron
is determined by a crystal analyser. Present indirect
spectrometers analyse neutrons scattered from a sample
at one final fixed energy, from knowing the final energy
and the time-of-flight the scattering process is determined.
Present indirect ToF spectrometers are inefficient as the
scattered neutron energy is only analysed once, any
neutron that does not have the correct final energy only
increases the background signal. We note that the indirect
spectrometers such as PRISMA (ISIS) [8] and CQS
(Los Alamos) [9] did work with variable final neutron

This is an Open Access article distributed under the terms of the Creative Commons Attribution License 4.0, which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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Figure 1. Left: a simplified overview of the CAMEA spectrometer from the end of the neutron guide, not to scale. The sample is
surrounded on one side by the analyser-detector chamber that covers a large angle within the horizontal plane. Centre: a cross section to
scale of one 9◦ multi-analyser-detector module is shown on the right. There is large 90 cm diameter space for sample environment, and a
removable cooled Be high energy filter placed in front of the entry to the secondary spectrometer. We show how 10 analysers sat behind
each other working at different final neutron energies can geometrically be spaced with neutron shielding between the analyser to detector
channels. After the last analyser the neutrons are directed into a get lost tube into a beamstop. Right: a simplified three-dimensional sketch
of the analyser and detector setup in a module of the secondary spectrometer for the first four of ten analysers, omitting all flight-path
definition elements for the purpose of clarity.

energies, but only analysed a scattered neutron’s energy
a single time. The majority of spallation source indirect
ToF spectrometers are ultra high resolution backscattering
spectrometers, or vibrational spectrometers that measure
phonon density of states. Neither of these two instrument
classes are ideally suited for mapping phonon or magnon
dispersion curves in single crystals, however the back
scattering spectrometer Osiris at the ISIS facility is
successfully used to study magnetic excitations in single
crystals [7].

The essential evolution in neutron instrumentation of
CAMEA is the secondary spectrometer:

1) Vertically scattering analysers that allows for increased
coverage of in plane scattering.

2) Multiple concentric arcs of analysers sat behind each
other to perform multiple final energy analysis.

3) Use of Position Sensitive Detectors (PSDs) for quasi-
continuous angular coverage.

4) Prismatic analysis from a distance collimated analyser
allowing multi-energy analysis from a single analyser.

5) An order sorting chopper that enables use of first and
second order reflections off the analysers.

Neutrons have large penetration depths, for analyser
crystals of pyrolytic graphite (PG) of 1 mm thickness
mounted on 1 mm Si wafers, the transmission rate we have
experimentally determined as > 98%. Typically 2 mm PG
analyser crystals are used, but reducing to 1 mm halves
the cost, increases transmission, for only a small cost in
reflectivity. We propose an instrument with 10 concentric
arcs of analysers that direct analysed neutrons vertically
into detectors, if a neutron scattered from the sample is not
at the energy of the first analyser the neutron is transmitted
to be analysed by up to nine further analysers working
at different final energies. Scattering vertically has been
shown not to reduce energy resolution when studying

samples of small vertical height (<1 cm) [3]. The increased
efficiency of this Multi-Energy Analysis for 10 energies
gives a gain factor > 9.1, considering transmission rates.
In Fig. 1a we sketch an overview of the secondary
spectrometer, and in Fig. 1b we outline how ten analysers
placed behind each other can be positioned.

Continuous Angular coverage is obtained by using
PSDs that are arranged tangentially, as shown in the right
panel of Fig. 1. The position along the PSD that the neutron
is detected determines the angle at which the neutron
was scattered from the sample, and knowing the sample
orientation the wavevector of the scattered neutrons is
determined. To map out excitations in (h, k, ω) of a
single crystal a sample rotation scan is performed, in the
same way as a scan of a reciprocal plane is produced on
a multiplexed spectrometer such as MACS or Flatcone
[2,3]. In Fig. 2 we show how the magnetic dispersion
from a one dimensional spin system can be measured
without the need for a sample rotation scan. For
Continuous Angular coverage we need to resolve the
issue of dead angles between segment wedges of the
secondary spectrometer. Continuous Angular coverage can
be achieved in two ways, 1) re-position the secondary
spectrometer so that the dead angles and active angles
swap positions, 2) in a sample rotation scan we can use
the detected neutrons observed by different analysers to
create a continuous map of the excitations measured with
different final neutron energies.

3. Design
The specifics of the secondary spectrometer of CAMEA-
ESS are shown in Fig. 1a Each segment of the secondary
spectrometer consists of fifteen wedges of 9◦ width
covering a horizontal scattering angle of 3–135◦. Each
wedge consists of 10 PG analysers sat behind each other,
with each analyser working at a different final neutron
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Figure 2. A diagram to represent the measuring capabilities of CAMEA measuring the magnon spin excitation spectrum of a one
dimensional spin system, in a single point scan. The main figure shows the surfaces in reciprocal space mapped by CAMEA, and the red
surface represents the magnon dispersion. Below the main figure shows the projected excitation spectrums measured by the ten different
analysers of CAMEA. No spinon continuum excitation is included, and dead angles between the analyser sections have been omitted
(equivalent to measuring two points, the second being where the dead angles and active analyser angles of the secondary spectrometer
swap position).

energy, and three linear PSDs for each analyser. In this
way we have ten concentric arcs of analysers working at
ten final neutron energies.

Analysers will be constructed of PG crystals mounted
on Si wafers, five or more blades will be used in a
vertical focusing Rowland geometry covering ∼ ±1.4◦

vertically, to focus the analysed neutrons into three PSD
tubes arranged to be parallel to the analysers. An analyser
wedge of 9◦ width will consist of 6◦ active analyser, and
3◦ of dead angle for support structures, etc.. As the energy
resolution of the secondary spectrometer is limited by
distance collimation, the three PSD tubes are at a different
scattering angle from a single analyser arc, so each PSD
detects a different final neutron energy. This prismatic
analysis allows for 30 final energies to be examined by
CAMEA at a higher energy resolution [10].

For the primary spectrometer, CAMEA will be placed
on cold neutron moderator. The neutron guide was
optimised by simulations using the McStas package and
the optimizer package GuideBot [11,12]. A wide range
of guide shapes were examined, and the best guide shape
identified [13]. From the neutron moderator there is a guide
feeder to a virtual source at 6.5 m [14], where a pulse
shaping chopper is placed at the closest possible distance
to the moderator. To be able to use the full length of
the 2.86 ms neutron pulse of the 14 Hz ESS, filling the
counting window, a pulse shaping chopper at 6.3 m gives
a natural length of 165 m [15]. The neutron guide is then
two ellipses separated by a small angular kink in the guide
to remove line-of-sight from the neutron source. Elliptical
guides reduce neutron losses by reducing the number of
reflections required along the guide’s length, and the pinch
point between the ellipses provide background reduction.
A bandwidth chopper will be placed in the kink section of

the guide, and the instrument requires three frame overlap
choppers, that can be positioned in the first ellipse.

A prototype of the secondary spectrometer of CAMEA
has been built, and tested on the MARS spectrometer at the
SINQ neutron source, Paul Scherrer Institut, Switzerland.
The results of this testing validates the CAMEA design
and will be reported in detail elsewhere [18]. In addition
to this, analytical calculations of CAMEA have been
performed [19].

For any spectrometer background reduction is critical,
and requires a clear strategy to achieve. A set of beam
definition jaws at the end of the guide section will define
the beam divergence that reaches the sample position, as
has been implemented on WISH at the ISIS facility [20].
The divergence jaws are followed by diaphragm to define
the beam size at the sample position. Any neutrons that
pass straight through the sample will be directed along a
get lost tube to the beam stop. The secondary spectrometer
will either be in an Ar atmosphere or under vacuum
to remove background from air scattering of neutrons.
Line-of-sight between the PSDs and the sample position
will be shielded by neutron absorbing materials. Radial
collimation between the sample and analysers, and cross
talk collimation inside the secondary spectrometer are
foreseen. A removable Be-filter can be placed in the
scattered neutron beam to remove high energy neutrons,
although this restricts CAMEA to working with the first
seven analysers. The effectiveness of our background
reduction strategy has been confirmed in our prototype
testing of CAMEA, where a the background count rate is
5 × 10−5 times that from the incoherent scattering from a
vanadium sample.

The energy range can be expanded to measure
excitations of thermal energies on CAMEA using the
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Figure 3. Time-of-flight diagram of the order sorting chopper
and the 7th PG(002) Ef = 5 meV analyser. At 162 m the chopper
divides the pulse into ∼ 26 pulses per source pulse, at 3 m from
the detector the neutrons hit the sample and scatters. The time
distance diagram clearly shows how the neutrons that scatter of
the analyser at 166.5 m by the first and second order reflections
are detected over unique time windows at the detector. The time
gaps between the signals at the detector are necessary due to a
small time broadening of the signals that is mainly due to the
choppers open and closing time.

order sorting chopper. If thermal neutrons are scattered
off the sample, the scattered neutrons can be analysed
by the PG(002) or PG(004) analyser reflections with
Ef (PG(004) = 4 × Ef (PG(002)), and we cannot directly
differentiate between them. In Fig. 3 we show a time-
distance plot for the order sorting chopper. The order
sorting chopper for CAMEA consists of two counter
rotating disc choppers that run at 180 Hz with two
symmetric openings, effectively 360 Hz a non-integer
multiple of the the source’s repetition rate. The time
distance plot of Fig. 3 for the Ef (PG(002)) = 5 meV
shows that neutrons that arrive at the detector at a
given time are uniquely determined from the PG(002)
or PG(004) analyser reflection. Using the order sorting
chopper CAMEA has analysers working from Ef =
2.5 meV to 32 meV. The order sorting chopper however
reduces the incident neutron intensity by 59% when placed
3 m from the sample position. The greater the distance
for the order sorting chopper to the sample position, the
greater the reduction in incident neutrons, 3 m represents
a safe distance from stray fields from future >20 T
cryomagnet possibilities.

4. Performance
In table one we outline specifications of the CAMEA
spectrometer. Ten analysers represents a compromise
on coverage, the cost increase of the analyser for
increasing sample to analyser distance, and the reduced
performance due to transmission losses. The CAMEA
analyser resolution is limited by distance collimation,
not mosaic quality, so 60′ mosaic PG crystals can be
used to improve count rates without reducing the energy
resolution. When the primary and secondary resolutions
are matched, CAMEA will achieve a higher energy
resolution than than triple-axis spectrometers, whose
energy resolution is limited by mosaic quality.

If the full ESS pulse width is used the primary
spectrometer energy resolution is 4%, with 1.8 ×
1010 neutrons s−1 cm−2 for a 1.7 Å bandwidth centred
at 3 Å [13]. We consider the simulated performance of
ThALES the upgraded IN14 at the ILL, which to the
best of our knowledge will be the highest flux cold TAS
in the world with a monochromatic flux maximum of
3.5 × 108 [16], a factor of 50 lower than the maximum
polychromatic flux of CAMEA. The energy resolution of
the primary spectrometer of CAMEA can be improved
to 0.8% to match the secondary spectrometer, with
the primary resolution being directly proportional to
the pulse width from the pulse shaping chopper. For
example the flux for 2% total energy resolution on
CAMEA is 0.9×1010. Due to the high flux of CAMEA
special care must be taken with regards to activation.
A simple mechanical interlock device has been designed
for removing active samples from the instrument to an
active sample store on the instrument zone, removing the
need to directly handle samples [21]. Indirect handling of
active samples can be avoided by use of a robotic arm
for sample removal. Design of instrument components and
sample environment also requires attention to the choice of
materials placed in the neutron beam.

Within ±1.4◦ vertical range of CAMEA, and taking
into account transmission rates, we estimate the solid angle
gain of CAMEA over Flatcone to be 36 [3], or 23 over
MACS at NIST [2]. Comparing CAMEA’s flux gain for 2%
energy resolution, and the increased solid angle coverage
gives a gain factor of ∼ 900 compared to ThALES using
Flatcone, provided all detected signal is of use in both
cases. With this gain factor CAMEA will enable inelastic
neutron scattering on samples of 1 mm3 and smaller as
a routine measurement. Neutron simulations were also
used to compare CAMEA to a 150 m long cold direct
ToF spectrometer that uses Repetition Rate Multiplication,
with a large vertical coverage of ±30◦, at the ESS. These
simulations indicated within the horizontal plane CAMEA
has a 22 times higher count rate than the direct ToF [17].
If we consider the total counts of the direct ToF ESS
spectrometer including a large vertical angular coverage,
CAMEA has a slightly higher count rate.

Polarized inelastic neutron scattering will be available
for CAMEA from the beginning. The incident neutron
beam will be polarized by a polarizing supermirror S-
bender, inserted near the end of the guide by a guide
changer, a setup successfully used on instruments such as
FLEXX [22]. Polarization analysis of the scattered beam
will be performed by a wide angle polarized supermirror
analyser replacing the Be filter, which is equivalent to the
setup used on the D7 instrument [23]. We chose a polarized
supermirror analyser over a wide angle He-3 polarization
cell, to enable the use of cryomagnets which produce
stray fields, and to keep a large sample environment space
available with the polarized option.

5. Scientific demand for extreme
conditions
The CAMEA geometry is especially suitable for inelastic
neutron scattering in applied magnetic fields, and under
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Table 1. Specifications for the CAMEA instrument at the ESS.

Primary Spectrometer
Moderator Cold
Wavelength Range (Energy Range) 1 Å to 8 Å (81.8 meV to 1.3 meV)
Bandwidth 1.7 Å
Neutron Guide 165 m – Parabolic feeder to double elliptical guide
Line-of-Sight Removal Kink between elliptical guide sections
Number of Choppers 7, operating from 840 rpm to 12600 rpm
Beam Divergence 2.0◦ vertical, 1.5◦ horizontal
Divergence Control 5 divergence jaws intergrated into the end of the guide
Incoming Energy Resolution Adjustable from 0.1% to 3% at 5 meV
Polarizer Removeable polarizing supermirror s-bender
Sample
Maximum Flux on Sample Position 1.8×1010 n/s/cm2/1.7 Å
Wavector Range at Elastic Position PG(002) reflections: 0.058 Å−1 to 3.6 Å−1

(Including PG(004) reflections) PG(004) reflections: 0.12 Å−1 to 7.26 Å−1

Background Count Rate < 5×10−5 comparted to the elastic signal of vanadium
(result obtained from prototype testing)

Beam Size at Sample position 1.5 cm × 1.5 cm
Beam Size Resolution Optimization 0.1 cm × 0.1 cm–1.0 cm × 1.0 cm
Sample Environment Space 90 cm diameter with possible side access
Secondary Spectrometer
Collimation Radial collimation after Sample

Cross-talk collimation in secondary spectrometer
Filter Removable cooled Be-filter before analyzers
Analyser crystals 2 m2 cooled Pyrolytic Graphite (PG)

60′′ mosaic using (002) and (004) reflections
Detectors 2.5 m2 position sensitive 3He at 7 bar
Number of Analyzer Arcs 10
Number of Analyzer-Detector Segments 15 (9.0◦ per segment, 6.0◦ active)
Sample to Analyzer Distances 1.00 m to 1.79 m
Analyzer to detector Distances 0.8 m to 1.45 m
Horizontal Angular Coverage 3◦ to 135◦

Horizontal Angular Resolution 0.79◦ to 0.46◦

Vertical Angular Coverage ± 1.4◦

Final Neutron Energy PG(002) 2.5, 2.8, 3.1, 3.5, 4.0, 4.5, 5.0, 5.5, 6.5, 8.0 meV
Final Neutron Energy Range PG(002) and PG(004) 2.5 meV to 32 meV
Secondary Energy Resolution 0.77% to 1.3%
Polycrystal Elastic Wavevector Resolution 1.1% for Ef = 5.0 meV
Time Resolution 20 µs
Neutron Polarization Polarizing supermirrors

Table 2. Demand for several European based cold TAS and indirect geometry spectrometers that measure magnetic excitations in single
crystals, and the demand for extreme environments conditions on these instruments. The overload of an instrument is defined as the
number of days applied for experiments divided by the total number of days available to perform experiments.

Instrument Overload Magnetic fields Pressure ≤ 1, K Polarized neutrons
(Instute/Neutron Source) (% of proposals ) (%) (%) (%)
RITA-II, TASP (PSI) 2.5 34 4 19 N/a
PANDA (FRM-II) 2.7 30 5 20 N/a
IN14 (ILL) 2.5 30–40 < 5 60 20–25
IN12 (JCNS@ILL) 2.6 24 0 28 10
Osiris (ISIS) 2 40 0 40 Planned
FLEX (HZB) 1.5 56 0 20 Commissioning

extreme pressure. In table two we outline the results of
a survey into the use of extreme environments on cold
inelastic neutron spectrometers in Europe. Typically there
are overload factors of 2.5 for these instruments, with
∼ 33% requesting the use of a cryomagnet. The lack of
demand for use of high pressure for neutron spectroscopy
is likely due to the highly restrictive sample volume of
pressures cells, and the present need for large single

crystals for inelastic studies. In September 2012 attendees
of an ESS Science Symposium on Strongly Correlated
Electron Systems were asked to name three instruments
you would like to have at the ESS, and a spectrometer for
extreme conditions was one of the three instruments [24].
There is a significant scientific demand for spectroscopy
under extreme conditions in Europe, which the ESS can
accommodate through CAMEA.
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6. Scientific capabilities of CAMEA
The massive gain factor of CAMEA ESS has the potential
to enable scientific discoveries in several fields of research,
a few of which are discussed below.

The present user community for using extreme
environments in inelastic neutron scattering is based in the
magnetic scattering community, which includes magnetic
materials, strongly correlated electron systems, super-
conductors, quantum magnets, etc. CAMEA offers this
community high counting rates to study weak excitations
to a level of accuracy that present instrumentation cannot
reach, bridging the gap between the accuracy theoretical
calculations can reach and present inelastic neutron
scattering. Alternatively rapid mapping of excitations will
be enabled for parametric studies of dynamics across
critical transitions, providing a unique tool to study
wavevector and energy evolution across transitions. The
large gain factor of the instrument and the low background
count rate will unlock the ability to study magnet materials
under extreme pressure.

At present the sample size required for inelastic
neutron scattering is prohibitive, limiting the technique
to crystals grown by techniques such as floating zone
mirror light furnaces. The ability to study samples of
less than 1 mm3 opens up the possibility for sample
growth for neutron scattering in both material discovery
and soft matter. For example it will be possible to study
materials grown by high-pressure synthesis (which is
how the highest Tc iron-based superconductors were first
crystalized) and hydrothermal synthesis (which is how the
best known realization of a kagome quantum magnet is
synthesized) CAMEA will enable neutron scattering to be
be part of the iterative process to discover new materials
classes. This will lead to input from inelastic neutron
scattering immediately after materials are discovered, or
directly lead to discovery of materials. At present a large
amount of experimental and theoretical work is wasted
due to incorrect assumptions made about the spin and
lattice interactions in materials, inelastic neutron scattering
unambiguously resolves these issues.

CAMEA has the potential to open up the application of
neutron spectroscopy in new fields of reasearch including
biophysical studies of collective dynamics in membranes.
In membranes collective dynamics are believed to drive
transport of molecules, pore opening, membrane fusions
and protein-protein interactions [29], which can be
determined by inelastic neutron scattering. At present
studies of collective dynamics in membranes by neutrons
is restricted to model systems which can be prepared in
large multi-layer stackes, the small sample capability of
CAMEA will enable studies of the actual membranes of
interest.

There exist a great hitherto unaccommodated interest
to study lattice dynamics in simple materials under
extreme pressure, and for geo- and planetary science
related studies such as hydrogen diffusion in materials
of the Earths upper mantle. CAMEA is ideally suited
for both of these purposes. Despite the fact that water is
vital for life on Earth we have little knowledge on the
extent of the water cycle in the Earths mantle. Estimates
on the water in the mantle wildly vary from ten percent

Table 3. Desirable sample environments for CAMEA, within
predicted technical developments.

Sample Environment Performance
Low Temperatue Dilution to <100 mK
Magnetic fields Vertical >20 T
Pressure 30 GPa with 5 mm3 sample,

T = 3–2000 K
10 GPa with 50 mm3 sample,
T = 0.1–1800 K

Magnetic Field >10 T with upto 10 GPa
and Pressure T = 0.1–350 K

to two and a half times the water on the Earths surface
[25]. The uptake of water into the material of the Earths
mantle greatly influences the properties of the materials,
which has consequences for flow of material and sound
velocities in the mantle, studying these materials has
the potential to provide great insight into plate-tectonics
and seismic activity [25,26]. To study the effects of
hydrogen on the different phases of the material of the
Earth’s mantle requires performing neutron scattering at
pressure up to 30 GPa for temperatures of the order of
2000 K. The experimental conditions imply a pressure cell
with a sample volume < 5 mm3 [27], and an instrument
resolution of a cold TAS is required, well within CAMEA’s
capability [28].

In table 3 we outline some of the desirable sample
environment for CAMEA to perform these experiments.

For time dependent studies the time resolution of
CAMEA is only from the secondary spectrometer, and of
the order of 20 µs. An analyser arc of CAMEA measures
one excitation energy for a time of the order of the
2.86 ms source pulse width with 20 µs resolution, that
is the time dependence of excitations at ten different
energies are simultaneously measured. This capability of
CAMEA opens up experimental possibilities in inelastic
neutron scattering for example in soft matter stimulated
out of equilibrium by pump-probe techniques, or studying
excitations in pulsed high magnetic fields beyond 30 T.

7. Conclusion
CAMEA provides an evolution in cold neutron indirect
spectroscopy by performing analysis of the energy of
the scattered neutrons at 10 final energies, that can be
increased to 30 energies by prismatic analysis. This
instrument has been designed through simulations, with
validation of the simulations of the secondary spectrometer
achieved by prototype testing on the MARS spectrometer
at the SINQ neutron source of the Paul Scherrer Insitut.
Compared to present cold multiplexed TAS CAMEA has
three orders of magnitude gain. At the ESS the in plane
count rate of CAMEA is over an order of magnitude
higher than cold direct geometry ToF spectrometers, and
is equivalent to the total count rate of a cold direct
ToF spectrometer. CAMEA therefore enables inelastic
neutron scattering on samples of less than 1 mm3 as a
routine measurement, enabling experiments in fields of
research such material discovery , soft matter, and extreme
pressure studies in magnetism, and geoscience. Finally
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we note that the secondary spectrometer of CAMEA
can be implemented as a multiplexing option for a TAS
instrument, that could perform within a factor of 100 of
CAMEA at the ESS. A CAMEA TAS is being built for the
the RITA-II spectrometer at SINQ neutron source, P.S.I.,
Switzerland.

The work presented here is part of the European Spallation
Source Design Update Programs of Switzerland and Denmark.

References

[1] M. Jimnez-Ruiz, and A. Hiess, Physica B: Con-
densed Matter, 385-386, 1086–1088 (2006); K.
Lefmann, D. McMorrow, H. M. Rønnow, K.
Nielsen, K. Clausen, B. Lake, and G. Aeppli,
Physica B: Condensed Matter, 283, 343–354 (2000);
C.R.H. Bahl, K. Lefmann, A.B. Abrahamsen, H.M.
Rønnow, F. Saxild, T.B.S. Jensen, L. Udby, N.H.
Andersen, N.B. Christensen, H.S. Jakobsen, T.
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A.8 HEIMDAL: A thermal neutron powder diffractometer
with high and flexible resolution combined with SANS
and neutron imaging - Designed for materials science
studies at the European Spallation Source

Presentation of the HEIMDAL instrument accepted for construction at the ESS. The instru-
ment combines thermal neutron powder scattering, cold SANS and imaging for simultaneous
measurements over a wide range of length scales. The instrument require a challenging ther-
mal guide and a separate cold guide that provide two beams on the same sample with a
3.5◦ angular separation. The paper was published in Nuclear Instruments and Methods in
Physics Research, Section A.

Abstract

HEIMDAL will be a multi length scale neutron scattering instrument for the study of struc-
tures covering almost nine orders of magnitude from 0.01 nm to 50 mm. The instrument is
accepted for construction at the European Spallation Source (ESS) and features a variable
resolution thermal neutron powder diffractometer (TNPD), combined with small angle neu-
tron scattering (SANS) and neutron imaging (NI). The instrument uses a novel combination
of a cold and a thermal guide to fulfill the diverse requirements for diffraction and SANS.
With an instrument length of 170 m, HEIMDAL will take advantage of the high neutron
flux of the long pulse at ESS, whilst maintaining a high q-resolution due to the long flight
path. The q-range coverage is up to 20 Å 1 allowing low-resolution PDF analysis. With the
addition of SANS, HEIMDAL will be able to cover a uniquely broad length scale within a
single instrumental setup. HEIMDAL will be able to accommodate modern materials re-
search in a broad variety of fields, and the task of the instrument will be to study advanced
functional materials in action, as in situ and in operandi at multiple length scales (0.01-
100 nm) quasi simultaneously. The instrument combines state-of-the-art neutron scattering
techniques (TNPD, SANS, and NI) with the goal of studying real materials, in real time,
under real conditions. This article describes the instrument design ideas, calculations and
results of simulations and virtual experiments.

My contribution

Designed the thermal guide through many iterations with the remaining instrument team.
Ran the full instrument simulations combining the guide and backend. Commented on the
manuscript.
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a b s t r a c t

HEIMDAL will be a multi length scale neutron scattering instrument for the study of structures covering
almost nine orders of magnitude from 0.01 nm to 50 mm. The instrument is accepted for construction at
the European Spallation Source (ESS) and features a variable resolution thermal neutron powder dif-
fractometer (TNPD), combined with small angle neutron scattering (SANS) and neutron imaging (NI). The
instrument uses a novel combination of a cold and a thermal guide to fulfill the diverse requirements for
diffraction and SANS. With an instrument length of 170 m, HEIMDAL will take advantage of the high
neutron flux of the long pulse at ESS, whilst maintaining a high q-resolution due to the long flight path.
The q-range coverage is up to 20 Å�1 allowing low-resolution PDF analysis. With the addition of SANS,
HEIMDAL will be able to cover a uniquely broad length scale within a single instrumental set-up.
HEIMDAL will be able to accommodate modern materials research in a broad variety of fields, and the
task of the instrument will be to study advanced functional materials in action, as in situ and in operandi
at multiple length scales (0.01–100 nm) quasi simultaneously. The instrument combines state-of-the-art
neutron scattering techniques (TNPD, SANS, and NI) with the goal of studying real materials, in real time,
under real conditions. This article describes the instrument design ideas, calculations and results of si-
mulations and virtual experiments.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Advances in materials science come through an in-depth un-
derstanding of the relationships between structure and properties.
Profound insights into these relationships are a common goal
across condensed matter science, from high precision crystal-
lography to fast kinetics studies, and are a prerequisite for the
rational design of new and improved materials. Traditionally,
materials have been studied at equilibrium, far from operating
conditions, but growing efforts seeks to investigate materials un-
der more realistic conditions and on multiple length scales, a trend
pioneered by developments at synchrotron sources [1–4].

The intention with HEIMDAL is to build a neutron instrument
able to access a wide length scale provided by the combination of

thermal neutron powder diffraction (TNPD), small angle neutron
scattering (SANS), and neutron imaging (NI). Multiple length
scales are crucial to expand the understanding of advanced func-
tional materials under external stimuli such as gas flow, pressure,
or temperature, which can be difficult to recreate exactly in sub-
sequent experiments. A classic example is heterogeneous catalysis,
which depends on the atomic structure of catalytic nanocrys-
tallites in a microporous matrix. All length scales are relevant for
the efficiency of the catalytic process; therefore, in-depth knowl-
edge into the structure and functionality requires multiple length
scale coverage with sufficiently good time resolution. In these
types of systems HEIMDAL will be a game-changer in neutron
scattering, because it will provide new capabilities for investigat-
ing multiple dimensions at fast time scales. Topics of particular
interest are materials containing light elements, related to energy,
composites, matrix embedded systems, phase transition and nu-
cleation, and magnetic materials.

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/nima
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Neutrons are an ideal probe for in situ and in operandi studies
inside bulky sample environments. However, only few neutron
instruments existing today are capable of covering multiple length
scale in real time as the experimental techniques of TNPD, SANS,
and NI have highly different requirements to the incoming neu-
tron beam. Therefore, all existing instruments covering broad
length scales are focused towards either SANS or TNPD (e.g., NOVA,
i-Materia at J-Parc [5,6] or NIMROD at ISIS [7]). The HEIMDAL
design uses an entirely novel concept, where two independent
guides view the cold and thermal moderators independently. The
two beams are extracted from the same beam port, and can be
individually optimized without compromising the capability of
either technique. This unique combination of three different
neutron scattering techniques in a single setup will enable
HEIMDAL to cover the atomic regime (0.01–5 nm) with TNPD, the
nanometer regime (2–100 nm) with SANS, and structural features
in direct space from 0.05 to 50 mm with NI. The total length scale
coverage thus spans nine orders of magnitude, with minor gaps in
the mm range.

The name HEIMDAL originates from the Norse Mythology. In
Asgard, the home of the gods, HEIMDAL is the guardian of the
rainbow bridge Bifrost that spans the worlds of gods and men. He
has the most keen senses among gods, a vision so powerful that he
can see and hear the grass grow in real time [8].

In the following sections we shall go though the design con-
siderations, calculations, and simulations done in order to propose
this instrument for construction at the ESS, starting with the in-
strument concept. After that we present the unique guide system
and the chopper set-up of the instrument, before going into details
with first the powder diffractometer, then the SANS set-up, and
finally the imaging insert. Finally full virtual experiments, per-
formed using the Monte Carlo ray tracing software McStas [9,10],
will be presented for the TNPD and SANS set-up along with a
discussion of the software needs associated with the data analysis.

2. The instrument concept

The powder diffraction part of the instrument is by far the most
demanding due to the high resolution requirements. Therefore,
the instrument design is based around an optimized, high per-
formance thermal powder diffractometer, modified in order to also
accommodate SANS and NI around a single sample position.

The source at ESS will run with a pulse period of T¼71 ms and
a pulse length τ = 2.86 ms. The benefits and challenges of such a
time structure are described in [11–13], and the long pulse at ESS
is, at first glance, not ideal when building high resolution powder
diffraction instruments; As such an instrument requires a combi-
nation of good resolution ( σ ≈d d/ 0.1%), wide reciprocal space
coverage, and access to as high a q as possible (at least 15 Å�1).

However, a long pulse source combined with a pulse shaping (PS)
chopper close to the source and a long flight path between the
moderator and the sample provides a tailored, well-defined pulse
with high time-resolution (and thereby a good q-resolution) for
the instrument. The qmax of the instrument is determined by the
moderator configuration and the efficiency of the beam transport
system. The design results in a relatively narrow wavelength band

λ(Δ = ˚ )1.74 A that can be matched to the q-range of interest with
regard to the sample.

The major advantage of the long-pulse spallation source/PS
chopper combination is that the pulse length can be matched to
the requirements of the material. Therefore, the instrument con-
figuration can be changed from high-resolution (short pulse with
lower intensity) to high count-rate (long pulse with lower re-
solution) simply through chopper rephasing, adding a degree of
operational flexibility not possible using current generation time-
of-flight diffractometers.

A significant benefit of the HEIMDAL design is that a simple
analytical two dimensional peak profile function can describe the
raw data, due to the relatively simple chopper system and the
cylindrical detector geometry. The wide detector angular coverage
(10–170°), coupled with the instrument wavelength band (see next
section) allows a q-range of 0.73–19.87 Å�1 to be covered, ideal for
most aspects of chemical crystallography while also suitable for
some low resolution pair distribution function (PDF) analysis.
Additional backscattering detectors (highlighted in red in Fig. 1 )
are placed above and below the incoming guide to provide im-
proved counting statistics for data collected at high q, critical to
high-resolution chemical crystallography and PDF.

For SANS, a separate guide delivers cold neutrons to the sample
position, where the angle between the incoming thermal and cold
beams is 3.5°. This ensures that the direct beam from the thermal
guide will not contaminate the SANS signal on the detector, while
retaining sufficient space upstream of the sample for incident
beam tailoring using apertures and minimizing the curvature of
the cold guide. The main SANS detector (1�1 m2) is situated 10 m
from the sample position, giving a qmin limit of 8.6�10�4 Å�1

using 11 Å wavelength neutrons and a 15 mm radius beamstop
0.2 m from the detector. Additional detector panels are placed in
the vacuum tank 4 m from the sample position to cover the q-
range between that accessible by the main SANS detector and the
wide angle diffraction detectors.

A model drawing of the experimental area of HEIMDAL is
presented in Fig. 1.

2.1. Instrument length and wavelength band

To obtain high resolution TNPD at a long pulsed source, it is
necessary to build a very long instrument or make drastic mod-
ifications to the pulse shape after the source. We have chosen to

Fig. 1. Illustration of the HEIMDAL experimental station. Drawn in collaboration with Peter Keller, Laboratory for Scientific Developments and Novel Materials, Paul Scherrer
Institut, Switzerland.
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combine the two approaches as it keeps the design for TNPD
simple.

Many overall parameters for the entire ESS instrument suite
have already been decided, e.g. the pulse period and length [13,14]
from these parameters we can calculate many of the instrument
parameters for the TNPD.

The PS chopper, cutting the long pulse from the moderator
short, has to be placed as close to the source as possible in order to
obtain the largest possible bandwidth. The closest position for the
PS chopper is =L 6.5 mchop away from the moderator due to the
biological shielding around the target station (the monolith). From
this restriction we can calculate the natural instrument length,
where the time window is completely filled without causing frame
overlap. Hence the wavelength frame multiplication [16,17]
(which shortens the instrument dramatically) and other elaborate
chopper systems were not included in the design. We use the
neutron time-of-flight (ToF) equation αλ=t L, where
α = = ˚h m/ 0.2528n

ms

Am
. The opening time of the PS chopper is as-

sumed to be close to zero and using the principle of similar tri-
angles shown in Fig. 2 we obtain τ = ( − )L L L T/ /chop det chop and the
instrument length can be calculated to be

τ
= +

( )
⎛
⎝⎜

⎞
⎠⎟L

T
L1

1det chop

giving a full instrument length of =L 168.8 mdet .
The width of the wavelength band can be calculated using

λ αΔ = ( ) = ˚T L/ 1.74 A, where = −L L Ldet chop. For the thermal part of
the instrument λ¼1.5 Å is used as the mean wavelength so the
wavelength band coincides with the peak brightness of the ther-
mal moderator. This gives a thermal wavelength band of 0.63–
2.37 Å. The cold wavelength band has the same width (1.74 Å), but
it can be tuned using the cold chopper system. The wavelength
operation range for the SANS will be between 4 Å and 11 Å.

In order to obtain the 3.5° separation of the two guides at the
sample position it is necessary to bend the guides apart (in par-
ticular the cold-neutron guide) and subsequently back together
(see Fig. 3). This can be realized without benders as the instrument
is long. See Section 4.2 for a more detailed description of the cold
guide.

3. TNPD design

Users will have the possibility to run the TNPD part of the in-
strument in different resolution settings. A trade-off between high
resolution and high flux will have to be considered for every

experiment. In this section we describe the considerations and
calculations done in order to obtain the optimal instrument re-
solution and flux conditions.

3.1. TNPD instrument resolution calculations

The overall limiting factor of the instrumental resolution is the
detector. The pixel size together with the distance between the
sample and the detector determine its effective contribution to the
resolution. The size of the sample will lead to an additional
smearing of the signal on the detector. The other contributions to
the total resolution function (i.e. time uncertainty and beam di-
vergence on sample) can be adjusted to get the desired instrument
resolution at the cost of neutron flux.

We shall now calculate the overall instrument resolution
function (Δd d/ ) using error propagation of Bragg's law, resolution
matching of the contributing terms, and the choice of the detector
design. It is important to distinguish between the differential δ,
the standard deviation, s, and the FWHM when calculating the full
resolution function of the instrument. In order to perform statis-
tical calculations on solid ground all further calculations are per-
formed using the standard deviation (s).

A transformation of Bragg's law using the ToF equation ( αλ=t L)

Fig. 2. Time-of-flight diagrams where the neutron position (z) along the neutron guide is plotted as a function of flight time (t). Left: A ToF diagram displaying the triangles
used in the calculations of the natural instrument length. Right: A 168.8 m long diffraction instrument with a PS chopper at 6.5 m and a mean wavelength of λ = ˚1.5A . There
are two pulses present in the diagram. The two black horizontal lines mark the time where the choppers (TC1, TC2, TC3) are closed and the red line at 168.8 m mark the
detector position. The path of the shortest wavelength let through the chopper system is marked with the blue dashed lines and the long wave length limit is marked with
the green dash-dotted lines. The pink dotted line corresponds to 45 Å neutrons escaping through the first part of the chopper system. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Illustration of the guide system drawn on top of the ESS building layout (top
view). The cold (blue line) and thermal (red line) guides start at the same beamport
coming out from the source bend away from each other and come together again at
the sample separated by an angle of 3.5°. From [15]. (For interpretation of the re-
ferences to color in this figure legend, the reader is referred to the web version of
this article.)

S.L. Holm et al. / Nuclear Instruments and Methods in Physics Research A 828 (2016) 229–241 231



gives α θ=t Ld2 sin . The contributions to the d-spacing resolution
is derived by error propagation. The error in flight path
σ( ) ∼ −L L/ 102 9 is negligible at this long instrument. Both the in-
coming divergence on the sample and the sample size together
with the detector geometry contribute independently to the un-
certainty in the in-plane scattering angle ( σθ). The angular con-
tribution is split into two terms while the time uncertainty (from
pulse width) gives a third term to the resulting uncertainty in
lattice spacing [18]:

σ σ

θ

σ

θ
σ= + +

( )

θ θ⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

⎛
⎝

⎞
⎠d ttan tan

.
2

d t
2 1

2 2
2 1

2 2
2

2
i f

The subscripts i and f denote the incoming and outgoing sides
with respect to the sample respectively.

The time uncertainty (st) can be controlled with PS chopper
close to the source and the incoming divergence ( σ θ2 i) can be
modified with collimation. Therefore the limiting factor of the
total resolution (2) stems from the uncertainty of scattered beam
direction (σ θ2 f ) which depends on the size of the sample, s, and the
size of the detector pixels in the horizontal direction, p, together
with the sample to detector distance, r. In order to calculate σ θ2 i for
this set-up, we first consider the geometry for distance collimation
between sample and detector as shown in Fig. 4 and reach

η = ± ≈ | ± |
( )

⎜ ⎟⎛
⎝

⎞
⎠

s p
r

s p
r

atan
2 2

.
3

max
min

The contribution from the out of plane scattering is ignored as
it is a second order effect, except close to backscattering. More on
this can be found in Section 3.5.

The beam intensity hitting the sample as a function of diver-
gence has a trapezoid shape, with full intensity when
η η η∈ [ − ];min min and no intensity when η η< − max or η η> max as
shown in Fig. 4. The variance of this distribution can be calculated
[18]:

σ
η η

= + = +
( )θ

s p
r6 6

1
12

. 42
2 max

2
min
2 2 2

2f

The pixel size is chosen from a projection of present-day de-
tector technology to have 3 mmwidth, and the sample width is set
to the match pixel size, giving = =p s 3 mm. The radius of the
simple cylindrical detector is chosen to be r¼1.5 m to limit the
overall detector cost. Since the two first terms of the resolution Eq.
(2) depends on the scattering angle ( θ( )tan1/ ), we cannot obtain
resolution matching for all values of θ. The choice have been made
to fulfill the resolution matching condition at θ = °2 90 . The in-
strument resolution is in this case σ( ) = · −d/ 5.00 10d

2 7 corre-
sponding to a σ( )d/d of 0.07%. The optimal horizontal divergence of
the incoming beam for the high resolution case is σ = °θ 0.0472 f

which corresponds to a FWHM of 0.11°.
The full opening time of the resolution chopper can also be

calculated when the resolution matching condition is upheld for
the uncertainty of the flight time so that σ σ( ) = ( )d t t1/3 / /d

2 2 (from
(2)), where t is the flight time of the mean wavelength
( λ = ˚1.5 Amean ) from the PS chopper at =L 6.5 mchopper to the

detector. Using the ToF equation the flight time is
=t 61.53 mschop det2 and hence the width of the opening time has to

be σ = μ25.1 st . The transmission function of a disc chopper with
an opening that matches the guide cross section has a triangular
shape with full intensity at t¼0 and no intensity when < −t tmax

or >t tmax. The variance of this function can be calculated to
σ = tt

2 1
6 max

2 [18]. The full opening time of the PS chopper is there-
fore Δ = = μt t2 123.1 smax .

3.2. Instrument resolution settings – guide and chopper system
requirements

We foresee the normal operation of the instrument to be in one
of three different modes; “high resolution”, “high flux”, and
“medium mode”. The high resolution mode is intended for crys-
tallographic studies related to accurate structure determination,
nuclear densities, and atomic displacement factors. In order to
measure with a short data acquisition time the TNPD can be run in
high flux mode where the instrument resolution is relaxed. The
high flux mode is intended for time resolved measurements of fast
kinetics and low resolution PDF, where peak resolution is less
significant for the interpretation of the data. The medium setting
of the instrument is for insitu studies in materials science, chem-
istry and physics. The medium and high flux modes utilizes best
the length of the long pulse at ESS.

The instrument resolution tuning can be done by changing the
speed and hence the opening time of the PS chopper, by allowing a
larger incoming divergence on the sample, and by changing the
size of the sample. For this to be possible, the guide and chopper
system has to fulfill several conditions.

The PS chopper is a pair of counter rotation disc choppers
placed 6.5 m from the source. In order to produce the short pulse
length, for the high resolution mode, the opening in the choppers
has to be small (we choose =b 38 mm) and the width of the guide
has to match this opening. A height of 60 mm have been chosen
for the guide at this point.

To sample a constant wavelength range the choppers must spin
at a multiple of the source frequency (14 Hz). We can find a set of
suitable parameters for the choppers using ν π= · ·Δb r t2 ; the full
radii of the choppers be R¼0.38 m and the beam center position
r¼0.35 m from the center of the disc. When running at ν = 140 Hz
(10 times the source frequency) the full opening time of the
choppers is Δ = μt 123 s which matches the required opening time
for the natural high resolution setting. The medium and high flux
opening times can be obtained spinning the choppers at two and
one times the source frequency, respectively.

In order to maximize the count rate in the high flux mode, the
guide has to be able to transport neutrons with a divergence up
the limits of high flux mode σ = °θ 0.472 . The divergence can be
reduced, for the medium and high resolution modes, using the
resolution jaw concept (slits in the guide) like the one im-
plemented at the cold-neutron powder diffraction instrument
Wish at ISIS [19].

As described in the previous section the natural high resolution
calculations are based on the choice of the smallest sample size

Fig. 4. Left: A sketch showing the relevant angles, η, arising from the sample width, s, the pixel size, p and the detector radius, r. Right: Intensity as a function of divergence.
An expression for ηmin and ηmax are given in (3).
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and the matching pixel size. For the medium and high flux mode
the calculated sample sizes for which resolution matching is ob-
tained are very large ( =s 21 mmmedium and =s 42 mmflux ) where
the pixel size remain constant. We have therefore decided not to
fulfill resolution matching for the sample size but limit the size to
the realistic value of ×5 20 mm2 for the examples calculated here.

Table 1 shows a summary of the key numbers for the three
operation modes of the TNPD. The opening time of the PS chop-
pers and the incoming divergence on the sample have been cal-
culated so that they contribute equally to the resolution in the
high flux and the medium mode. The relative uncertainties for the
two cases for a scattering angle of θ = °2 90 , where the resolution
matching is fulfilled in the high resolution mode, and for a scat-
tering angle of θ = °2 170 (near backscattering) where the highest
resolution is obtained are the result of the virtual experiment
described below. The flux numbers at the sample position are also
obtained using McStas simulations.

3.3. Thermal guide optimization

The optimization for the HEIMDAL guide has been done with
the Matlab-McStas based software package Guide_Bot [20,21]. The
moderator at ESS was updated to the “butterfly” configuration in
April 2015. As the butterfly moderator component for McStas is
still under development, our optimization was done using the flux
curve from the Technical design report for ESS 2013 [14]. However
we have changed the dimensions of the moderators to the new
size of the bottom thermal moderator described in the new ESS
Butterfly Moderator Configuration Baseline [22]. We presume that
HEIMDAL will be placed in Experimental Hall 3 at the northern-
most position [15] (see Fig. 3), thus the bottom thermal moderator
will have an effective width of =126 mm and height of =60 mm.
The change to the butterfly moderator geometry will also require a
shift of the starting points of the two guides, as the thermal and
cold source have switched places. Preliminary studies indicate that
this can be rather straightforwardly incorporated into the current
guide design by mirroring the entire instrument.

The guide will start 2 m from the moderator as radiation da-
mage gets too severe closer to the moderator. The distance from
the guide end to the sample is d¼1.6 m in order to be able to
shield off the unwanted neutrons before the backscattering de-
tector. Other solutions to minimize the background are not yet
investigated.

At the PS chopper position, 6.5 m from the moderator, a 0.1 m
gap is made in the guide to give room for the choppers. The di-
vergence criteria for the optimization is calculated using (Eqs.

(3) and 4) to get η σ= | − − | ( ) = °θs r s d12 / 2 0.7196min
2

2
2 2 , where

d¼1.6 m is the distance from the guide end to the sample,
=s 5 mm is the width of the sample and σ = °θ 0.472 is the optimal

angular uncertainty for the high flux mode. This gives a guide
width of 45.19 mm at the end of the guide.

A high priority area in phase space (horizontal divergence of
70.5°, vertical divergence of 70.081° ( σ= θ3 2 high resolution),

height of 10 mm and width of 3 mm) has been set to have the
same weight in the optimization as the remainder of the full phase
space volume in order to ensure a high performance for the high
resolution setting.

For simplicity, the super mirrors used for the thermal guide
have a m-value of 5 everywhere. In a later cost/performance op-
timization we expect this number to be heavily reduced in the
majority of the mirrors without significant loss of useful neutrons.
The dimensions of the height and width of the guide have been
limited to be less than ×0.1 0.1 m2 before the PS chopper, inside
the monolith, and ×0.2 0.2 m2 after the chopper. In the optimi-
zation we have chosen to reduce the background at the sample
position by requiring that the guide is bend out of line-of-sight.
Other options could also be implemented to eliminate the back-
ground coursed by fast neutrons and gamma radiation emitted
from the source, like a prompt pulse chopper (Tzero chopper).

A summary of all the fixed parameters for the guide optimi-
zation is listed in Table 2, and the resulting geometry of the op-
timized thermal guide can be seen in Fig. 5. The performance of
this guide as a function of wavelength is shown in Fig. 6 for the
three instrument resolution modes as well as the divergence and
spatial distributions for a range of wavelength snapshots. For the
high resolution setting of the instrument the horizontal

Table 1
Key numbers for the three modes of the TNPD. Δt is the full opening time of the PS choppers and σ θ2 is the standard deviation of the incoming divergence on the sample. The

sample is a cylinder with a diameter, d, and the hight, h. The results of the virtual experiment described below gives these relative uncertainties, σd
d
, for the 90° detector bank

and the backscattering bank at 170° for λ = ˚1.5A , as well as the flux on the sample position.

Instrument mode Δt [μs] σ θ2 [°] ×d h [mm2] σd
d

at 90° [%] σd
d

at 170° [%] Flux [n/s/cm2]

High resolution 123 0.047 3�10 0.091 0.044 ·7.1 106

Medium mode 617 0.235 5�20 0.36 0.14 ·5.1 108

High flux 1234 0.470 5�20 0.66 0.24 ·1.4 109

Table 2
Summary of fixed parameters used in the Guide_bot optimization for the thermal
guide.

Moderator to sample 167.3 m
Moderator to guide start 2 m
Guide end to sample 1.6 m
Space for resolution chopper centered at 6.5 m
from moderator

0.1 m

Moderator height 60 mm
Moderator width 126 mm
Guide height at chopper position 60 mm
Guide width at chopper position 38 mm
Sample height 20 mm
Sample width 5 mm

Horizontal divergence on sample (ηmin) 0.7196°
Vertical divergence on sample (ηmin) 1.0°

Out of line-of-sight –

m-value for the guide 5
Wavelength band 0.63–2.37 Å

Upper limit for the guide height before chopper (inside bunker) 0.1 m
Upper limit for the guide width before chopper 0.1 m
Upper limit for the guide height after chopper (outside bunker) 0.2 m
Upper limit for the guide width after chopper 0.2 m

High priority area sample height 10 mm
High priority area sample width 3 mm
High priority area horizontal divergence on
sample

0.081°

High priority area vertical divergence on
sample

0.5°
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divergence and position have a flat top and are symmetrical,
which is necessary in order to get symmetrically shaped peaks on
the detector. For the two other modes the neutron intensity is
prioritized at the expense of the shape of the distributions. The
limits of ± °1 for the vertical divergence is larger than what the
guide can transport. This is due to small hight of the moderator
(6 cm) and the narrow opening at the chopper position. The re-
sulting brilliance transfer is therefore not close to one as the re-
quired phase space is not filled.

The resulting flux numbers on the sample position for the three
modes of operation are listed in Table 1 as well as the relative
uncertainty at two scattering angles (90° and 170°) for λ = ˚1.5 A.
The simulation result of δ =d d/ 0.09% is a little larger than the
calculated δ =d d/ 0.07% which is coursed by the shape of the
distribution of the divergence of the incoming beam, square and
trapezoid respectively.

A pair of counter rotating disc choppers have a transmission
that is highest in the center of the beam and falls of linearly to-
wards the edges in the horizontal direction. This effect was not
taken into account in the guide optimization. It would be inter-
esting to study how this can be exploited to make a more efficient
guide for the full set-up. Furthermore, a study of the positions for
the resolution jaws should be done to minimize the background
from the unwanted neutrons while maintaining the collimation
properties.

3.4. Chopper system

In order to deliver the desired pulse to the sample position a
minimum of three sets of choppers are necessary: a pair of PS
choppers as described earlier, a pulse selection chopper, and a
wavelength definition chopper.

The main purpose of TC2 at 7 m is to suppress all the unwanted
extra pulses created by TC1. TC2 will have the same dimensions as
TC1, but rotating at a much lower speed as it will follow the source
frequency of 14 Hz. The two choppers will produce blurry edges in
the wavelength distribution, these can be removed by a wave-
length definition chopper (TC3). TC3 is placed at the narrow part
of the guide system around 79 m from the moderator.

Frame overlap will occur for neutrons with wavelengths
around 45 Å. However, the flux from the thermal source at this

wavelength will be extremely low and there is therefore no need
to suppress these very slow neutrons. This behavior of long wa-
velength neutrons are shown in the time distance diagram in
Fig. 2.

3.5. Diffraction detectors

Neutron detection is currently a very fast progressing field and
it is not certain what will be the best detector for HEIMDAL at the
time of its construction, so for these calculations a simple cylinder
powder diffraction detector detector with a pixel width of
p¼3 mm and a radius of r¼1.5 m has been chosen.

The detector will cover one side of the sample with scattering
angles from 10 to 170° and have a height of 1 m giving a coverage
of 718° out of the horizontal plane. The pixel size will be
3�10 mm2 in order to match the sample size and the resolution
criteria. In order to have better statistics for the high q-values a set
of backscattering detectors are placed above and below the guide.
The dedicated backscattering detectors are shown in Fig. 7.

The initial detector coverage will be one side fully covered (∼
4 m2) plus the backscattering detector (0.5 m2) and from 170° to
150° on the right hand side adding another 0.5 m2. The limited
vertical coverage allows for a highly vertical divergent beam that
increases the flux at the sample position. This high vertical di-
vergence is acceptable as it only gives small losses in the hor-
izontal resolution, because the part of the Debye-Scherrer cones
intersecting the detector are almost vertical (except close to
backscattering where a different detector is used). A schematic
drawing of the TNPD detector set-up is shown in Fig. 7.

4. SANS design

The requirements from the diffraction part of the instrument
determines the instrument length from moderator to sample to
168 m. This is unusually long for SANS, and makes this part of the
instrument quite different from dedicated SANS machines.

4.1. Wavelength band, resolution, and collimation

The SANS resolution can in principle be calculated from equa-
tion (2), used for the diffraction resolution. However, it is not
generally useful in this context, since δq q/ ( δ= d d/ ) diverges at the
scattering angle goes to zero. Instead, we observe that the relative
wavelength uncertainty for SANS at present instruments rather
relaxed; up to δλ λ ≈/ 10% and that the collimation contribution to
the resolution can always be sufficiently limited.

For our long guide, we need no pulse shaping chopper, since
the full pulse length gives a δλ λ =/ 1.5% for λ = ˚4.5A (and 0.6% at
11 Å), which will give us an instrument with a much better re-
solution than present day instruments, in particular at high q-
values.

To collimate the beam, a standard pinhole system for SANS is
foreseen. One pinhole to be positioned 10 m before the sample,
identical to the sample to detector distance. Another pinhole is
placed as close to the sample as allowed by the sample environ-
ment, which is about 0.5 m. Pinholes in between these two main
pinholes will be inserted to reduce stray-neutron background. A
possible beam-defining pinhole very close to the sample, e.g.
0.1 m, would have to be shared between the SANS and TNPD
beams, the centers of which are at that distance only 6 mm apart.
This will for most experiments not be a viable solution.

4.2. Cold guide and chopper system

The SANS and TNPD parts of the instrument use completely

Fig. 5. Geometry of the thermal guide. The top view shows a feeder followed by an
elliptic defocusing system, a curved guide to escape line of sight and then a elliptic
section that will refocus the beam. The bottom panel shows the side view where
the beam height is first expanded elliptically, followed by a constant section, and
then an elliptical compression section.
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different chopper settings and beam divergence criteria. It is
therefore not possible to lead the two beams through the same
guide without large sacrifices in neutron flux. However, the new
pancake moderator design with a cold and a thermal target placed
above and below the tungsten target respectively facilitate the
extraction of two different guides from one port. This allows uti-
lizing the optimized upper cold moderator for the SANS setup and
the optimized lower thermal moderator for the thermal beam
[22].

The designed SANS guide has m¼2, dimensions of
× = ×w h 20 20 mm2 and a curvature radius of R¼1.2 km, which

is necessary to bring the beam back on the sample with an angle of
3.5° to the thermal guide. In our simulations we record the neu-
tron intensity within the divergence range of ± °0.2 in both vertical
and horizontal direction, matching the divergence of SANS in low-
resolution mode. We assume perfect low-angle reflectivity, as an
upper limit for the guide performance, since we have no in-
formation on the quality of the actual guide. This method should,

however, be taken with a certain amount of care, due to the many
reflections (the average number of reflections is 61) present in the
guide system. The analytical cut-off wavelength of such a guide is
given by [27] λ π= ( )w R mQ4 2 / /c Ni , giving the value λ = ˚1.18 Ac

for our guide parameters.
However, due to the very long curved section (almost 150 m),

the usual approximation to a curved guide with a series of straight
sections is problematic. The repeated encounter of reflections that
are slightly away from the ideal circular arc will result in a severe
loss of neutron flux, as illustrated by the simulated transmission of
4 Å neutrons, Fig. 8. We see that to obtain a brilliance transfer
above 80%, we would need to operate with guide sections shorter
than 100 mm, which is obviously not a practical solution. Instead,
the guide will either have to be continuously curved or consist of
linear pieces separated by solid-state benders. That choice will
depend upon detailed budgeting that is only made in a later phase
of the project.

In the remainder of this article, we adopt a continuously curved

Fig. 6. The brilliance transfer as a function of wavelength for the three modes of operation is shown in the top left figure. The three other panels show the divergence and
spatial distributions in terms of brilliance transfer for the five wavelength snapshots indicated with dashed lines in the top left figure. The solid gray vertical lines indicate the
limits for the brilliance transfer phase space volumes used for each wavelength snapshot. The blue lines correspond to 0.63 Å, the read 1.07 Å, the yellow 1.5 Å, the purple
1.94 Å and the green 2.37 Å. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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SANS guide. The wavelength dependence of the brilliance transfer
of the final guide is seen in Fig. 8. We see that the transfer is above
90% for wavelengths down to 2.5 Å, which is very reasonable for a
guide with such a long curved section. It is likely that the coating
profile of the guide can be further optimized, e.g. that the coating
values can be decreased along the inner walls.

In the SANS guide, three slow disc choppers are needed: two
wavelength band definition choppers (CC1 and CC3), and a frame
overlap chopper (CC2); each with a radius of R¼0.35 m and
spinning at the source frequency of 14 Hz. CC1 must be placed
rather close to the moderator, to limit the amount of frame overlap
to be removed later. We choose to place it 14 m from the

moderator. The chopper will allow the full 2.86 ms pulse to reach
the sample for the chosen wavelength band of λΔ = ˚1.7A. CC3 is
placed halfway between the moderator and the sample and will
serve to define more sharply the selected wavelength band. Frame
overlap is found when slow neutrons from one pulse match the
burst time of CC1 meant for neutrons from the next pulse. To re-
move these, a frame-overlap chopper (CC2) is placed 18 m from
the source.

4.3. SANS detectors and reciprocal space coverage

To collect small-angle scattering data, HEIMDAL uses dedicated
small-angle scattering detectors placed in two positions: 1) A flat
1�1 m2 panel detector placed 10 m from the sample with a pixel
size of 4�4 mm2. 2) Three flat panel side detectors ( ×1 0.5 m2)
placed 4 m from the sample, displaced away from the central
beam. The geometry of the set-up as seen in Fig. 9. The possible
fourth panel is missing, allowing to install a “get lost” beam tube
geometry for the thermal beam, which passes through the SANS
tank. The flat panel detectors are likely to be based on state-of-
the-art 10B technology at the time of the detector purchase. An-
other option is 3He, which, however, has the limitation of a slower
count rate.

It should be noted that it might be required to develop a SANS
detector design much like LOKI, the SANS instrument proposed for
ESS [23].

The diffraction detectors are used to extend the angular range
of the small angle scattering data, allowing a very broad q-range to
be covered in a single setting, despite the limited wavelength

Fig. 7. Diffraction detector setup view from above (top), and from the side (bot-
tom). The primary diffraction banks are shown in orange and the back scattering
detectors placed above and below the incoming beams are drawn in gray. The
green diffraction bank indicates area for future upgrade. The nose of the SANS
detector is shown in blue. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Fig. 8. Brilliance transfer through the curved SANS guide as a function of guide
segment length (blue) and wavelength (red). When obtaining the wavelength de-
pendence of the brilliance transfer of the guide the segment length was fixed to
4 cm and for the segment length dependence the wavelength was fixed to. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Fig. 9. SANS detector setup view from above (top), and from the side (bottom). The
thermal beam passes by the SANS detectors which can also be seen in Fig. 15.

Fig. 10. The q-coverage of the two SANS detectors for different wavelength inter-
vals selected by suppression of one thermal pulse. When delaying the cold pulse by
one thermal frame, the wavelength band is from 2.37 Å to 3.94 Å corresponding to
the q-range displayed at 1. By an eight frame delay the band is from 14.56 Å to
15.52 Å. The ToF diagram of a two frame delay is displayed in Fig. 11.
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band. Taking the beam stop into account, the resulting coverage is

from qmin(11 Å, SANS)= · ˚− −
9 10 A4 1

to qmax(4 Å, NPD)= ˚ −
3.1A

1
. Using

only a single pulse in the wavelength range 9.1–10.8 Å gives full
coverage in the region 9 �10�4–1.4 Å�1.

The q-ranges accessible when using the narrow cold wave-
length bands accessible for one suppressed thermal pulse is shown
in Fig. 10. When delaying the cold pulse by one thermal frame, the
wavelength band is from 2.37 Å to 3.94 Å and by an eight frame
delay the band is from 14.56 Å to 15.52 Å on the center detector
10 m from the sample. A single narrow wavelength band pressed
in between two thermal pulses, is sufficient for collection of SANS
data for most systems. If necessary a wider wavelength band is
possible through additional pulse suppression, as discussed later.

5. Neutron imaging option

The imaging option is operated as an add-on unit, which can be
activated on demand, but not operated in sequence with the 14 Hz
ESS pulse frequency. The imaging camera will be placed within the
sample chamber normally kept under vacuum. For the operation
of the SANS mode, the camera has to be moved completely out of
the beam area. This can be solved by approaching a parking po-
sition, which is beyond the beam, but still within the vacuum
chamber.

In the operating position, the NI camera should be placed as
close as possible to the sample to avoid loss of resolution. The
design will allow both neutron beams (thermal and cold) to be
used for imaging, even with the 3.5° offset of the two beams.
Possible detectors are the Timepix/Medipix detector or a small
imaging detector using a CCD camera viewing a scintillation plate
over an optical mirror [24]. The Timepix/Medipix detector has two
main advantages: 1) it allows time resolved Bragg edge imaging
and 2) it can be placed much closer to sample, due to the absence
of spacious mirror setups, which allows higher resolution. The
intended resolution is ∼50 μm for samples up to 50�50 mm2. The
Bragg-edge imaging will inherently have a good wavelength re-
solution, λ λΔ =/ 1.5%, at 4.5 Å due to the length of the instrument.

By removing the front aperture of the cold guide, a single
pinhole camera can be made with a =L D/ 350 using a 20 mm
aperture. A horizontal and vertical divergence of
HFWHM¼VFWHM¼ °0.5 gives an illuminated area with radius of
approximately 60 mm. The beam divergence can be reduced by
placing an aperture closer to the sample.

6. Instrument operation and data

In the operation of the instrument, neutrons can arrive to the
sample from only one beam at a time, in order to correctly convert
the time-of-flight to wavelength. In other words, each time win-
dow on the detector will be dedicated to either small angle scat-
tering or powder diffraction. To ensure this, the frame-overlap
choppers will suppress pulses in either of the powder and small
angle scattering beams. For this reason, the choppers need to run
slower, at integer fractions of the source frequency. The selection
of the pulses determines the operation mode of the instrument, as
illustrated with three of many different scenarios in Fig. 11.

In either operational mode, all data will be collected in event
mode, where the arrival time of each single neutron is recorded
along with the position on the detector. The neutron information
will be coupled with metadata from the experiment like which
pulse was selected, the sample temperature, pressure, gas flow etc.

Below, we will discuss typical data from the SANS and powder
diffraction modes separately.

6.1. Diffraction detector

The diffraction detectors can be divided into two set of detec-
tors: the cylindrical detectors surrounding the sample and the flat
backscattering detectors, behind the samples. Due to the sample
size optimization there are different requirements to pixel size for
the different detector sets.

The cylindrical detector covers a range from 10° to 170°, the
detector has a height of 1.0 m and is around 4 m in circumference,
when placed 1.5 m from the sample. The pixel size will be
3�10 mm2 to match the sample size. This gives approximately
130.000 pixels. A McStas simulation of HEIMDAL, showing typical
instantaneous (monochromatic) diffraction data from the cylinder
detector is shown in Fig. 12.

HEIMDAL is in addition equipped with dedicated back-
scattering detectors to improve resolution and q-coverage. The
dedicated backscattering detectors placed above and below the
incident beam will have a pixel resolution of 3�3 mm2 to account
for the circular projection of the Debye-Scherrer cone. The back-
scattering data will provide high resolution data and improve
statistics for the high-q data.

6.2. Data analysis

For a perfect homogenous powder the full data set will be in-
tegrated along the Debye-Scherrer cone to produce a 1D pattern
per time slot. The collected powder patterns are stacked to pro-
duce a 2D pattern with 2θ as function of wavelength or time-of-

Fig. 11. ToF diagrams for three different operation modes of the two HEIMDAL beams: (top) pure powder diffraction; (middle) alternating powder diffraction and SANS;
(bottom) three of four pulses are used for powder diffraction, the fourth for SANS.
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flight. A simulation of such data is shown in Fig. 13, where we for
convenience have used only the cylinder detector.

The cuts in the 2D map represent 1D data conventionally
produced at a monochromatic instrument with a fixed wavelength
(top) and a backscattering bank for a time-of-flight instrument
(right). For HEIMDAL, we propose a different data reduction
strategy, where the data is fitted in 2D. The reason for this is that
merging all data into 1-dimensional diffraction patterns sig-
nificantly reduces the information, because the data to be merged
have very different resolution.

In 2D data analysis, the data is best viewed when plotted for
the scattering angle, 2θ, and the scattering vector, q. The resulting
simulated 2D powder diffraction patterns are shown in Fig. 14 for
the three instrument settings as well as the 1D q dependence
obtained by a summation along 2θ from 10° to 180°.

6.3. Total scattering

Combing the cylindrical and backscattering detectors will
provide sufficient q-range coverage to allow collection of total
scattering data to be used for Pair Distribution Function (PDF)
analysis or Debye Function fitting. For the PDF analysis broad q-

coverage is important and the proposed = ˚ −
q 20 Amax

1
is lower

than what is normally used for total scattering using neutron
diffraction. The proposed q-range should, however, be well suited
to investigate e.g. liquids and nanomaterials. The peak resolution
in reciprocal space is less important for total scattering data
compared to high counting statistics and q-coverage and therefore
it should be possible to do PDF analysis based on the summed 2D
diffraction data to gain counting statistics.

6.4. SANS detector

The central SANS detector is foreseen to have a size of 1�1 m2

with a pixel resolution of 4�4 mm2. The detector configuration is
shown in Fig. 15 (left), the gap at the right hand side is needed to
allow the thermal beam to pass through the SANS tank. Fig. 15
(right) shows the detector coverage possible using the four SANS
detectors and the diffraction detectors, overlayed with in-
stantaneous (monochromatic) SANS data. One challenge in the
SANS data analysis will be the scaling between the SANS detectors
and the diffraction detectors to give the huge single shot maximal
reciprocal space coverage.

In general the event data collected on the SANS detector must
be azimuthally integrated and converted into scattering vector (q).
For aligned nanostructures it may be advantageous to perform
semi-azimuthal integrations. The data treatment and analysis
should be very similar to the procedures used for instruments at
other facilities such as D33 at ILL [25] and 2D SANS at ISIS [26].

6.5. Sample geometry and sample environment

Conventionally, different sample geometries are used for NPD
and SANS. Typical for NPD is a cylindrical geometry giving uniform
scattering in all directions, while SANS uses thin flat sample geo-
metry to have an even attenuation across the entire surface of the
sample. In our simulations, we are optimizing for a cylindrical
sample with dimensions of 5 mm diameter and 20 mm of height.
When working with non-hydrogenous samples in SANS it is not
necessary to work with thin samples and the variation in thickness
across a cylindrical sample can relatively easy be corrected for,
specially when using an almost monochromatic beam as is the
case for the narrow bandwidth of HEIMDAL. Flat samples as tra-
ditionally used by SANS are naturally also usable, but the detector
coverage (diffraction detectors) is likely limited to 45° or less due
to angular variation in attenuation. Flat samples would not be
good for the 90° detector banks. However we foresee that the data
reduction software should be capable of dealing with different
sample geometries and attenuation corrections from sample en-
vironment and sample.

Fig. 12. Simulated data on the cylinder detector of a snapshot in time, corresponding to λ = ˚1.5A . The data is a ray-tracing simulation of TPD run in high resolution mode
with a ×3 10 mm2 cylindrical sample of Na2Al12Ca3F14.

Fig. 13. Simulation of powder diffraction data of LaB6, the 2D pattern shows 2θ at
various wavelengths. The integrated area shown in red corresponds to conventional
data measured at constant wavelength or constant angle, typical for instrument at
reactor and spallation sources, respectively. The figure above corresponds to con-
stant wavelength, while the figure to the right is the time-of-flight data in the
backscattering detector at constant angle. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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The volume between the sample and the detector, from 0.5 m
to 1.5 m radius, will be filled with Ar to avoid scattering from
moisture and nitrogen in the air. In the standard configuration a
radial collimator: 600 mm high and 300 mm wide, with a blade
separation of 1° will be installed 0.5 m from the sample. The radial
collimator can be automatically shifted in and out of diffracted
beam. This possibility gives an option for easily changing to an-
other collimation system to fit the sample size and the sample
environment. Ideally, it should be possible to build the collimators
into the sample environment and make it easily interchangeable.
The immediate volume around the sample and sample environ-
ment will be evacuated. A vanadiumwindowwill seal between the
pre-vacuum around the sample and the Ar in the vacuum dif-
fraction detector tank.

A key element for the success of HEIMDAL will be access to
specialized sample environment allowing manipulation of the
sample in order to perform in situ and in operandi measurements.
Therefore HEIMDAL must be built to accommodate a flexible
sample environment. The geometry of the detectors should be
particularly suited as they allow top and 35° side access, while the

detector opening is 18° above and below the scattering plane. The
side access gives optical access to the sample and facilitate neutron
diffraction experiments combined with UV–vis, IR, or Raman
scattering. The geometry makes HEIMDAL ideal for accepting
sample environment where access to the scattering plane is lim-
ited like high field magnets and pressure cells. The target with
regards to conventional sample environment is covering the
temperature range from 10 mK to 2000 K and having vertical
magnetic fields up to 15 T, while pressures cells should allow
studying samples under 25 GPa. An automatic sample change
should allow experiments being performed in the range 2–400 K
allowing a high through-put of experiments and potentially allow
mail-in service.

In addition to these standard sample environments, it is ex-
pected that users will bring in their own equipment for specialized
in situ or in operandi studies. Here chemical reaction cells for in situ
studies of crystal growth in various media and pressures are
foreseen. The instrument should be equipped with a gas rig for
purging different inert and reactive gasses over the sample along
with gas analysis techniques such as mass spectrometry and gas

Fig. 14. Virtual data from the HEIMDAL TNPD simulation in the three operation modes with a cylindrical Na2Al12Ca3F14 sample. The simulated detector is run in event mode
and neutrons are assigned a q-value calculated from the pixel position on the detector and the time delay from the chopper to the detector. The shape of the Debye-Scherrer
cones are taken into account. The three plot on the left are data from the high resolution mode, the center plots are from the medium mode, and on the right are the high flux
mode data. The 2D maps at the top are the full data sets and the center plots are a smaller sample of the data. The bottom plots show the data summed from 10° to 180° and
converted from q-value to d-spacing. The insert show the same data as displayed in the center panels. The somewhat stronger scattering intensity at 17° and 163° this
happens just where the size of the Debye-Scherrer cone matches the detector hight.
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chromatography. Thermogravimetry (TG) and differential calori-
metric scanning DSC can also be combined with neutron scatter-
ing. Battery charge and discharge cell for following intercalation
and deintercalation of Li-ion batteries, electric fields for studying
the cycling piezo electric materials, catalytic reactors to follow
catalyst materials in operandi and many more that will be built and
designed by the user in collaboration with the instrument team to
accommodate a specific science case, where the virtues of HEIM-
DAL will allow completely new science.

Space will be allocated close to the instrument to set up the
sample environment for the following experiment, including
control through the instrument software. Special care has to be
taken for controlling and monitor the sample environment, both,
on-line and off-line. It is important that the software control al-
lows parallel operations of different sample environment: The
running experiment and the standby experiment. The pretested
sample environment should be easily transferable to the beam
position. This minimizes the down time between experiments. It is
envisaged that the complete sample environment can be tested
off-line including all cables connections. As the previous beamtime
ends the entire sample environment can be pulled out of the in-
strument and the next sample environment can be inserted with a
minimum of setup time. In this fashion, it is also envisioned, that
long term experiments could be inserted at HEIMDAL multiple
times (days, weeks, months after the beginning of the chemical
reaction) without removing the sample from the sample
environment.

7. Conclusion

HEIMDAL is a novel instrument concept combining thermal
powder neutron diffraction (TPND) with small neutron angle
scattering (SANS) and neutron imaging (NI). The highly different
conditions needed for TPND and SANS is overcome by using two
guides, where the guide for TPND is looking at the thermal mod-
erator and uses a pulse shaping chopper to shorten the pulse in
order to produce sharp pulses as needed for diffraction. Flexible
collimation will be implemented as movable jaws inside the last
part of the guide. The SANS will be fed from a cold guide looking

onto the cold moderator. The cold guide is curved and at the
sample position the two guides are intersecting with an angle of
3.5°. The cold guide will be equipped with double pinhole colli-
mation to create a highly parallel beam for the SANS setup. NI is an
add-on feature that will enable users to inspect samples during
experiments using the Bragg-edge imaging technique. The si-
multaneous capabilities of TPND and SANS will allow for com-
pletely new science as it will cover multiple length scales and al-
low studying dynamical processes of real materials in real time,
under real conditions.
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A.9 VESPA: The vibrational spectrometer for the European
Spallation Source

Presentation of the VESPA instrument accepted for construction at ESS. The spectrometer
measures initial energy using time of flight, and filters final energies using crystal analyzers.
The analyzers and their detectors are in a so-called time focusing geometry, reducing the
error in the time measurement. The science case of the instrument requires high energies,
and it was chosen to have direct line of sight through the guide. The paper was published
in Review of Scientific Instruments.

Abstract

VESPA, Vibrational Excitation Spectrometer with Pyrolytic-graphite Analysers, aims to
probe molecular excitations via inelastic neutron scattering. It is a thermal high resolu-
tion inverted geometry time-of-flight instrument designed to maximise the use of the long
pulse of the European Spallation Source. The wavelength frame multiplication technique
was applied to provide simultaneously a broad dynamic range (about 0-500 meV) while
a system of optical blind choppers allows to trade flux for energy resolution. Thanks to
its high flux, VESPA will allow the investigation of dynamical and in situ experiments in
physical chemistry. Here we describe the design parameters and the corresponding McStas
simulations.

My contribution

Designed the guide system for the instrument under constraints discussed with the remain-
ing instrument team. Provided figures on guide geometry used in the final manuscript.
Commented on the final version of the manuscript.
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VESPA, Vibrational Excitation Spectrometer with Pyrolytic-graphite Analysers, aims to probe molec-
ular excitations via inelastic neutron scattering. It is a thermal high resolution inverted geometry
time-of-flight instrument designed to maximise the use of the long pulse of the European Spallation
Source. The wavelength frame multiplication technique was applied to provide simultaneously a
broad dynamic range (about 0-500 meV) while a system of optical blind choppers allows to trade flux
for energy resolution. Thanks to its high flux, VESPA will allow the investigation of dynamical and in
situ experiments in physical chemistry. Here we describe the design parameters and the corresponding
McStas simulations. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4952430]

I. INTRODUCTION

VESPA—Vibrational Excitation Spectrometer with
Pyrolytic-graphite Analysers—is a concept for a thermal
neutron vibrational spectrometer at the European Spallation
Source (ESS) in Sweden.1 It is a high-resolution, high-
intensity, broadband inverse geometry neutron spectrometer
that will be focused on neutron vibrational spectroscopy
(NVS) fully utilizing the new and upcoming high-power
spallation source ESS. While a thermal instrument may seem
an illogical choice to build at a neutron facility optimised
for cold neutrons, the ESS brilliance into the thermal range
will be su�cient to cover, achieving both high intensity
and high resolution, the so-called “vibrational fingerprint
region” (i.e., 60-220 meV ⇡ 500-1800 cm�1), a region most
important to identify functional chemical groups.2 Moreover,
the instrument aims at in situ measurements, especially in the
field of catalysis, materials for renewable energies, and also
for applied scientific and industrial research.

In state-of-the-art research, it is quite common to combine
in situ spectroscopy with other techniques to observe processes
in realistic situations and sometimes with very complex
samples. VESPA will be able to o↵er equivalent in situ
spectroscopy techniques using neutrons thereby providing
all the advantages of neutrons for vibrational spectroscopy
when quantitative results are needed and/or optically dense
materials are investigated. The flux available at VESPA using
the time structure of ESS makes much anticipated time-
resolved studies feasible, and kinetic phenomena at medium
time scales will become observable. Catalytic reactions and
thermal decomposition of hydrogen storage materials are only
two of the scientifically very interesting examples for these
types of experiments.3

NVS provides information on chemical bonding, in-
tramolecular and intermolecular interactions, and general

a)E-mail: anna.fedrigo@nbi.ku.dk

vibrational dynamics of atoms in molecules. This will address
common research topics such as the aforementioned hydrogen
storage and catalysis but also hydrogen bonding in drugs
and pharmaceuticals, surface chemistry, thermoelectric and
photovoltaic e↵ects in materials and energy storage to name
a few.4 Due to the high neutron flux at modern spallation
sources, it is possible to probe elements other than hydrogen.5

For example, geologically important gases such as CO2 and
their interaction with minerals under normal and high pressure
can be measured. This currently creates a high scientific impact
as the carbon sequestration is one of the mechanisms playing
an important role in geochemistry with respect to global
warming.

NVS is the analogue of combined infrared (IR) and Ra-
man spectroscopy with the source of radiation being neutrons
instead of photons. Optical spectroscopy is used extensively
in educational settings, in research, or industrial laboratories.
Raman and IR spectroscopy have become essential tools not
only in chemistry but also in medical applications, forensics,
environmental compliance, and quality control to cite but a few
common uses. The applications in the investigation of solids
and liquids, soft matter, complex fluids, and biomaterials are
well-known.6 While the standard resolving power of commer-
cially available Raman instruments used in almost every
chemistry laboratory around the world (of the order of 0.2-
0.5 meV or 0.1 meV for high resolution instruments)7 is still
better than the energy resolution of the best performing NVS
instruments currently operating (rated around 0.3-6 meV at 15
and 250 meV, respectively),8 it is not better by a large margin.

In comparison to optical vibrational spectroscopy, NVS
o↵ers features that not only balance but often outperform the
corresponding ones of optical spectroscopy.7 The advantage
of using neutrons over photons lies mainly in the high
sensitivity of neutrons to hydrogen, hydrogen being the
nucleus with the largest cross section for neutrons. The lack
of excitation rules for neutron scattering, in comparison to the
restrictive excitation rules in optical spectroscopy, enables the
observation of modes only weakly active in optical spectros-
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copy. This is a huge advantage not only over light but also
X-rays, especially in surface science and catalysis. It becomes
easy, for example, to observe small amounts of hydrogen-
containing molecules on solid surfaces even containing high-
Z metals. Optical radiation and X-rays are strongly adsorbed
by samples leading to unwanted photochemical e↵ects and
possibly redox processes in the sample, which does not happen
when using neutrons.

The neutron nucleus interaction is well described within
nuclear reaction theory.9 As a result, it is possible to
quantitatively determine the modes, position, and intensity
of excitations probed by neutrons. This is a much more
di�cult endeavour for the photon-electron interaction. As
such, there is a well understood interpretation of neutron
spectra using theoretical calculations and makes it possible
to use NVS as a tool for benchmarking density functional
theory (DFT) methods and atomic potentials. NVS has no
selection rules since neutron cross sections do not su↵er
the well-known restrictions,10 which sometimes hinder the
observation of critical modes in high symmetry molecules
when using optical spectroscopy. The NVS signal strength
depends on cross section and amplitude of motion. As
such, bending modes in the fingerprint region are often
more easily observed than with optical methods. Neutrons
carry momentum and produce a spectrum averaged over
the entire Brillouin zone, a distinct and unique advantage
in the determination of the phonon density of states of a
sample and the corresponding thermodynamic properties. The
low momentum transfer in optical spectroscopy limits these
probes to the gamma point in the first Brillouin zone (q = 0).
Last but not least, neutrons have high penetrating power,
which allows the use of bulky, dense sample environment.
Optical spectroscopies require complex sample holders with
optical access to the sample. This is an advantage that should
not be underestimated since a lot of in situ experimental
setups in areas such as catalysis, photochemistry, and energy
storage are quite elaborate and optical windows are not always
possible.

The ESS source and the instrument characteristics of
VESPA will provide high-intensity flux in the fingerprint
region of spectroscopy. VESPA will o↵er an unparalleled,
constant relative energy resolution as low as �E/E0 = 0.5%
over most of its energy transfer range; a comparison with
the current best performing NVS instrument is reported later
in Figure 7. Thanks to its flux and such excellent energy
resolution, VESPA will allow the detection of smaller and
smaller amounts of samples, a crucial feature to compete with
optical spectroscopies and to measure novel, cutting edge
materials often only available in very small quantities. The
flexible chopper configuration of VESPA in conjunction with
the long pulse structure of the ESS source will enable the user
to trade resolution for count rate. While this feature is common
on direct inelastic neutron spectrometers, VESPA is the first
proposed instrument that will bring it to NVS. In addition,
the instrument will be provided with features that proved
very useful at world leading instruments such as VISION.
These features include di↵raction banks, an automatic sample
changer, a customised sample environment for high pressure
or in situ electrochemistry. In particular, VESPA will allow

the use of anvil cells to achieve high pressures in the GPa
range, a research area that is currently being explored with
NVS at VISION (SNS). The di↵raction banks will allow
phase identification as well as basic pair-distribution function
(PDF) analysis for non-crystalline samples. These combined
features are generally sought after by many researchers in this
field.

With the MAX IV synchrotron coming online next year
and the close proximity between ESS and MAX IV, using X-
ray absorption fine structure XAFS in connection with NVS
as a complimentary technique will be a great asset to surface
science research areas such as catalysis. The benefits will only
increase with the possibility of a high-throughput at the XAFS
BALDER11 and VESPA beamlines.

II. INSTRUMENT OVERVIEW

VESPA is an inverted geometry time-of-flight (ToF)
spectrometer, which is the most e↵ective solution for a
spectroscopy instrument on a spallation source when a wide
range of energy-transfer coverage is required,12 such as for
neutron vibrational spectroscopy.

The mode of operation of the instrument is pictured in
Figure 1. With each proton pulse hitting the ESS tungsten
target, spallation neutrons are produced and thermalized by
the H2O moderator. Each of the neutrons from the pulses
originating at the moderator M travels down the beamline
at a speed determined by its energy and hits the sample S
with varying energy E0, depending on time. The scattered
energy E1 of the neutrons recorded is fixed and defined by
the Bragg angle 2✓A of the crystal analyser A and filtered
through a beryllium bandpass filter before hitting the detector
D. By measuring the total flight time t of the neutrons at the
detector, their incident energies E0 can be determined. The

FIG. 1. Time-distance diagram of an inverted geometry neutron spectrome-
ter. L0 represents the primary path from the moderator M to the sample S; L1
is the secondary path, the distance from S to the analyser A to the detector
D. By measuring the total flight time t (where t = t0+ t1), it is possible to
calculate the incident energy E0. T is the period of the source while t0 and t1
are the primary and secondary flight time, respectively.
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FIG. 2. Schematic of the time focussing principle. From the sample S, two
scattered neutrons are taken into account and their flightpath is shown by the
solid and dashed lines (of which the dashed path is clearly longer). From
Bragg’s law, and considering that ✓A > ✓0A, the wavelength of the neutron
scattered at ✓0A must be shorter than the one scattered at ✓A. Therefore its
energy and hence its velocity are greater, compensating for a longer path
length.

energy transfer E from the neutron to the sample via inelastic
scattering can then be calculated (E = E0 � E1).

The same conceptual design is used for the spectrometers
TOSCA13 at ISIS and VISION8 at SNS and permits on these
machines the measurement of an extensive energy transfer
range up to ⇡500 meV with energy resolution �E/E0 ranging
between 1% and 2%. Thanks to the high flux provided by
the ESS spallation source, VESPA aims to outperform the
current vibrational spectrometers both in term of brightness
and resolution in the fingerprint region.

The secondary spectrometer of VESPA hosts the sample,
analyser, and detector planes in a parallel configuration,
as pictured in Figure 2. This configuration allows for the
exploitation of the time focussing principle,14,9 which is also
a feature of TOSCA and of most crystal analyser instruments.

The secondary path L1 from the sample to the detector is
given by

L1 =
(LS + LD)

sin ✓A
, (1)

where LS and LD are the vertical distances sample to analyser
and analyser to detector respectively, and ✓A is analyser angle.
The de Broglie wavelength of the scattered neutron can be
written as

�1 =
2⇡~
mnv1

=

 
2⇡~
mn

!  
t1

L1

!
, (2)

where �1 and v1 are, respectively, the wavelength and velocity
of the neutrons selected by the crystal analyser, ~ the
reduced Planck constant, and mn the mass of the neutron. By
substituting Eqs. (1) and (2) into Bragg’s law (n� = 2d sin ✓),
we obtain
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where in our case, dPG is the interplanar spacing of the analyser
(Pyrolytic Graphite). Therefore t1 is constant and independent
of the energy of the scattered neutron. This is important
because it reduces the relative time uncertainty in case of high
energy transfers, thereby improving the energy resolution.

With respect to VISION and TOSCA, the novelty in the
design of VESPA concerns mainly the primary spectrometer,
which is designed to take advantage of the long pulse structure
of the ESS beam by:

• Use of the wavelength frame multiplication WFM
technique;

• Use of a pulse-shaping double chopper system PSC;
• Use of elliptical guides to transport neutrons;
• Increase of solid-angle coverage of the analyser-

detector system (secondary spectrometer) with the
possibility of an additional set of analyser-detector
banks.

Compared to the other instruments at the ESS, VESPA
belongs to the medium-length category. The instrument length
has been optimised to provide a broad spectral range (E0 =

3-503 meV) while maintaining the desired energy resolution
(�E/E0 ⇡ 0.5%-1.3%). The moderator-to-sample distance is
59 m with a sample-to-detector distance of ca. 1 m. A general
overview of the instrument is presented in Figure 3.

The secondary spectrometer consists of four di↵erent
annular sets of analysers-filter-detector banks, each set placed
symmetrically with respect to the sample, two in backward
(130� and 150� scattering angle 2✓S) and two in forward
scattering (2✓S = 30� and 50�) geometry. Due to the double
detector bank set on VESPA, a broader solid angle can be
covered compared to TOSCA and VISION. In addition, it
will be possible to increase the count rate of the secondary
spectrometer even more by adding, downstream of the 30� and
150�scattering angle arms, a second crystal analyser bank
in transmission, as proposed on the CAMEA/BIFROST
instrument.15 This additional bank will not work in time
focussing.

FIG. 3. (Left) Simplified overview of VESPA (not to scale). Neutrons are transported from the moderator M to the samples S through an elliptic guide. The
secondary spectrometer consists of four sets of analyser-filter-detector banks radially placed around the sample. Choppers are marked by dark green. (Right) 3D
representation of the secondary spectrometer; for simplicity, only two of the four banks are illustrated.
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Most design features meant to improve the instrument
performance are based on the specific neutron optics and
chopper system to be utilized at the ESS. These are dealt with
in more detail Secs. III–IV. Below we report corresponding
instrumental details and Monte Carlo simulations using the
ray-tracing package McStas.16–18

III. MODERATOR AND NEUTRON GUIDE SYSTEM

Beam extraction from the ESS thermal moderator has
been optimised to maximise the neutron flux in the fingerprint
region. McStas simulations of the beamline were performed
using the ESS 3 cm-high thermal “pancake” moderator.19

The extraction and e�cient long-distance transport of
the neutron beam is possible, thanks to the elliptical neutron
guides.20,21 The guide-system starts at 2 m from the moderator
with the extraction guide (or “feeder”)22 that focuses the
primary beam to a 3 ⇥ 6 cm2 window at 6.8 m, i.e., an
intermediate position between the optically blind WFM pulse
shaping choppers. Doing so, the accuracy of the pulse-
shaping choppers (PSCs) is improved.23 The extraction guide
ends at 6.45 m from the moderator, just before the 1.1 m
long straight section where the PSCs are positioned. From
here, a long elliptical guide transfers the neutron flux to the
position of the sample, 59 m away from the moderator. The
guide system was developed making use of a combination of
analytical calculations,24 McStas simulations (version 2.1) and
the McStas optimisation software guide_bot.25 The neutron
transport was optimised for full weight in the wavelength range
from 0.6 to 1.0 Å and with a linear decrease to zero at 4.7 Å.

The resulting geometry is shown in Figure 4. Elliptical guides
significantly improve the beam transport, and the direct line of
sight to the moderator preserves the thermal flux. All guides
are assumed to have an m = 4 surface coating. An additional
improvement on the neutron transport can be achieved by
choosing greater m values, in the very beginning and end of
the ellipse, where the neutrons have a higher average reflection
angle.21

IV. CHOPPER SYSTEM

The wavelength frame multiplication (WFM) tech-
nique23,26,27 was proposed to produce a broad wavelength
spectrum for di↵erent instruments installed on long pulse
target stations. The same concept is applied in the case
of VESPA to extend the energy-transfer range within the
pulse repetition time of ESS. By splitting the pulse in 3
sub-frames, we achieve, in addition to a broader wavelength
spectrum, a shortening of the natural instrument length28,29

and a consequent reduction of neutron transport issues for
high energy neutrons. Combining WFM with pulse-shaping
double choppers in optically blind mode30,23 enables us to
define a constant resolution over the whole energy range and
allows pushing the energy resolution down to �E/E0 ⇡ 0.5%.

The versatility of VESPA in trading flux for resolution is
due to this chopper system, which consists of three types of
choppers arranged as following:

• Optically blind WFM pulse-shaping choppers (PSCs)
placed as close to the moderator as possible;

• A bandwidth chopper (BWC) located after the PSCs;

FIG. 4. Sketch of the guide system (to scale) seen from above (horizontal plane) and from a lateral view (vertical plane). Straight neutron guides (in black),
used at the PSC position and in the last focussing section onto the sample, are not part of the overall ellipse. The choppers are shown by green vertical lines.
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FIG. 5. Space-time diagram showing the three sub-frames and the chopper positions and the neutron time-distribution at sample position (to scale). L0 is 59 m,
T and ⌧ are 71.43 and 2.86 ms, respectively.

• 2 sub-frame overlap choppers (s-FOC1 and s-FOC2)
situated after the WBC to keep the sub-frames well
separated in time.

A schematic view of the chopper positions in the time-of-
flight (ToF) diagram is pictured in Figure 5.

The PSC system makes use of an optical blind chopper
pair that provides neutrons with constant ToF resolution:
�t(�)/t0(�) = constant, where �t(�) is the wavelength depen-
dent opening time of the window and t0(�) the corresponding
wavelength dependent time of flight from the pulse shaping
chopper to the sample. The midpoint between the choppers to
the sample position defines the ToF starting point,30 which,
however, di↵ers from frame to frame.23 The distance z0
between the optical blind pulse shaping choppers defines the
constant ToF resolution of the system.

The instrument is provided with three PSC choppers
at 6.5, 6.8, and 7.44 m from the moderator, allowing three
di↵erent resolution settings. Only two choppers at a time will
be used, the third will be left in an open position. This way it
will be possible to vary the instrument resolution between three
settings: low (�E/E0 ⇡ 1.3%), medium (�E/E0 ⇡ 0.9%), and
high resolution (�E/E0 ⇡ 0.5%). The values for the di↵erent
configurations are reported in Table I.

In addition to the WFM pulse-shaping choppers (PSCs),
a wavelength band chopper—or bandwidth chopper—(WBC)
and two sub-frame overlap choppers (s-FOCs) are needed to

TABLE I. Parameters for low, mid, and high resolution configuration of
VESPA. WFM-PSC1 and WFM-PSC2 indicate the position of the chopper
in use, their distance is z0, while LToF represents the flight path from the
mid-point between the pulse shaping choppers to the sample.

Low-Res
(�E/E0= 1.3%)

Mid-Res
(�E/E0= 0.9%)

High-Res
(�E/E0= 0.5%)

WFM-PSC1 (m) 6.50 6.80 6.50
WFM-PSC2 (m) 7.44 7.44 6.80
z0 (m) 0.94 0.64 0.30
LToF (m) 52.03 51.88 52.35

keep the three bands well separated in time over the length of
the flightpath. All choppers are made of counter-rotating dou-
ble discs of 70 cm of diameter, with 3 windows each (except
for the bandwidth chopper WBC that has only 1 window)
and running at a multiple of the source frequency. Counter
rotating double disc choppers provide double opening and
closing speed compared to single disc choppers, minimizing
the opening and closing time of the beam windows, thus
giving an improved trapezoidal transmission profile. This is
particularly important for high resolutions and in general if the
running frequency is limited and the guide cross sections are
relatively large as it is the case for WBC, s-FOC1, and s-FOC2
that are located in the wide parts of the elliptic neutron guides.
All specifications of the choppers are listed in Table II.

The primary spectrometer was simulated using McStas,
and results at the sample position are shown below for the three
resolution configurations. The targeted nominal operation
power of ESS for which the brightness is calculated is 5 MW.
The parameters for the choppers used are the ones listed in
Tables I and II. In Figure 6 (left), we report the simulated
flux distribution at the sample position as a function of
time. The three sub-frames appear well separated in time,
allowing to unequivocally determine the neutron energy from
ToF, and avoiding at the same time the interference with the
prompt pulse of the moderator, which interests the first 6 ms
(including the “tail”) of the 71.429 ms source cycle. In Figure 6
(right), we show the same data as a function of the neutron
wavelength.

The wavelength intervals are well superimposed at their
edges so that the total available spectral range is fully
covered with only minor dips in intensity where consecutive
frames overlap. As expected from the intrinsic features
of the ESS source, the intensity distribution of the flux
decreases above 50 meV but still remains optimal up to
E0 ⇡ 150 meV (Figure 7). This is a direct consequence of
the ESS design (over-moderated source) and the transport
of neutrons over such distance. In the same graph, the
corresponding McStas simulations for VISION are reported
for comparison and they suggest that due to the e↵ect of the
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TABLE II. VESPA chopper scheme and specifications. The chopper frequencies are limited by the size and
phase of the windows. The window sizes of the PSCs are set for 1.3% �E/E0 resolution since the size does not
compromise the performance of the instrument at better resolution. The energy ranges for the three windows are
only indicative and change slightly according to the resolution setting.

1 2 3 4 Assembly number

1-2 3-4 5-6 7-8 9-10 11-12 Chopper number
6.5 6.8 7.44 10 19 52 Position (m)
154 154 154 14 28 14 Freq. (Hz)
30⇥ 60 30⇥ 60 30⇥ 60 60⇥ 80 110⇥ 100 100⇥ 90 Beam size (mm2)
WFM +
pulse
shaping

WFM +
pulse

shaping

WFM +
pulse

shaping

Bandwidth
chopper WBC

Sub-frame overlap
chopper s-FOC1

Sub-frame overlap
chopper s-FOC2

Function

3 3 3 1 3 3 Windows number
Window openings (deg)

24.31 24.31 24.31 46.89 84.07 503.00-24.02 meV
40.98 40.98 40.98 320.12 45.96 77.95 25.14-8.45 meV
57.32 57.32 57.32 63.58 107.66 8.53-3.56 meV

source and its optimised exploitation, VESPA is well suited to
outperform existing instruments in the low-to-middle thermal
energy region (E < 150-190 meV depending on the resolution
chosen).

To avoid the interference with the prompt pulse of the
moderator and the gamma flash that is generated during the
high-energy protons collision with the target, the system is
designed such that the first frame of neutrons arrives at the
detector position only after 6 ms of the 71.429 ms source cycle,
which corresponds to avoiding the full initial pulse length
including the “tail.” A viable solution for shielding these fast
neutrons from the prompt pulse implies using a T0 chopper,
which is a relatively large metal block, generally made of
NIMONIC [e.g., Nimonic 75: Ni (75%) + Cr (20%) + Fe
(5%)] or INCONEL [e.g., Inconel X 750: Ni (74%)+Cr (15%)
+ Fe (7%) +Nb (1%) +Al (3%)]. Su�cient space to host a T0
chopper is provided on VESPA at the s-FOC 2 position, should
its use be considered essential for improving the performances

of the instrument based on detailed background studies or even
later based on operational experience.

Although at ESS, the proton beam energy is high and the
pulses are very long compared to existing spallation sources,
preliminary simulations for instruments within direct line of
sight and with similar generic guide geometries imply that a
background level of 10�5 (noise to signal ratio) or better can be
achieved with appropriate shielding and the presence of a T0
chopper. Currently no evidence is found that the background
issue would negatively impact the expected performance in
comparison to state-of-the-art instruments at other facilities.
It is expected that the performance of VESPA would surpass
current day state-of-the-art instruments since VESPA (i) works
in a time frame avoiding the prompt pulse, (ii) is nearly 4 times
as long as comparable instruments at short pulse sources, (iii)
can still adopt a T0 chopper solution, and (iv) will have (due
to its length and expected neighbourhood) space for further
improvements in shielding later on.

FIG. 6. (Left) Time of flight distribution at the sample position. (Right) Simulated flux at the sample position as a function of wavelength. The clear separation
in arrival time of the neutrons only slightly a↵ects the wavelength distribution.
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FIG. 7. Energy distribution (McStas simulations: solid lines) and calculated
resolution (�E/E0, dashed lines) for all the three resolution settings of
VESPA and for VISION (operating at 30 Hz).

V. THE SECONDARY SPECTROMETER

The secondary spectrometer is composed of four di↵erent
annular sets of crystal analysers, two sets in backscattering
(2✓S = 130� and 150�) and two sets in forward scattering
(2✓S = 30� and 50�) with respect to the incoming beam (see
Fig. 3). The inner sets (2✓S = 50� and 130�) allocate 6 crystal
analysers while the external sets (2✓S = 30� and 150�) are
able to allocate 8, for a total of 28 analysers each with the
approximate dimensions 10 ⇥ 10 cm2. The crystal analysers
use highly oriented pyrolytic graphite (HOPG) crystals (with
mosaic spread of 2�) and borated Si supports placed at two
distinct Bragg angles (✓A = 40� and 60�) determining two
di↵erent E1 values, 4.4 meV and 2.42 meV, respectively.
The neutrons of energy E1 will be elastically scattered from
the lattice plane and pass through beryllium filters, cooled
down to 30 K. The Be-filters are placed downstream from
the crystal analysers and used as a low-bandpass filter to
remove the higher order reflections, which also fulfil the

FIG. 8. Backscattering section of the VESPA secondary spectrometer (1/28
of the instrument). The crystal analysers are coloured red, Be-filters light
blue, and detector banks green. The sample position is marked by the red
square in the bottom-right region of the figure.

Bragg condition. The detector banks will be composed of
20 squashed tubes, 200 mm long, 12.5 mm wide, 2.5 mm
thick, charged with pressurized 3He at 20 bars. This reduces
the size of the absorption path, thereby increasing resolution
while maintaining high detection e�ciency.13,31

A schematic close-up of a section of the secondary
spectrometer is depicted in Figure 8 including the trace of
the neutrons from the sample position (red square) to the
3He detector (tall green rectangles). The crystal analysers
are represented by the tall rectangles in red. The light blue
rectangles are the Be-filters. All three planes, sample, analyser,
and detector, are parallel to fulfil the time-focussing condition
(see Fig. 9).

The total solid angle collected by the whole system
of analysers (back- and forward-scattering graphite banks)
amounts to 1.196 (= 2 ⇥ 0.598) sr, which roughly corresponds
to 1.5 times the present TOSCA-II coverage. In addition,
VESPA will operate with a much higher incoming neutron

FIG. 9. Projection of the backscattering section of the VESPA secondary spectrometer (in the top right corner, Figure 8 is reported to scale). Only 1/2 of the
instrument is shown, the same geometry applies for the forward scattering arms. In the top row, the 2✓S at 130� is outlined, below the one at 150�. The banks at
130� are lacking of two modules to leave space for sample environment. The crystal analysers are coloured red, Be-filters light blue, and detector banks green.
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TABLE III. The characteristics of the four di↵raction banks on VESPA.

Backscattering bank Equatorial banks

2✓ (deg) 152-174 75-105
Q (Å�1) 31.37-2.77 24.92-1.74
d (Å) 0.2-2.3 0.25-3.6

beam intensity. As an upgrade, it will be possible to increase
the count rate on the secondary spectrometer by adding,
downstream of the 30� and 150� scattering angle arms, a third
set of HOPG crystal analyser banks in a non-time focussing
configuration increasing the solid angle by roughly 28%.

Considering the minimum available energy of the primary
beam (E0,min ⇡ 3.6 meV, cf. Table III), the energy selected by
the graphite banks with ✓A = 40� (E1 ⇡ 4.4 meV) allows the
spectral range to extend below the elastic line with an energy
transfer of E = �0.8 meV. The corresponding value for the
✓A = 60� (E1 ⇡ 2.42 meV) implies that this higher resolution
bank can explore spectral shapes down to E ⇡ 1.2 meV only.

A. Auxiliary di�raction detector banks

The instrument will be equipped with four di↵raction
detector banks: one high resolution backscattering module
(covering 2✓ = 152�-174�) and three equatorial detector mod-
ules (covering in total 2✓ = 75�-105�) placed in a way to have
direct view to the sample. The range of angles will provide
a good coverage of Q-space, as reported in Table III. This
feature is already available on VISION and proved to be very
e�cient in providing simultaneous vibrational (information
on dynamics) and structural data (information on local and
long range order).

The high-resolution detector bank in backscattering
geometry will allow for basic neutron pair-distribution func-
tion (PDF) measurements, a capability that is of great interest
in the materials community. Many modern materials are
amorphous and their properties depend on the degree of
disorder in their lattice, hence crystallographic structure
solutions are often insu�cient. PDF opens the possibility to
observe changes in the local structure.32

The detectors will consist of linear, position-sensitive
tubes filled with 3He at 20 bars placed 1 m from the sample.
The exact length of the di↵raction detector will be determined
by the available space.

Despite the backscattering and equatorial banks are
covering similar d (and Q) ranges, the detectors’ resolution
(�d/d) of the two banks is di↵erent. This is due to the fact
that the resolution function depends on a term (cot ✓) that
dominates at low angles while it becomes very small at high
(back-scattering) angles. A simulated di↵raction pattern of a
Na2Ca3Al2F14 calibration sample is reported in Figure 10.

B. Sample environment

The core of VESPA will be a closed cycle, top loading
refrigerator (CCR) with helium exchange gas that can be
operated between 10 and 600 K. Since it is known from other

FIG. 10. McStas simulation of Na2Ca3Al2F14 powder sample of 3⇥3⇥0.3
cm3. Main figure: the instrument VESPA is set on the low-resolution chopper
configuration. The equatorial bank in low resolution (average 2✓ = 102�)
shows the full d-space coverage. Inset: the backscattering bank (red line,
average 2✓ = 163�) is compared to the equatorial bank (black) in the two
inserts at di↵erent d-spacings to illustrate the much higher resolution of that
band.

NVS instruments (VISION and TOSCA) that the choice of
sample environment is dictated by the science that will be of
interest to the scientific user community at any time, it is our
intent to provide the infrastructure necessary to modify the
instrumental cryostat for various in situ measurements as the
demand arises.

The customized CCR will include a setup for a laser
light for photoexcitation o↵ering easy access to experiments
in the area of photochemistry and solar energy. Build-in,
four-point electrode connections for measurements of electric
properties of materials are planned for various electrochemical
measurements frequently sought after in battery research and
catalysis. The build-in electrode connectors are necessary
to achieve perfectly shielded, yet easy to use access to in
situ electrochemistry measurements such as impedance and
conductivity. A non-standard, powerful cooling unit for the
CCR is needed to remove the heat load emanating from the
laser setup inserted in the cryostat and other setups with high
heat loads. Several sample sticks equipped with gas-flow cells,
electrochemistry cells, photochemistry cells, and a large anvil
cell for high-pressure measurements up to 10 GPa as well as
a gas cell for pressures up to 100 MPa will be provided. A gas
manifold that allows the dosing of gases at a chosen volume
(0.01-1 l) at pressures from 10�5 bars to 20 bars will be crucial
to support catalysis and gas adsorption work on VESPA.

A low temperature sample changer for high-throughput
measurements is planned for early operations of VESPA.

VI. CONCLUSIONS

A design study for the vibrational spectrometer VESPA
for ESS is presented. The instrument exploits the WFM
technique in order to cover a wide range of energy transfers,
E = 0-500 meV “in one shot.” The full spectrum is collected
in a single ESS pulse, thus allowing kinetic or parametric
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experiments feasible and easy to interpret. The simulation
results, using an optimised elliptical neutron guide, show that
VESPA will be able to provide an excellent neutron flux up to
150-190 meV (depending on the resolution setting), covering
most of the so-called fingerprint region (60-220 meV), which
is the crucial interval in neutron vibrational spectroscopy for
the scientific community intended to be served. The four bank
configuration of the secondary spectrometer provides a rather
large solid angle coverage, which could be even increased with
further inclusion of extra transmission banks. The instrument
resolution was analytically calculated showing that VESPA
will be able to outperform corresponding NVS instruments
operating at present, achieving a constant relative energy
resolution as low as �E/E0 = 0.4% over most of its energy
transfer range. Moreover, the possibility of improving the
resolution at the expenses of the count rate, or on the contrary,
sacrificing the resolving power to increase the instrument flux
at the sample position, is a feature that makes VESPA unique
among all indirect-geometry inelastic instruments worldwide.

Thanks to its high energy resolution and the significant
increase in flux, VESPA will allow the study of small amounts
of materials, making it possible to investigate samples in
extreme environments (such as high pressure and in situ) and
substances that are complex to be manufactured.
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APPENDIX: ENERGY RESOLUTION

The performance of VESPA has been analytically eval-
uated with good quantitative accuracy. We follow the calcu-
lations in Ref. 8 and assume six independent parameters to
contribute to the uncertainty of the measured energy transfer
E. These give rise to the following equation for the variance
of E:
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where LS and LD are the horizontal (i.e., parallel to the
incoming neutron beam) sample-to-analyser and analyser-to-
detector distance respectively, while LToF represents the flight
path from the mid-point between the pulse shaping choppers
to the sample, �C2/12 is variance of the primary path (in
this case, it is mainly determined by the uncertainty of the
pulse-shaping chopper blade positions, �C). As for the other
symbols: T2

C/12 is the time variance of the primary path and
corresponds to the opening time of the pulse-shaping choppers
TC; �2

S/12 is the variance due to the longitudinal uncertainty
in the scattering point due to finite depth of the sample �S;
�2

A is the variance due to the longitudinal uncertainty in the

secondary path due to the penetration of the secondary neutron
in the crystal analyser (�A ⇡ 0.7 mm in HOPG8); �2

D is the
variance due to the longitudinal uncertainty in the absorption
position within the detector (assumed equal to the spatial
detector decay constant: �D = lD); �R2

D/12 is the length
variance due to the uncertainty in the height of the collision
point of the secondary neutron hitting the detector, �RD. The
last contribution is determined by the combined uncertainty
in the radial (along RD) and transverse (perpendicular to RD)
directions of the collision point of the secondary neutron on
the detector. However, to first order approximation, only the
radial term contributes.8

FIG. 11. Calculated relative energy resolution, �E/E0 (with �E = 2.354 82 �E), for the two Bragg angles (namely, 40� and 60�) using the high resolution
configuration and a full instrument length of 59.0 m. The di↵erent contributions have been considered statistically independent and so were summed in
quadrature.
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The length variable Z is defined as

Z = vAt0 (A2)

while the dimensionless variable T is

T =
1
2

EA

E0

1
tan2(✓A)

, (A3)

where ✓A is the nominal Bragg angle of the analyser, and
EA and vA are two parameters (energy and a velocity, respec-
tively), which are determined by the fundamental physical
constants and the lattice plane spacing, d, of the analyser
crystal.8 For HOPG one finds d = 3.355 Å, vA = 589.59 m/s,
and EA = 1.817 meV.

The numerical results are summarized in Fig. 11 and
confirm that the resolution is largely dominated by the ToF
resolution and only in the low energy range in particular also
the 6th term of Equation (A1), representing uncertainties due
to the detection, also e↵ects the overall instrument resolution.
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A.10 Neutron guide shielding for the BIFROST spectrome-
ter at ESS

Here the high energy neutron background for a modern guide was calculated using the
MCNPX simulation tool. A proof of concept interface between McStas and MCNPX was
used, so that thermal neutron transport was calculated by McStas and the lost neutrons were
handed over to MCNPX. Such work have since been made simpler by the MCPL standard.
The paper was published in the Journal of Physics: Conference Series in connection to
ECNS2015.

Abstract

We report on the study of fast-neutron background for the BIFROST spectrometer at ESS.
We investigate the effect of background radiation induced by the interaction of fast neu-
trons from the source with the material of the neutron guide and devise a reasonable fast,
thermal/cold neutron shielding solution for the current guide geometry using McStas and
MCNPX. We investigate the effectiveness of the steel shielding around the guide by run-
ning simulations with three different steel thicknesses. The same approach is used to study
the efficiencies of the steel wall a flat cylinder pierced by the guide in the middle and the
polyethylene layer. The final model presented here has a 3 cm thick steel shielding around
the guide, 30 cm of polyethylene around the shielding, two 5 mm thick B4C layers and a
steel wall at position Z = 38 m, being 1 m thick and 10 m in radius. The final model finally
proves that it is sufficient to bring the background level below the cosmic neutron rate, which
defines an order of magnitude of the lowest obtainable background in the instruments.
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Abstract. We report on the study of fast-neutron background for the BIFROST spectrometer
at ESS. We investigate the effect of background radiation induced by the interaction of fast
neutrons from the source with the material of the neutron guide and devise a reasonable
fast, thermal/cold neutron shielding solution for the current guide geometry using McStas and
MCNPX. We investigate the effectiveness of the steel shielding around the guide by running
simulations with three different steel thicknesses. The same approach is used to study the
efficiencies of the steel wall a flat cylinder pierced by the guide in the middle and the polyethylene
layer. The final model presented here has a 3 cm thick steel shielding around the guide, 30 cm
of polyethylene around the shielding, two 5 mm thick B4C layers and a steel wall at position Z
= 38 m, being 1 m thick and 10 m in radius. The final model finally proves that it is sufficient to
bring the background level below the cosmic neutron rate, which defines an order of magnitude
of the lowest obtainable background in the instruments.

1. Introduction
The worlds strongest neutron source for the study of materials and biosystems will be the
European Spallation Source (ESS) [1], which is presently under construction in Lund, Sweden.
At ESS, neutrons will be produced by a 2 GeV protons impinging on a rotating tungsten
target. The beam power will reach 5 MW resulting in unprecedented cold and thermal neutron
brightness, but will also give rise to experimental backgrounds to a level beyond what is observed
at existing neutron facilities [2].

Prompt neutrons escaping the target monolith have energies reaching up to the energy of the
initial proton beam, and thus the task of instrument shielding is completely different compared to
the case of reactor sources, based on which most shielding experience relies. At neutron energies
exceeding 10 MeV, the scattering cross section of most commonly used shielding materials drops
dramatically meaning that the task of instrument shielding at the ESS is even more complex
than what the proton beam power dictates.

Having in mind also that ultimately the performance of most instruments mostly depends on
the signal-to-noise ratio (S/N), and that shielding is expected to be a significant cost driver of
the facility, the shielding design at ESS is as important as it is complex.
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The present study focusses on evaluating the shielding options of the BIFROST spectrometer,
which will in 2016 enter Phase 1 of its technical design at ESS. The beam optics of BIFROST
is designed and optimised using the ray-tracing code McStas [3, 4, 5, 6, 7]. While McStas is
well-recognised for its capability to precisely describe neutron scattering instruments in terms
of signal distributions, it does lack in the description of backgrounds. To remedy this challenge
an exact one-to-one implementation of the instrument is developed MCNPX [8, 9] - which is
the standard Monte Carlo tool used for shielding calculations. Below we study the performance
of various shielding design options considered for the BIFROST instrument. The aim of such
study is to outline the shielding design prior to the instrument construction, hereby allowing to
iterate the instrument and shielding design to a common optimum.

2. Methods
MCNP and MCNPX are general purpose Monte Carlo radiation transport codes that have the
ability to track many particle types over a broad energy range. These capabilities include but
are not limited to tracking protons and electrons. MCNP and MCNPX stands for Monte Carlo
N-Particle and Monte Carlo N-Particle Extended. The extended version has been developed to
simulate 34 different particle types and more than 2000 heavy ions in a broad range of energies.

McStas is a ray tracing software package for simulating neutron scattering experiments from
the moderator to the detector. Such experiments can be described by a series of components,
where the ray is propagated through each one without the ability to move back, which enables
the code to be relatively simple, fast and modular. For this reason, McStas is well suited to
exploration of possibilities, as development times are manageable, and the resulting simulations
are fast enough to be used with numerical optimisers.

When designing a neutron guide system, there is a overwhelming amount of possibilities,
even when only considering the geometry of the guide system. Writing McStas code for every
possibility is unfeasible for a single person designing a neutron instrument, meaning that a
small number of possible solutions can be investigated. The program guide bot [10] is meant to
reduce the time spent coding in these initial stages of project design, as it will write McStas guide
optimisations tailored to the specific requirements of the instrument from a very limited amount
of user input. The optimised guides are then automatically compared with comprehensive
performance analysis for each case, making the decision making in neutron guide design more
informed.

This project also makes use of the McStas-MCNPX coupling interface [11, 12], which takes
advantage of the specific areas of expertise of each software package. More precisely, this coupling
is used due to the fact that there are no models in MCNPX that account for reflectivity of the
neutron guide – this is the area where one would need to use McStas, which is made to perform
ray-tracing simulation of neutron transport in the neutron guides.

Since MCNPX and McStas are both Monte Carlo based software packages one would need
significant computer power to run simulations on. In this project the cluster of the ESS Science
division based in Data Management and Software Centre (DMSC) in Copenhagen is used. The
cluster consists of the following components [13]:

• 42 compute nodes, each consisting of 2 processors (Intel Xeon 2.66 GHz) with 6 cores each
and 48 Gb memory;

• 50 Tb of storage;

• Management network, used for maintenance;

• InfiniBand network, connecting the nodes in between each other as well as connecting them
with the storage system;

• A batch-system for handling jobs.
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3. Model description
The BIFROST spectrometer [14, 15] was accepted for construction in 2014 and is designed to
achieve high detection efficiency in the horizontal scattering plane. Apart from the spectrometer

Figure 1. ZX (top) and ZY (bottom) cross sections of the BIFROST neutron guide obtained
from McStas. The direction of the guide (the direction of the guide’s optical axis) is along
the Z axis, the X axis is represented in top image, Y axis – in the bottom one. The guide is
composed out of four main sections: P – parabolic feeder, E1 and E2 – two elliptic sections that
are connected by the kink – K. Parabolic and elliptic shapes are used to improve neutron intake
and transport to the sample, while at the kink the guide’s second elliptic section E2 is rotated
out of line-of-sight (line-of-sight is broken at the magenta line) to avoid direct beam from the
moderator.

itself BIFROST has a neutron guide – a tube that is used to transport cold neutrons to the
sample position. The direction of the guide is along the Z axis with the Y axis pointing upwards
and X to the right, forming a left-handed coordinate system. The guide, seen in figure 1 utilizes
a parabolic feeder to improve neutron intake as well as to decrease the parasitic background
[16]. The following neutron guide sections are shaped as a double ellipses to improve neutron
transport to the sample position and the optical axis has a kink between the two ellipses to
avoid line-of-sight. To take advantage of the time-of-flight measurement technique BIFROST’s
neutron guide is a long guide with length of 162.24 m and the sample position is situated
164.24 m away from the moderator.

The MCNPX model is based on MIRROTRON’s metal-glass sandwich technology [17] with
a slight alteration. The world outside the guide is represented by a box, filled with air
(ρ = 1.296 · 10−3 g/cm3), spanning ±100 m in the X and Y directions and 164.41 m along
Z.

The model used in this study uses the combination of the conventional shielding measures
such as steel and polyethylene along with the boron carbide (B4C) as well as has a steel wall,
which mimics the steel end wall of the planned shielding bunker. The modelled wall is basically
a flat disk pierced by the guide in the middle. The reasoning for placing a steel wall is that high
energy neutrons can get past the initial monolith and guide shielding due to presence of windows
(minima) in the cross section. Fast neutrons having energies within windows would then travel
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far away from the source and increase the background locally [18]. The steel wall is expected to
stop these stray neutrons close to the monolith shielding and prevent their propagation closer
to the sample position. The material stack-up in the guide in XY cross section is as follows and
can be seen in figure 2:

• 2 µm thick Ni/Ti coating (ρ = 6.45 g/cm3), which serves as a supermirror;

• 1 cm thick substrate of variable material, serving as a structure material;

• 1, 2 or 3 cm thick stainless steel shielding (ρ = 8.03 g/cm3) around the guide;

• 20, 30 or 40 cm thick polyethylene (PE) layer (ρ = 0.97 g/cm3) around the guide to moderate
and scatter fast neutrons;

• Two 5 mm thick B4C layers: one, around the steel shielding (only last 10 m of the guide)
and another around the polyethylene to absorb neutrons moderated by the PE layer.
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Figure 2. XY cross sections of the final
model for BIFROST spectrometer’s neutron
guide shielding. The inner green is the guide
vacuum (low pressure helium atmosphere)
inside the Ni/Ti supermirror coating, which
is supported by the substrate (yellow frame
around the vacuum). The substrate is covered
with stainless steel (cyan), serving as initial
shielding. The thin yellow frame around steel
is the boron carbide layer, which is present
only in the last 10 m of the guide. Next layer
is the PE layer – a conventional material to
moderate fast neutrons and finally the same
thin yellow frame of boron carbide to absorb
the moderated neutrons. The outside (dark
blue) is air.
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Figure 3. ZX cross sections of the final
model for BIFROST spectrometer’s neutron
guide shielding explicitly showing the steel
wall. The outside of the guide (dark blue)
is air and the shield is depicted in cyan. It
has a 10 m radius and 1 m thickness, being
placed at position Z = 38 m.

The variable material of the guide’s substrate changes depending on the position along the
guide. First 20 m there is a copper substrate (ρ = 8.96 g/cm3), the next 58 m the material is
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aluminium (ρ = 2.73 g/cm3) and then until the end of the guide – BORKRON glass (ρ = 2.39
g/cm3). Note that parallel to the work described in this paper it has been shown that the
sections made of copper and aluminium are going to be much shorter and the distance previously
covered by copper or aluminium sections will be made out of glass. Apart from the lateral stack
described above there is a stainless steel wall, seen in figure 3, with radius of 10 m and 0.5, 1 or 2
m thickness for further shielding of fast neutrons placed at position Z = 38 m. This is just before
the place where the first elliptic section of the guide is the thickest, thus placing the shield here
we expect neutrons to see less material with which they can interact and consequently bring the
background level up.

The monolith shielding is made as a steel cylinder with wall thickness of approximately 3.3 m
and is centred around the centre of the moderator, which is at Z = 15.54 cm. The choice of
the wall thickness is mostly arbitrary but has the idea that even when the construction of the
monolith shielding is unknown, we want to study the effect of neutrons entering the guide rather
then focusing on the monolith shielding. Thus the walls have been chosen to be thick enough to
stop most of the neutrons that come from the source but do not end up in the guide opening.

The MCNPX detectors are placed in two positions. First, just before the kink (Z =
71.8 m), before the guide have turned and the model is symmetric with respect to the origin,
so that the data acquired at this position are easy to interpret. This detector is referred to as
symmetric plane detector or SPD. Second detector which should give real information about the
background, at the sample position just after the end of the guide (Z = 164.4 m). This detector
is referred to as endplane detector or EPD. Both of the detectors are planes spanning ±100 m in
X and Y directions and utilize the Surface Source Write (SSW) [11, 21] functionality of MCNPX,
which allows to obtain energy and position, among other parameters, of every neutron crossing
the detector plane.

Note that apart from the statistical error present in the simulation, there is an expected
15 % systematic error associated with nuclear interaction models and nuclear data libraries
when running simulations in MCNPX, which has been shown in [1].

4. The source
The neutron source for the simulations in this work has been modelled from running a full
MCNPX simulation of the ESS target and moderator [19]. Further details on model of the
source in this MCNPX model can be found in [20]. Neutrons that are produced in the process of
spallation in the target arrive to the moderator and are slowed down. “The focusing” effect in
MCNPX that attracts statistics has been used to boost statistics while sacrificing each particle’s
weight. To do this a circular area with radius of 12 cm has been specified to attract statistics.
The choice of such an area is dictated by the approximate size of a neutron guide entrance, thus
giving a boost to statistics of neutrons that enter the guide rather than focusing on monolith
shielding, modelling which lies beyond the scope of this paper as mentioned earlier. Neutrons
are then tracked back to the plane of the moderator surface and data on each neutron is written
into a file for further use.

The ESS source covers a broad range of energies up to 3 GeV, which would mean that to
simulate all the energy ranges to the same extent a long simulation is needed. To avoid having
very long and complicated simulations we decided to take out some degree of complexity by
simplifying the source. The position and angular distributions are left the same, while the
energy distribution is changed to a fixed energy of 1 GeV. Check runs have been performed for
energies of 1 MeV, 10 MeV, 100 MeV and 1 GeV. Their comparison showed that the simplified
simulations preserve the all relevant physical effects and the only difference is the intensity. The
reasoning is that the fastest neutrons, although few in number, are hardest to shield. Hence
shielding efficiency against this radiation is likely to be even better for the lower energy neutrons.
This is in greater detail explained in [20].

VI European Conference on Neutron Scattering (ECNS2015) IOP Publishing
Journal of Physics: Conference Series 746 (2016) 012027 doi:10.1088/1742-6596/746/1/012027

5



Choosing one energy for the emitted neutrons means that the detectors described in the
previous section would detect neutrons that have either the energy of the source – 1 GeV or
lower energies. The first case can occur when the neutron does not interact with any material
and does not loose energy, thus being detected as emitted. In the other case, neutrons interact
with matter, for example, via a spallation, neutron capture process or generating a shower [22],
which leads to energy loss of the neutron and possibly also re-emission of secondary, lower energy
neutrons.

Here we need to make one very important note: only neutrons coming from the moderator are
considered. We cannot and are not making any statements considering the overall background,
which most definitely needs to be explored in the near future, given the fact that during the
time of this study the bunker design has been developing.

5. Runs with different thicknesses of steel shielding
This section describes our study of the thickness of the guide steel shielding. The steel shielding
around the guide’s substrate should act as shielding and this section presents the study of
variations of the thickness of the shielding. Three thicknesses have been tested: 1 cm, 2 cm and
3 cm.
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Figure 4. Neutron intensity projections on the
X axis at the symmetric detector plane for three
different steel shielding thicknesses around the
guide. Red curve represents the run without
steel shielding, blue – 1 cm of steel around the
guide, green – 2 cm, magenta – 3 cm. The runs
are made with 1 GeV neutron source.
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Figure 5. Neutron intensity projections on
the X axis at the endplane detector for three
different steel shielding thicknesses around the
guide. Red curve represents the run without
steel shielding, blue – 1 cm of steel around the
guide, green – 2 cm, magenta – 3 cm. The runs
are made with 1 GeV neutron source.

The results of these runs are presented in the form of intensity projections on the X axis and
can be seen in figures 4 and 5. From the SPD plot in figure 4 one can see that the background
level actually grows slightly in the region around the guide (X < ±20 m) with increasing steel
thickness and gets even higher than the background solely from the substrate and coating,
depicted in red. This can happen due to the presence of spallation in the model – having
more material for the fast neutrons from the source to interact with also brings more secondary
neutrons coming from spallation. Yet far away from the guide (X > ±20 m) the guide itself and
it’s close vicinity the background level falls with increasing thickness of the steel.

The background levels at the sample position (EPD) falls off with increased steel thickness.
Two other very important observations are that, firstly, the background spreads in a wide range

VI European Conference on Neutron Scattering (ECNS2015) IOP Publishing
Journal of Physics: Conference Series 746 (2016) 012027 doi:10.1088/1742-6596/746/1/012027

6



and, secondly, the peak from the direct view of the moderator present in the SPD plot is gone
at the sample position – EPD plot, which is the effect of going out of line-of-sight.

To get a better quantitative grasp of the situation at the sample position we resort to looking
at the integrals under the intensity projections shown in figure 5. Since the integral values are a
measure of how much the background level has dropped, this will help to compare the change in
the different steel shielding thicknesses efficiencies via calculating a relative change with respect
to the run with only substrate and coating, i.e. in the absence of the steel shielding whatsoever.
The values are shown in table 1.

Table 1. Intensity integrals under the projection curves and relative change in integral value,
calculated with respect to the model with only substrate and coating, for models with different
steel thicknesses at the sample position (EPD).

Model Integral Relative change

Substrate+coating 0.01303±0.00004 n/a
1 cm steel 0.01213±0.00003 6.9±0.4 %
2 cm steel 0.01147±0.00003 12.0±0.4 %
3 cm steel 0.01095±0.00003 15.9±0.4 %

Judging from table 1 the increase in thickness from 1 cm to 2 cm gives almost a doubled
increase in efficiency as compared to the change of solely adding a 1 cm steel shielding around
the guide, going from 6.9±0.4 % to 12.0±0.4 %. Further increase of the thickness to 3 cm a
slightly smaller increase of 3.9±0.6 %, suggesting that at 2 or 3 cm the effect is starting to decay
slowly.

6. Runs with different steel wall thicknesses
Apart from adding a steel wall the rest of the model for these runs is unchanged and a 3 cm
thick stainless steel shielding around the guide is used. Once again a simplified run with the
source emitting only neutrons with energy of 1 GeV is used.

The results of the effect of the thickness of the stainless steel wall are presented as intensity
projection on the X axis in figures 6 and 7. Compared to the plots in figures 4 and 5 we can
clearly see that the background levels fall off in the region around the guide when the wall has
been introduced into the model. Moreover there is a direct correlation with the walls thickness
– the bigger the thickness, the lower the background drop.

A more quantitative representation of the date in the plots are the integrals under the curves,
which are presented in table 2. From this, as well as from the plots, we can see that addition of
even of a 0.5 m wall introduces a noticeable drop in background, which corresponds to 13.5±0.4 %
relative change in background at sample position. Doubling the thickness to 1 m increases the
relative change even more but to a smaller extent giving 19.5±0.4 %. Doubling the thickness
once more to 2 m gives an increase but only by 1.3±0.6 % increasing the relative change to
20.8±0.4 %. From this we can conclude that a 1 m wall is the one that performs the most
efficiently as compared to the additional price for a thicker wall.

7. Runs with different thicknesses of the polyethylene
We cover the guide with a layer of polyethylene (PE). This is a conventional material that is used
for shielding purposes to moderate and scatter high energy neutrons, due to its high hydrogen
content. The material that absorbs neutrons in this case is boron carbide (B4C) in form of two
5 mm layers as mentioned above. The runs were performed with three different thicknesses of
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Figure 6. Neutron intensity projections on
the X axis at the symmetric detector plane for
three different steel wall thicknesses. 3 cm thick
stainless steel shielding is used in the model.
Red curve represents the run without the steel
wall, blue – 0.5 m thick wall, green – 1 m thick,
magenta – 2 m thick. The runs are made with
1 GeV neutron source.
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Figure 7. Neutron intensity projections on
the X axis at the endplane detector for three
different steel wall thicknesses. 3 cm thick
stainless steel shielding is used in the model.
Red curve represents the run without the steel
wall, blue – 0.5 m thick wal, green – 1 m thick,
magenta – 2 m thick. The runs are made with
1 GeV neutron source.

Table 2. Intensity integrals under the projection curves and relative change in integral value,
calculated in respect to the model with 3 cm of steel shielding around the guide, for models with
different wall thicknesses at the sample position (EPD).

Model Integral Relative change

3 cm steel 0.01095±0.00003 n/a
0.5 m wall 0.00948±0.00003 13.5±0.4 %
1 m wall 0.00882±0.00003 19.5±0.4 %
2 m wall 0.00867±0.00003 20.8±0.4 %

20 cm, 30 cm and 40 cm. The rest of the model is the same as described above, combining a
3 cm stainless steel shielding around and a 1 m thick, 10 m radius steel wall at position Z =
38 m. The runs are made with a simplified 1 GeV neutron source.

The results of such runs are presented in figures 8 and 9. As compared to the run of the
model without any shielding, i.e. only substrate and coating, the background level has dropped
significantly. Once again we see that there is a direct correlation between the thickness of the
PE layer and the efficiency of the layer – the thicker the layer, the greater the efficiency at both
SPD and EPD. From the plots we can also see that a 20 cm thick layer of borated PE (5 wt%
B) works almost as efficient as a 20 cm thick PE layer combined with two 5 mm B4C layers.

A more quantitative picture can be seen by looking at the integral values and relative changes
of the integral values underneath the curves and this data is presented in table 3. We can see
that the relative change by adding PE layer, 3 cm of shielding around the guide and a 1 m
thick stainless steel wall is quite big – 75.9±0.4 %. Increasing the thickness of the PE layer by
another 10 cm we get an increase of about 6.2±0.6 %. Another step in increasing the thickness
by yet another 10 cm, making the PE layer 40 cm thick, gives only a minor 4.2±0.6 % increase.
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Figure 8. Neutron intensity projections on the
X axis at the symmetric detector plane for three
different polyethylene layer thicknesses. Red
curve represents the run only with 3 cm of steel
shielding around the guide, blue – with 3 cm of
steel shielding around the guide, 1 m thick wall,
20 cm thick layer of polyethylene and two 5 mm
thick layers of B4C, green – the same as blue but
with 30 cm thick layer of polyethylene, magenta
– the same as blue but with 40 cm thick layer
of polyethylene, cyan – the model which only
has 20 cm thick layer of borated polyethylene
(5 wt% Boron) around the guide without boron
carbide layers. The runs are made with 1 GeV
neutron source.
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Figure 9. Neutron intensity projections on
the X axis at the endplane detector for three
different polyethylene layer thicknesses. Red
curve represents the run only with 3 cm of steel
shielding around the guide, blue – with 3 cm of
steel shielding around the guide, 1 m thick wall,
20 cm thick layer of polyethylene and two 5 mm
thick layers of B4C, green – the same as blue but
with 30 cm thick layer of polyethylene, magenta
– the same as blue but with 40 cm thick layer
of polyethylene, cyan – the model which only
has 20 cm thick layer of borated polyethylene
(5 wt% Boron) around the guide without boron
carbide layers. The runs are made with 1 GeV
neutron source.

Table 3. Intensity integrals under the projection curves and relative change in integral value,
calculated in respect to the model with 3 cm of steel shielding around the guide, for models
with 3 cm of steel shielding, 1 m thick steel wall, two B4C layers and with different PE layer
thicknesses at the sample position (EPD).

Model Integral Relative change

3 cm steel 0.01095±0.00003 n/a
20 cm PE layer 0.00264±0.00002 75.9±0.4 %
30 cm PE layer 0.00196±0.00001 82.1±0.4 %
40 cm PE layer 0.00150±0.00001 86.3±0.4 %
20 cm borated PE layer 0.00279±0.00002 74.5±0.4 %

From this we can conclude that the most reasonable thicknesses to use range between 20 cm and
30 cm. Using an expensive 20 cm borated polyethylene layer gives the same efficiency as the
use of PE layer combined with two boron carbide layers, suggesting it is not the best material
of choice.

For the model, described in this paper we decided to use a 20 cm, which reduces the total
background level in a 1 GeV run from (1.3±0.1)·10−3 neutrons per cm2 per 1 GeV source neutron
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in model without the shielding to (2.6±0.5)·10−4 neutrons per cm2 per 1 GeV source neutron
for the model with full shielding setup as described in this section.

8. Comparison of neutron spectra at sample position.
After having investigated the effectiveness of various shielding parts and their configurations in
the simplified 1 GeV runs it is very important to perform the run with a full ESS spectrum.
Having obtained the data we want to compare the neutron spectra at the sample position for
various setups, namely: the model with only supermirror coating and substrate, model with
steel shielding around the guide, the final model with shielding around the guide, PE, B4C and
the wall and some kind of benchmark. The benchmark chosen is the cosmic neutron rate at sea
level. The idea behind comparing neutron spectra at the sample position to the spectrum of the
cosmic neutrons at sea level is the cosmic neutron background defines an order of magnitude of
the lowest obtainable background in the instruments. This cosmic neutron spectra is roughly
sketched in figure 10 with a black line and is taken from [23].

As mentioned earlier in the text, only neutrons coming from the moderator are considered
and we cannot and are not making any statements considering the overall background, which
most definitely needs to be explored in the near future, given the fact that during the time of
this study the bunker design has been developing.
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Figure 10. Neutron spectra comparison at the sample position, simulated with the full ESS
neutron spectrum. Blue represents the model with only supermirror coating and substrate, red
– the model with 3 cm of steel shielding around the guide, green – the final model with 3 cm of
steel shielding and 20 cm PE layer around the guide, two 5 mm layers of boron carbide and the
steel wall. The black line is a sketch of the cosmic neutron spectra at sea level, taken from [23].

From the plot in figure 10 we can see that the background without any shielding, just with
supermirror coating and substrate (blue) is two orders of magnitude above the cosmic neutron
rate, which does not satisfy requirements for detector operation. Having added 3 cm of steel
shielding around the guide (red) we observe that some part of fast neutron intensities in energy
range 10 – 100 MeV are cut down, which also leads to decrease in the amount of neutrons in
thermal range ≈10 meV, presumably, due to the fact that there are less fast neutrons to induce
secondary neutron emission.
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Adding a 1 m thick, 10 m radius steel wall at position Z = 38 m to shield fast neutrons that get
through the initial shielding, 20 cm thick layer of polyethylene to moderate fast neutrons and two
5 mm thick layers of boron carbide to absorb slowed down neutrons we move to the green curve.
This curve goes below the black one in a broad energy range. Most important being the cold
and thermal range – these are the neutrons that get scattered and detected in the experiments.
More quantitatively the total background level has dropped from (4.4±0.3)·105 cm−2s−1 to
(2.7±0.2)·103 cm−2s−1, which is a significant two orders of magnitude drop.

9. Conclusion
In this paper a shielding model against fast and thermal/cold neutrons for the 162 m long guide
system of the BIFROST spectrometer at ESS has been proposed and tested using MCNPX. Only
neutrons coming from the moderator have been considered. The BIFROST neutron guide is
modelled using the metal-substrate sandwich technology, which has its roots in MIRROTRON’s
metal-glass sandwich neutron guide construction technology.

Different parts of the shielding model have been tested for their efficiency in a simplified
mode with source neutrons having a fixed energy of 1 GeV, namely: three different thicknesses
of steel shielding around the guide, three different thicknesses of the steel wall and three different
thicknesses of polyethylene layers surrounding the steel shielding of the guide.

After the simplified runs the model with chosen thicknesses of the above mentioned parts was
tested with the full ESS spectrum and the results have shown that the background level drops
below the cosmic neutron rate at sea level in a broad range of energies, most importantly in the
cold and thermal ranges, since neutrons of these energies are the ones being scattered by the
sample and detected by the detectors.
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A.11 An optional focusing SELENE extension to conven-
tional neutron guides: A case study for the ESS in-
strument BIFROST

This paper investigates the feasibility of using a Selene guide as a an optional focusing device
at the end of a more traditional ballistic guide. As the Selene guide images the source to
sample, problems could have manifested when using the less clean phase-space provided by
a ballistic guide. One advantage of this solution is the possibility of using Selene focusing
for a long instrument and long wavelengths, which is not usually an option due to the high
impact from gravity on long Selene guides. The paper was published in Nuclear Instruments
and Methods in Physics Research Section A.

Abstract

The high brilliance at the European Spallation Source (ESS) will allow for performing ex-
periments with much smaller samples than at present neutron facilities and in much more
complex sample environments. However the higher flux also results in higher background
from unwanted neutrons not originating from scattering of the sample. We here present a
new design idea for beam delivery, where a 165 m ballistic guide system with good transport
properties is followed by a 4-8 m SELENE guide system similar to Montel optics used for
X-ray optics. We have investigated the system by detailed Monte-Carlo simulations using
McStas. We show that under certain conditions, this set-up works surprisingly well, with
a brilliance transfer of 20-60% for neutrons of wavelength 4 Å and above. We demonstrate
that the guide system is able to focus the beam almost perfectly onto samples sizes in the
range of 0.1-2 mm. We furthermore show that our SELENE system is insensitive to gravity
and to realistic values of guide waviness. We argue that this guide system can be useful
as an optional guide insert when small samples are used in the vicinity of bulky sample
environment, e.g. for high-field or high-pressure experiments.

My contribution

Participated in some discussion on the topic, but did not contribute to the simulation effort.
Provided the software for drawing guide systems. Commented on the manuscript.



Contents lists available at ScienceDirect

Nuclear Instruments and Methods in Physics Research A

journal homepage: www.elsevier.com/locate/nima

An optional focusing SELENE extension to conventional neutron guides: A
case study for the ESS instrument BIFROST

U.B. Hansena,⁎, M. Bertelsena, J. Stahnb, K. Lefmanna

a Niels Bohr Institute, University of Copenhagen, Universitetsparken 5, DK-2100 Copenhagen, Denmark
b Laboratory for Neutron Scattering and Imaging, Paul Scherrer Institut, CH-5232 Villigen PSI, Switzerland

A R T I C L E I N F O

Keywords:
Neutron guides
Focusing guides
Monte Carlo simulations
European Spallation Source
Montel Optics

A B S T R A C T

The high brilliance at the European Spallation Source (ESS) will allow for performing experiments with much
smaller samples than at present neutron facilities and in much more complex sample environments. However
the higher flux also results in higher background from unwanted neutrons not originating from scattering of the
sample. We here present a new design idea for beam delivery, where a 165 m ballistic guide system with good
transport properties is followed by a 4–8 m SELENE guide system similar to Montel optics used for X-ray
optics. We have investigated the system by detailed Monte-Carlo simulations using McStas. We show that under
certain conditions, this set-up works surprisingly well, with a brilliance transfer of 20–60% for neutrons of
wavelength 4 Å and above. We demonstrate that the guide system is able to focus the beam almost perfectly
onto samples sizes in the range of 0.1–2 mm. We furthermore show that our SELENE system is insensitive to
gravity and to realistic values of guide waviness. We argue that this guide system can be useful as an optional
guide insert when small samples are used in the vicinity of bulky sample environment, e.g. for high-field or high-
pressure experiments.

1. Introduction

The European Spallation Source (ESS), currently under construc-
tion in Lund, Sweden, is expected to have several instruments with
neutron guide lengths up to 165 m due to its long pulsed time structure
[1–3]. In addition, there is an increased interest in complicated sample
environments where it is possible to perform experiments under high
pressures, high or low temperatures and large magnetic fields on
smaller samples. The combination of these requirements points
towards the need for specially designed neutron optics.

Ballistic and elliptic neutron guides were first proposed by Mezei [4]
and Schanzer et al. [5] as a way of effectively transporting neutrons over
long distances, since the number of reflections within the guide is
significantly reduced compared to a straight guide. Simulations have shown
that such guides are able to transport the majority of the low-divergent
cold/thermal neutrons [6] and also the first physical realisations of such
elliptical guides have proven to be of great benefit [7,8]. However these
ballistic guides as well as straight guides have the downside that the
neutron phase space (area and solid angle) delivered at the sample position
often is much larger than required for the experiment, since the guides are
designed for the largest needed phase-space and cannot be adjusted to fit
the specific requirements of the experiment. This will lead to an increase in

the background signal arising from neutrons scattering from the sample
environment. The sample illumination will for these guides be controlled by
slits 20–50 cm before the sample, which implies that the illuminated
sample space is often≈10 mm larger on each side than needed – depending
on the beam divergence. Hence, many of the unwanted neutrons still have a
high risk of ending up on the detector as background.

More recently the use of Montel mirrors has gained attention as
neutron focusing optics. The Montel mirrors are widely used in the x-
ray community as focusing optics and are constructed of two half
ellipses arranged perpendicular to each other [9]. The SELENE guide
concept [10] has two Montel mirrors in succession, mirrored with
respect to each other, in order to correct for the coma aberrations that
are intrinsic to the elliptic mirrors due to the extended source size in
neutron facilities compared to synchrotrons [11]. With this setup it is
possible to tailor the phase space at the sample position already in the
beginning of the guide and at the same time to avoid line of sight to the
moderator, resulting in an excellent signal-to-noise ratio. This guide
setup can be used over the whole instrument length as described by
Weischelbaumer et al. [12] and will be used in the reflectometer ESTIA,
which will be 40 m long and is accepted for construction at ESS [13],
and in a MIEZE type spin echo instrument with a total length of 45 m
proposed for the ESS [14].
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One of the instruments selected for construction at the ESS is the
165 m long BIFROST spectrometer optimised for extreme environment
studies using cold neutrons with a wavelength ≥2 Å. Here we have
investigated the different possibilities of adding a SELENE focusing
guide section to the end of the guide system designed for the BIFROST
instrument, hence profiting both from the good neutron transport over
the long distances and the low background of the SELENE guide
system. The present work is however not part of the accepted BIFROST
proposal, but should be seen as a possible add-on, which also could be
implemented on other long neutron guide systems.

The concept of adding a small SELENE guide section as a focusing
device has in fact already been realised as an add-on to the reflect-

ometer Amor at the Paul Scherrer Institut [15].

2. BIFROST guide and simulations

The preliminary design of the BIFROST guide is described in the
BIFROST instrument proposal for the ESS [16,17] and consists of a
parabolic guide feeder [18] followed by two elliptic guides in succession
with a kink in-between the two to avoid direct line of sight through the
guide to the moderator, as shown in Fig. 1. This results in a rather
compact phase space close to the focal point of the second ellipse; a
good starting point for further optics. We will not try to optimise the
BIFROST guide for the combination with the SELENE guide element,
but simply add a SELENE guide section to the already simulated
BIFROST guide.

The simulations were made using the program McStas v2.0 [19,20].
All simulations were made using a simple 0.12 × 0.12 m2 moderator
with an equal distribution of wavelengths, so the direct intensity cannot
be compared to the expected intensity at the ESS. However, since we
use the brilliance transfer (BT) to quantify the performance of the
guides, the actual intensity is not relevant. The brilliance or phase
space density Ψ is the number of neutrons per unit time, area, solid
angle and wavelength interval. The brilliance transfer is then [6]:

BT
Ψ
Ψ

= .SAMPLE

ENTRY (1)

This quantity can never exceed unity according to Liouville's theorem
[21].

3. The SELENE guide

The SELENE guide system consists of two half elliptic guide
elements (two Montel mirrors). A virtual source positioned at the first
focal point will be imaged at the second focal point by the first mirror,
but due to coma aberrations this image will be blurred [11]. In order to
correct this, a second mirror identical to the first but reflecting in the
opposite transverse direction is placed after the first mirror. This
largely corrects for the coma effect and the image at the last focal point
will to a great extent be the same as the virtual source [11].

The point-to-point focusing has some key advantages: all unwanted
neutrons are filtered away in the beginning of the guide system and
moreover it is possible to define exactly the properties of the phase
space at the sample position, which greatly reduces the background.

Ideally, the axis of the SELENE guide is inclined with respect to the
incoming beam of neutrons. After the SELENE guide, the neutron
beam will be parallel to the incoming beam but displaced by the
distance d. If the SELENE guide system is not inclined the guide
system will use incoming divergence far off-centre where the beam
normally is weaker and the neutrons exiting the SELENE guide will be
inclined with respect to the axis of the instrument, but the sample
position will not be displaced. Another way of circumventing the
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Fig. 1. A sketch of the BIFROST guide design [16]. The upper panel shows the
horizontal plane and the lower panel the vertical plane.

Fig. 2. The three versions of the focusing SELENE guide system. Here the vertical and
horizontal planes are the same. The upper panel shows version 1 where the two Montel
mirrors are inclined with respect to the incoming beam, the middle panel shows version 2
without the inclination and the lower panel shows version 3 with four Montel mirrors.
Note that only the parts of the ellipses shown in black are constructed.

Table 1
Parameters for different SELENE guide layouts, where a and b are the major and minor axes of the elliptic guide, respectively, ξ is the fraction of the ellipse that constitutes the guide, m
describes the coating of the elliptic guides, L is the length of versions 1 and 2, L2 × is the length of version 3 and d is the displacement with respect to the incoming beam for version 1, as
shown in Fig. 2.

Parameter set number a (m) b (m) b a/ ξ m L (m) L2 × (m) d (m)

I 1.011 0.023 0.0224 0.51 5 4.0 8.1 0.10
II 2.022 0.045 0.0224 0.51 5 8.1 16.2 0.21

III 2.066 0.023 0.0113 0.76 5 8.3 16.5 0.14
IV 4.133 0.047 0.0113 0.76 5 16.5 33.1 0.29
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displacement problem is to build two times the SELENE guide system
(four Montel mirrors), which will bring the sample back on the axis of
the incoming beam. These three ways of implementing the SELENE
guide system can be seen in Fig. 2 and are in the following denoted
versions 1, 2 and 3, respectively.

The BIFROST spectrometer is defined to work in the wavelength
range of 1.65–6.40 Å. The guide is designed so that it has a horizontal
divergence of1.5° and a vertical divergence of 2° at the sample position.

In this study we have simplified these requirements to a wavelength
range of 2–7 Å and a divergence of 1.5° in both the vertical and

horizontal directions. We have chosen 4 different sets of guide
parameters for the SELENE guide section, listed in Table 1, that
delivers the appropriate divergence and wavelength range at the
sample position, while still having at least 0.5 m between the end of
the guide and the sample position to allow for bulky sample environ-
ment.

First we have simulated only the SELENE guide section in order to
evaluate the performance of each of them before combining them with
the BIFROST guide. Each of the three versions of the SELENE guide
shown in Fig. 2 has been simulated with the 4 different sets of guide

Fig. 3. The brilliance transfer vs. wavelength for versions 1 and 2, for different values of the major axis a as given in the legend, corresponding to the different parameter choices listed in
Table 1. Aperture sizes 0.1 × 0.1 mm2, 1×1 mm2, 2.5 × 2.5 mm2, 5 × 5 mm2 and 10×10 mm2.
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parameters listed in Table 1 for different aperture sizes. Fig. 3 shows
the brilliance transfer of version 1 and version 2 as the brilliance
transfer is the same for the two guides. As the number of reflections in
version 3 is doubled the brilliance transfer is correspondingly lower
than the other two layouts, which is shown in Fig. 4.

Depending on the aperture size, different guide parameters will give
the optimal sample illumination. A longer guide will in general be
better suited for larger aperture sizes compared to a shorter guide with
the same b a/ -ratio. In this case we are interested in sample sizes
around 1×1 mm2 and a high brilliance transfer at low wavelengths

while trying to keep the SELENE section short and limit the m-value
for cost reasons. This leads us to focus on the parameter sets I and III
with major axis a=1.011 m and a=2.066 m, respectively, listed in
Table 1. In Fig. 5 the spatial illumination and divergence at the sample
position is shown for these two realisations of version 1. We see that
the neutron beam properties to a large extent matches the desired
illumination of the sample, both in terms of area and divergence. The
point-to-point focusing also allows us to define more advanced
aperture shapes than a simple square. As an illustration, in Fig. 6 the
aperture opening is shaped as a five pointed star with a radius of

Fig. 4. The brilliance transfer vs. wavelength for version 3 and for different values of the major axis a as given in the legend, corresponding to the different parameter choices listed in
Table 1. Aperture sizes 0.1 × 0.1 mm2, 1×1 mm2, 2.5 × 2.5 mm2, 5×5 mm2 and 10×10 mm2.
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Fig. 5. Simulated acceptance diagrams measured at the sample position. (Top four) The SELENE guide with a=1.011 m. (Bottom four) The SELENE guide with a=2.066 m. The
intensity is integrated over a wavelength band of 1–7 Å. Aperture size: 1×1 mm2 and intended divergence: θΔ = ± 0.75° × ± 0.75°. The white box indicates the desired illuminated phase
space.
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200 μm and the corresponding sample illumination is then also shaped
like a star of the same size. We notice that the edges of the star at the
sample position are slightly blurred which is of the order of 10 μm.

4. Performance of the combined guide

For the two parameter combinations I and III in Table 1, we have
simulated the combined setup of the BIFROST guide and a SELENE
guide element (version 1). The sample illumination is controlled by an
aperture positioned right after the BIFROST guide and this constitutes
the first focal point of the SELENE ellipses. In Fig. 7 we show the
brilliance transfer as a function of wavelength both with and without
gravity for the a=1.011 m and a=2.066 m versions of the SELENE
guide. In neither of the two setups does gravity have a significant effect,

Fig. 6. The spatial illumination just after the five-pointed-star aperture (top panel), at
the second focal point in-between the two guides (middle panel) and at the sample
position (lower panel).

Fig. 7. The brilliance transfer vs. wavelength with (○) and without (–) gravity for different aperture sizes as given in the legend. (Left) The combined BIFROST+SELENE setup with
a=1.011 m. (Right) The combined BIFROST+SELENE setup with a=2.066 m.

Fig. 8. The brilliance transfer vs. wavelength for different aperture sizes and waviness
values as given in the legend. The solid lines correspond to the ideal case without
waviness. (Upper panel) The combined BIFROST+SELENE setup with a=1.011 m.
(Lower panel) The combined BIFROST+SELENE setup with a=2.066 m.
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except to reduce the brilliance transfer slightly for wavelengths above
8 Å, as seen in Fig. 7.

The effect of waviness has been investigated by using an elliptical
guide component with a realistic waviness model [22]. The waviness w
is given in terms of the standard deviation of the waviness distribution.
The waviness values in the guides for the ESS are expected to be of the
order 10−4 to 10−5 rad [23]. Not surprisingly the waviness primarily
affects small samples. This is reflected in the brilliance transfer shown
in Fig. 8. The worst effect is seen for small samples, 1 × 1 mm2, where a
divergence of 10−4 radians results in brilliance loss of between 1/3 and
1/2 relative to the ideal guide mirrors without waviness. Interestingly,
a waviness of 10−5 rad does not seem to affect the guide performance,
meaning that the SELENE focusing option will need relatively good,
but not unrealistic, mirror quality.

The Sample-beam to Surrounding-beam Ratio (SSR), defined as
ratio of the integrated intensity on the sample to the intensity of the
neutrons transported through the guide but not hitting the sample, is
shown in Fig. 9. Note that this definition is different from the one of
Weichselbaumer et al. [12] where the signal-to-noise ratio is defined
with respect to the total transported intensity. The Sample-beam to

Surrounding-beam Ratio is especially good for the 1×1 mm2 samples,
8.3 for the a=1.011 m guide and 4.8 for the a=2.066 m guide without
waviness, as shown in Fig. 9, corresponding to that, respectively, 89.2%
and 82.8% of the neutrons will hit the sample. For larger samples, the
results are not quite as good, for the 5×5 mm2 sample the Sample-
beam to Surrounding-beam Ratio has fallen to 1.6 and 3.1, again for
the a=1.011 m and a=2.066 m guide, respectively. This can be
attributed to coma aberrations. On the other hand, the waviness will
again affect the smaller samples more severely, but as before we see
that a waviness of 10−5 rad should be sufficient, since the SSR for the
1×1 mm2 is only reduced from 4.8 to 4.1 for the a=2.066 m guide.

We notice however that in any case the BT is lower than 30% at 4 Å,
so this type of guide should be used only when necessary.

5. Comparison to the BIFROST guide

We now wish to compare the performance of the BIFROST guide to
the combination of the BIFROST guide and the SELENE focusing
element. When using only the BIFROST guide the sample illumination
will be controlled by an aperture placed 0.2 m prior to the sample. The
aperture settings were found by calculating the optimal aperture
opening for the given divergence of θΔ = 1.5° for each sample size
and the optimal settings are listed in Table 2.

In Fig. 10 we compare the phase space of the combined BIFROST
+SELENE setup with the BIFROST guide for a 1×1 mm2 sample. It is
apparent how the SELENE guide segment reduces the background at
the sample position, since even with an aperture before the sample the
transported phase space of the BIFROST guide is much larger than
desired at the sample position.

The brilliance transfer, shown in Fig. 11, does however show the

Fig. 9. The Sample-beam to Surrounding-beam Ratio (SSR) vs. wavelength for different aperture sizes and waviness values as given in the legend. The solid lines correspond to the ideal
case without waviness. (Upper panel) The combined BIFROST+SELENE setup with a=1.011 m. (Lower panel) The combined BIFROST+SELENE setup with a=2.066 m.

Table 2
The aperture openings for the different sample sizes. The distance between the aperture
and the sample was in all cases 0.2 m.

Sample size (mm2) Aperture opening (mm2)

1.0 × 1.0 6.3 × 6.3
2.5 × 2.5 7.8 × 7.8
5.0 × 5.0 10.3 × 10.3
10.0 × 10.0 15.3 × 15.3
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Fig. 10. (Left) The combined BIFROST+SELENE setup with a=1.011 m. (Right) The BIFROST guide. The intensity is integrated over a wavelength band of 1–7 Å. The aperture size for
the combined BIFROST+SELENE setup is 1×1 mm2 while it for the BIFROST guide is 6.3 × 6.3 mm2 as given in Table 2. The white box indicates the desired illuminated phase space.
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strength of the BIFROST guide since even at 165 m it is capable of
transporting the majority of the neutrons with a wavelength above 2 Å
all the way to the sample. This cannot be achieved when using the
SELENE extension, where the highest brilliance transfer value at 4 Å is
30%.

The high background of the BIFROST guide seen in Fig. 10 does
nevertheless mean that the advantage of using the SELENE extension
becomes clear when comparing the SSR, as shown in Fig. 12. For small
sample sizes the SSR is several hundred times better than compared to
the BIFROST guide. A more extensive analysis of a guide very close to
the BIFROST guide arrives at similar values for the SSR [24].

6. Discussion and conclusion

We have shown that a short SELENE guide can be used as a
focusing extension to a ballistic type guide, e.g. the one for the
BIFROST instrument, with a reasonable brilliance transfer for wave-
lengths above 3–4 Å. It is possible to tailor the beam spot to exactly the
need of the experiment with an extremely low background. This implies
that in general experiments on small samples in a complex sample
environment such as pressure cells or magnets could benefit immen-
sely from a combination of a ballistic guide and a SELENE guide
section. We here like to remark that in the simulations, the sample is
positioned with absolute accuracy. In actual experiments, the sample is
likely to move with some uncertainty, e.g. when the sample rotates in
the beam at the end of a sample stick. To employ the focusing scheme

presented here, these types of positioning uncertainty need to be
addressed.

The brilliance transfer of the combined instrument is nevertheless
significantly lower than the BIFROST guide on its own in particular for
sample sizes larger than 2.5 × 2.5 mm2 as seen in Fig. 11. The Sample-
beam to Surrounding-beam Ratio (SSR) does however make up for
this, in the cases where the background becomes the limiting factor.
The combined guide has for the small samples several hundred times
better SSR than the BIFROST guide, as shown in Fig. 12. The brilliance
transfer is in the low wavelength region best for the SELENE guide
version with its major axis a=2.066 m and it also has a better Sample-
beam to Surrounding-beam in all cases except for the 1×1 mm2

sample.
Due to the loss in brilliance transfer, a factor 3.3 at 4 Å – and hence

flux on sample – we do not imagine that a permanent installation of the
SELENE focusing system would be a viable solution for the BIFROST
instrument. Instead, a realistic implementation of the SELENE add-on-
guide could in practice be via a two-guide solution, where the full
elliptic guide used in these simulations would be replaced by a straight-
parabolic guide [6], where the straight part could in effect be shortened
when the SELENE setup is in use, as sketched in Fig. 13.
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A.12 On the nature of magnetic stripes in cuprate super-
conductors

A small deviation between the scattering vector for elastic and inelastic peaks relating to
stripes in the La2CuO4+y is reported. Such a discovery would have significant impact for
the theoretical studies that have assumed the scattering vector of the elastic and inelastic
signal was identical. It was thoroughly determined that the reported effect could not be the
result of an instrument effect, but may be caused by crystal twinning. The paper have been
submitted to Physcal Review Letters.

Abstract

We present detailed neutron scattering studies of the static and dynamic stripes in an
optimally doped high-temperature superconductor, La2CuO4+y. We find that the dynamic
stripes do not disperse towards the static stripes in the limit of vanishing energy transfer. We
conclude that the dynamic stripes observed in neutron scattering experiments are not the
Goldstone modes associated with the broken symmetry of the simultaneously observed static
stripes, but rather that the signals originate from different domains in the sample. These
domains may be related by structural twinning, or may be entirely different phases, where
the static stripes in one phase are pinned versions of the dynamic stripes in the other. Our
results explain earlier observations of unusual dispersions in underdoped La2−xBaxCuO4

(x = 0.07) and La2−xBaxCuO4 (x = 0.095). Our findings are relevant for all compounds
exhibiting magnetic stripes, and may thus be a vital part in unveiling the nature of high
temperature superconductivity.

My contribution

The reported effects could have been a instrument effect, and thus a McStas instrument
simulation was created to ascertain whether this would be feasible, however no sample
component possessed the required features. I wrote the necessary McStas sample component.
Read and commented on several iterations of the manuscript.
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We present detailed neutron scattering studies of the static and dynamic stripes in an optimally
doped high-temperature superconductor, La2CuO4+y. We find that the dynamic stripes do not
disperse towards the static stripes in the limit of vanishing energy transfer. We conclude that the
dynamic stripes observed in neutron scattering experiments are not the Goldstone modes associated
with the broken symmetry of the simultaneously observed static stripes, but rather that the signals
originate from different domains in the sample. These domains may be related by structural twin-
ning, or may be entirely different phases, where the static stripes in one phase are pinned versions of
the dynamic stripes in the other. Our results explain earlier observations of unusual dispersions in
underdoped La2−xSrxCuO4 (x = 0.07) and La2−xBaxCuO4 (x = 0.095). Our findings are relevant
for all compounds exhibiting magnetic stripes, and may thus be a vital part in unveiling the nature
of high temperature superconductivity.

An imperative open question in materials physics is the
nature of high-temperature superconductivity. Unlike
conventional superconductors, where the Cooper pairing
mechanism is well-established [1], the pairing mechanism
in high-temperature superconductors (HTS) still sparks
controversy [2]. A comprehensive description of the elec-
tronic behavior inside HTS is indispensable to push this
field of research onward. Hence, the magnetic structures
which appear close to as well as inside the superconduct-
ing phase are still being studied intensively [3, 4]. In
many HTS compounds, experiments indicate a modu-
lated magnetic structure, consistent with superconduct-
ing ”stripes” of charge separated by magnetic regions as
sketched in Fig. 1a [5]. Magnetic excitations, referred to
as ”dynamic stripes”, are found with similar periodicity,
and are therefore thought to be related to the Goldstone
modes of the static stripes [6].

We present evidence that this model is incomplete for
a family of HTS. We find that the dynamic stripes do not
disperse towards the static stripes in the limit of vanish-
ing energy transfer, and that the signals therefore have
different origins. Either they belong to different twin
domains, or the static and dynamic stripes populate dif-
ferent spatial regions of the HTS. This has important
consequences for understanding the vast amount of neu-
tron scattering studies on magnetic stripes in e.g. the
cuprates.

Superconductors based on the La2CuO4 family were
the first HTS to be discovered [7]. They become
superconducting upon doping with electrons or holes,
with a maximum critical temperature, Tc ≈ 40 K,
whether the dopant is Sr (La2−xSrxCuO4, LSCO), Ba

(La2−xBaxCuO4, LBCO), or O (La2CuO4+y, LCO+O).
The generic crystal structure of these compounds is il-
lustrated in Fig. 1b. They consist of planes of CuO sep-
arated by layers of La/Sr/Ba. Each Cu atom is at the
center of an octahedron of oxygen atoms. At elevated
temperatures these materials are in the high temperature
tetragonal (HTT) phase. Upon lowering the tempera-
ture, the crystals enter the low temperature orthorhom-
bic phase (LTO) where the oxygen octahedra tilt around
the tetragonal a axes, leading to a change in lattice pa-
rameters, a < b. Most compounds in the LTO phase are
twinned because the oxygen octahedra can tilt around ei-
ther of the tetragonal a axes, creating different domains
with crystallographic axes that are rotated with respect
to each other. For details, see Supplementary Material
[8].

Since the first discovery, a multitude of HTS have been
found in the cuprate family. The amplitude and period
of the stripe order modulations vary strongly with the
choice and amount of dopant, with static stripes being
particularly pronounced in LCO+O [9].

The spin stripes can be measured using magnetic neu-
tron scattering, where they are observed as pairs of inten-
sity peaks at incommensurate (IC) wave vector transfers,
e.g. at Q = (1 + δh, δk, 0) and Q = (1 − δh,−δk, 0) for
stripes along the (110) direction, see Fig. 1c. Here, the
components of the scattering vector are given in terms of
(2π/a, 2π/b, 2π/c), where a, b and c are the orthorhom-
bic lattice constants. The real-space modulation period
is L = 2π/δ, and we refer to δ as the incommensurabil-
ity of the stripes. Typically δh ≈ δk, indicating that the
modulation is approximately along the Cu-O-Cu bonds
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Figure 1. Sketch of magnetic and charge stripes in the cuprate high-temperature superconductor La2CuO4+δ (LCO+O). (a)
Illustration of magnetic stripes with a period of 8, concurrent with period 4 charge stripes along the Cu-O-Cu bond directions
(broad blue lines). Another type of domains exists, where the stripes are rotated 90 degrees, still lying within the plane
(not shown). (b) The tetragonal unit cell of LCO+O illustrating the spins on the Cu ions. The spins are aligned along the
orthorhombic b-axis, shown above the unit cell. (c) Illustration of reciprocal space (in orthorhombic notation) showing the
position of the incommensurate magnetic stripe peaks for stripes approximately along the (110) direction. The difference
between δh and δk is exaggerated for clarity. (d) the quartet of peaks around the (100) position observed when stripes are
present along both the (110) and (11̄0) directions. The coloured regions show the regions probed in the present experiment.
(e) Example of the static (E = 0) and (f) dynamic (E = 1.5 meV) stripe signal in LCO+O, measured by neutron scattering.

(the (110) and (11̄0) directions), although variations have
been reported, indicating a kink in the stripes after a
number of unit cells [9, 10].

Typically, stripes are observed not only at the above
mentioned positions, but also at Q = (1 − δh, δk, 0) and
Q = (1 + δh,−δk, 0), giving rise to a quartet of peaks
around the (100) position, as illustrated in Fig. 1d. This
indicates that the compound exhibits stripes (approxi-
mately) along both the (110) and (11̄0) directions, most
likely by the stripes in adjacent layers in each domain
alternating between the (110) and (11̄0) directions [11].

Inelastic neutron scattering has shown the presence of
dynamic stripes, which at low energies have similar mod-
ulation period as the static stripes [12]. The modulation
period of the stripes is found to be almost constant up to
around 10-15 meV [13, 14]. In the cuprates an hourglass
shaped dispersion develops at higher energies [15].

The incommensurability of the stripes has been found
to vary with doping. In the LSCO-type cuprates, δ in-
creases linearly with doping and saturates at a maximal
value of δ = 1/8 [12]. In some cuprates, similar stripes
of charge with half the modulation period have been ob-
served using X-ray diffraction, validating the picture of
magnetic and charge stripes in Fig. 1a [16–20]. However,
the energy resolution of X-rays does not allow to distin-
guish between static and dynamic stripes.

The main feature linking the static and dynamic
stripes is their common position in reciprocal space in
the limit of vanishing energy transfer [12]. In light of the

discrepancies mentioned above we therefore investigate
the relationship between the static and dynamic stripes.

We have used elastic and inelastic scattering of low en-
ergy neutrons to accurately measure the reciprocal space
position of the static and dynamic stripes in LCO+O in
the LTO phase. The experiments were performed at the
cold-neutron triple axis spectrometers FLEXX at HZB,
Berlin [21], and ThALES at ILL, Grenoble [22]. For de-
tails on the experiments, see the Supplementary Material
[8].

Panel (d) of Fig. 1 shows how we probe two of the four
IC peaks in our neutron scattering experiments. The
actual data for a series of scans are shown in panels (e)
and (f) as 2D colorplots. Fig. 2 shows examples of the
raw data with 0 and 1.5 meV energy transfer, probing
the static and dynamic stripes, respectively. The inset
shows the direction of the scans in reciprocal space. We
observe that the elastic and inelastic signals unexpectedly
are located at different positions.

To eliminate errors from minor misalignments, we de-
termine the incommensurability along k, δk, as half the
distance between the peak centers. In Fig. 3 we display
δk for all energy transfers probed in the experiment at
two temperatures. As expected, the dynamic stripes in
LCO+O appear at the same reciprocal space position in
the normal phase (45 K) as in the SC phase (2 K) (within
the instrument resolution), whereas the static stripes are
only present in the SC phase.

The inelastic dispersion appears continuous and steep,
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Figure 2. Neutron scattering data for LCO+O scanned along
the direction shown in the insets, showing the shift in peak
position between the elastic stripes (green) and low-energy
inelastic stripes (blue). The data have been rescaled and the
background subtracted.
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Figure 3. The incommensurability, δk at different energy
transfers E for LCO+O. A significant shift is seen between
the elastic and inelastic data. The solid black line is a linear
fit to the dispersion for E > 0. Gray triangles represent the
dispersion relation obtained from simulated data, where the
simulated dispersion relation is vertical.

consistent with earlier cuprate results [13, 14]. However,
the elastic signal shows a large and significant difference
in δk, appearing as a discontinuity in the dispersion rela-
tion at vanishing energy transfer. The transverse differ-
ence between the observed IC peaks for the static stripes
corresponds to a periodicity of Ls ≈ 8.1 b (δk = 0.124(1)).
In contrast, the dynamic stripes display a periodicity of
Ld ≈ 8.7 b (δk = 0.115(1)) in the limit of vanishing en-
ergy transfer.

To show that this surprising difference in δk is not an
artifact caused by experimental non-idealities, we have
performed a virtual ray-tracing experiment using a close
model of our experiment, further detailed in the Sup-
plementary Material [8]. This method is known to ac-
curately reproduce experimental effects like peak broad-
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Figure 4. Illustration of reciprocal space for stripe order and
twinning. (a) and (b) show the peak positions of the stripes
from four twin domains for δh = δk and δh < δk, respectively,
as well as the center of the peaks for each domain. The ar-
rows indicate the direction the observed peaks would move
when going from elastic to inelastic neutron scattering. (c)
shows a zoom in comparing the data with a simple model of
fluctuations in the ac plane. The filled points correspond to
the 4 twin domains as in (a) and (b).

ening and displacement [23]. The virtual experiments
show that the experimental resolution can cause a tiny
shift in the observed incommensurability, see Fig. 3. The
experimentally observed shift in peak position is, how-
ever, more than an order of magnitude larger than what
can be explained by the resolution, and is therefore a
genuine property of the sample. The simulations also ex-
clude misalignment of the instrument as a cause of the
effect.

It is generally agreed that the dispersion relation for
the stripes in cuprates is very steep down to the lowest
energies [13, 14]. Indeed, our data show a steep disper-
sion, but the data at the lowest probed energy transfer
of 0.3 meV show a periodicity deviation of roughly 10%
(∼ 0.01 r.l.u.) compared to the static signal. For the
dispersion to be continuous, our present data would re-
quire the slope of the dispersion to change by almost two
orders of magnitude below 0.3 meV. We do not know
of an effect that would cause such a dramatic change
in dispersion slope [24]. We therefore conclude that the
dynamic stripe dispersion does not approach the static
stripe signal and therefore that the observed dynamic
stripes are not the Goldstone modes associated with the
broken symmetry of the observed static stripes.

Hence, the static and dynamic stripes must originate
from different phases in the sample. In our view there
are two probable ways this can occur:

First, the dynamic stripes could be transverse fluctu-
ations from the static stripe order, resembling ordinary
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spin waves. Due to the neutron scattering selection rules,
the scattering we observe in the elastic and inelastic chan-
nels stem from different twin domains as explained below.
Secondly, the static and dynamic stripes may be differ-
ent but related entities, occupying different microscopic
phases of the crystal.

We first consider the effect of twinning on the observed
signal. In Fig 4a, the expected position of peaks from
each of the four domains are marked, assuming δh = δk.
Assuming the spins to point along the b axis as found
earlier [9], two of the domains giving rise to these peaks
have approximately s ⊥ Q, while the other two have
s ‖ Q. The static signal from the domains with s ‖ Q
will be suppressed due the selection rule that neutrons
only sense the component of the spins that is perpen-
dicular to Q [25]. The observed dynamic signal will be a
weighted average of the signal from all four domains, with
the weight depending on the direction of the fluctuations
and the relative sizes of the domains. Due to the finite
resolution and peak width the individual peaks will not
be resolved. Therefore, this will shift the dynamic signal
away from the static signal, causing an apparent discon-
tinuity in the position of the peaks.

For δh = δk, however, the shift would be in the op-
posite direction as the observed shift, see Fig. 4a. This
situation changes when considering twinning for δh < δk,
see Fig. 4b. In this case, the relative positions of the
domains with s ⊥ Q and s ‖ Q have been reversed. In
Fig. 4c we zoom in on one of the peak positions, showing
where the expected peaks from the 4 domains will be po-
sitioned along with the data. We further show where the
expected peak position will be in a simple model where
the spins point along b and the fluctuations are perpen-
dicular to this direction, and we assume all four domains
are equal in size. Good general agreement is found be-
tween the data and this simple model. Perfect agreement
can be obtained by assuming the domains to have differ-
ent sizes. As the domain sizes were not measured in this
experiment, due to requirements of a relaxed resolution
in the inelastic experiment, we refrain from detailing this
further.

Twinning can thus explain the discontinuity in the dis-
persion, at least qualitatively.

We move on to consider the case of the static and
dynamic stripes being located in different microscopic
phases of the sample, a view supported by a number of
observations. In this model, the static stripes are seen
as pinned versions of dynamic stripes, where the pin-
ning forces slightly modify the value of the incommen-
surability, δ. For example, 12% doped LSCO has been
suggested to phase separate into microscopic supercon-
ducting regions with gapped dynamic stripes and non-
superconducting regions with static stripes [28]. Spon-
taneous, microscopic phase separation has also been ob-
served in purely oxygen doped LCO+O crystals [29] and
in crystals doped with both oxygen and strontium [30].

Furthermore, recent studies of La5/3Sr1/3CoO4 show ev-
idence of microscopic phase separation into components
with different local hole concentration [31, 32]. In the lat-
ter material the upper and lower parts of the hourglass
dispersion are even proposed to originate from different
nano-scale structures in the sample [31].

The idea of dynamic and static stripes being different
entities are supported by a number of other observations.
For example, the static and dynamic stripes exhibit dif-
ferent behaviors as function of temperature. In under-
doped LSCO and in LCO+O as evidenced in this experi-
ment, the static stripes vanish above Tc, but the dynamic
stripes remain to far higher temperatures [26, 27, 33].
In contrast, in the optimally doped region, the static
stripes are altogether absent [14]. When applying a mag-
netic field, the static stripes are in general strengthened
[26, 27, 34–36], with a few exceptions [36, 37]. In many
cases this happens with an accompanying change in the
dynamic stripe spectrum [26, 27, 34], but in other cases,
the dynamic stripe spectrum is unchanged [35]. Hence,
the coupling between static and dynamic stripes is not
simple and unique.

Based on these consideration, it is plausible that the
HTS is indeed phase separated into different spatial re-
gions with pinned static stripes present only in some
parts whereas the signal from free dynamic stripes origi-
nate in other regions. This spatial phase separation could
possibly arise from inhomogeneities in the doping level on
the nanoscale. Such variations in the doping value gives
rise to different incommensurabilities [12], and might lead
to changes in Tc. Phase separation would also explain in
broad terms why the static and dynamic stripes display
different evolution with temperature and magnetic field.

The observations made here are general and our anal-
ysis should be valid for any compound displaying static
and dynamic stripes. Indeed, a significant shift in peak
position between elastic and inelastic stripes has been ob-
served and briefly remarked upon in underdoped LSCO
in the LTO phase [38] and LBCO in the low temperature
less orthorhombic phase [11, 24]. Our analysis provides a
plausible explanation of the reason for this observed shift
also in these other cuprates.

In conclusion we have found that the dynamic stripes
do not disperse towards the static stripes in the limit
of vanishing energy transfer in a HTSC. The observed
static and dynamic stripes thus originate from different
regions in the crystal. These regions may either be twin
domains with identical properties, or entirely different
microscopic phases occupying different spatial regions of
the superconductor.

Our observations are relevant for all compounds with
magnetic stripes. In particular, we find that this mech-
anism explains earlier observations of unusual disper-
sions in underdoped La2−xSrxCuO4 (x = 0.07) [38] and
La2−xBaxCuO4 (x = 0.095) [24]. Our findings may thus
be a vital part in unveiling the nature of high tempera-
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1759 (2001).

[28] M. Kofu, S. H. Lee, M. Fujita, H. J. Kang, H. Eisaki, and
K. Yamada, Phys. Rev. Lett. 102, 047001 (2009).

[29] H. E. Mohottala, B. O. Wells, J. I. Budnick, W. a Hines,
C. Niedermayer, L. Udby, C. Bernhard, A. R. Mooden-
baugh, and F.-C. Chou, Nature Materials 5, 377 (2006).

[30] L. Udby, J. Larsen, N. B. Christensen, M. Boehm, C.
Niedermayer, H. E. Mohottala, T. B. S. Jensen, R. Toft-
Petersen, F. C. Chou, N. H. Andersen, K. Lefmann, and
B. O. Wells, Phys. Rev. Lett. 111, 227001 (2013).

[31] Y. Drees, Z. W. Li, A. Ricci, M. Rotter, W. Schmidt, D.
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Figure 5. The susceptibility of the LCO+O sample in a weak
field, showing the SC transition clearly around TC ∼ 40 K.

Sample details

The samples were prepared by growing stoichiomet-
ric LCO crystals at the Technical University of Denmark
in an optical image furnace using the travelling solvent
float zone technique. After annealing and characteriza-
tion, chosen crystals were super-oxygenated in an aque-
ous bath at the University of Connecticut. The resulting
LCO+O crystals were cut in pieces suitable for neutron
scattering experiments and smaller pieces of the sample
were characterized by resistivity and susceptibility mea-
surements to find a superconducting transition tempera-
ture of 40± 1 K, typical for LCO+O .

LCO+O usually has a spontaneous phase separation
(miscibility) into a Tc = 30 K phase and a Tc = 40 K
phase [29]. The superconducting transition temperature
for our sample was measured by a vibrating sample mag-
netometer. The data is shown in Fig. 5 and show that
our sample clearly has only one superconducting transi-
tion near T = 40 K, and therefore just one oxygenated
phase that is similar to what was obtained by Lee et al.
[9]. The orthorhombic lattice parameters are a = 5.33 Å,
b = 5.40 Å, c = 13.2 Å. The spins align along the b axis
in LCO+O, just as for the parent compound [9].

Details on neutron scattering experiments on
LCO+O

Neutron scattering experiments were performed at the
cold-neutron triple axis spectrometers FLEXX at HZB,
Berlin [21], and ThALES at ILL, Grenoble [22]. The
spectrometers were configured to run at a constant final
energy of 5.0 meV.

At FLEXX the sample was mounted inside a magnet.
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Figure 6. Background subtracted neutron scattering data on
LCO+O, measured at FLEXX, HZB. The shift of the peak
position between elastic and inelastic data is also seen here.

The results of applying a magnetic field will be reported
in a following publication. In both experiments, a veloc-
ity selector in the incident beam before the monochroma-
tor removed second-order contamination, while a cooled
Be-filter between sample and analyzer further reduced
background. The sample was aligned in the (a, b) plane.
At FLEXX, several cylindrical crystals were co-aligned,
resulting in a total sample mass of ∼ 9 g. At ThALES,
only the largest crystal of mass 3.44 g was used. In both
experiments, we used vertically focusing monochroma-
tors, leading to relatively loose vertical collimation along
the c-direction, where the stripe signal from cuprates is
nearly constant [39]. At the ThALES experiment there
was a small offset in the A4 angle which was corrected
for in the subsequent data analysis.

The effect reported in the main paper was also seen
in the experiment at FLEXX. An example of the data
is shown in Fig. 6, showing the same difference be-
tween elastic and inelastic stripe positions as found at
the ThALES experiment. In most of the experiment,
however, only a single peak was measured due to time
constraints.

We here show additional data from the ThALES ex-
periment. The measurements at 0 meV and 1.5 meV
were taken as grid scans in the (h, k) plane around the
(100) position. The data were fitted to a pair of two-
dimensional Gaussians, as seen in Fig. 7. The fitted peak
positions are given in Tab. I

From the fits, the shift in the incommensurability be-
tween 0 meV and 1.5 meV is (−0.0070(15), 0.0090(9), 0).

The elastic data around the (010) peak, similar to the
data around (100) except for a 90 degree rotation are
shown in Fig. 8. The incommensurability is the same
within error bars for the two data sets. The static stripes
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Peak 1 Peak 2 Incommensurability

Position h k h k δh δk

Elastic (100) 1.0965(6) 0.1151(4) 1.0969(7) -0.1324(5) 0.0967(5) 0.1237(3)

Inelastic (100) 1.1013(20) 0.1058(11) 1.1063(21) -0.1236(13) 0.1038(15) 0.1147(8)

Elastic (010) 0.1249(5) 1.0944(7) -0.1216(4) 1.0956(7)) 0.1233(3) 0.0950(5)

Table I. The fitted positions of the two-dimensional gaussian peaks given in r.l.u.

Figure 7. Two-dimensional fits of the LCO+O data at 0 meV
(top) and 1.5 meV (bottom). The colored circles show the
data, while the area around the circles shows the fit as de-
scribed in the text.

are rotated by approximately 7◦ away from the Cu-O-Cu
directions; a value that is approximately twice what was
found earlier [9].

The peak positions of the fitted two-dimensional Gaus-
sians are shown in Fig. 9. The peak positions from the
(010) peak were rotated 90 degrees for comparison. In
this figure, it is observed that the inelastic peaks move
together in k and to larger h, compared to the elastic
peaks.

Figure 8. Two-dimensional fit of the LCO+O data at 0 meV
near the (010) position. The colored circles show the data,
while the area around the circles shows the fit as described in
the text.

The data show that the distance between the incom-
mensurate peaks is dependent on where exactly on the
peak the measurement is performed. The shape of the
resolution function and the peaks implies that the ob-
served value of δk increases as function of h. This could
lead to systematic errors, if different parts of the peak
were probed at different energies. By making the grid
scans shown in Figs. 7 and 8, we measured exactly this
effect. Each scan in the grid was fitted individually. The
resulting value of δk, determined as a function of h, is
shown in Fig. 10. It is seen that δk increases with in-
creasing h, as we move through the peak. However, it
is also evident that at any given position in h, a signifi-
cant shift in δk happens between the elastic and inelastic
signals.

Virtual experiments

The full neutron scattering experiment at ThALES
was simulated using the Monte Carlo (MC) ray trac-
ing program McStas [40, 41], which has previously been
shown to produce very accurate results regarding, in par-
ticular, instrument resolution [23]. Here follows a more
detailed description of the simulation method.
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Figure 9. The fitted positions of the two-dimensional gaussian
peaks, showing how the inelastic peaks move toward smaller
values of |k| in LCO+O.

The guide system at ILL has been simulated by E.
Farhi [42], and we adopted his McStas model. The re-
mainder of the instrument was simulated using standard
components from McStas: slits, graphite crystals, and a
detector. For the purpose of these simulations, a sample
model was written, simulating scattering from static and
dynamic stripes. This sample scatters elastically at a
user-defined position in (h, k)-space (with the scattering
being independent of l, as is true to a good approxima-
tion near l = 0 where the experiment was performed
[39]). Furthermore, the sample scatters inelastically at a
(possibly different) user-defined position in (h, k)-space.
The absolute scattering cross section of the elastic and
inelastic scattering can be set individually. For simplic-
ity, and since we are not interested in absolute intensities,
the cross section was kept independent of energy transfer,
and no incoherent background was simulated. A combi-
nation of two such samples, rotated with respect to each
other, was used to simulate the two measured peaks at
q = (1 + δh,±δk, 0).

A small offset in the A4 angle in the experiment caused
the lattice parameters to appear slightly larger than their
actual values. This was accounted for in the simulations.

Two sets of simulations were made: one with both the
elastic and inelastic peaks at δh = δk = 1/8, and one
with δh = 0.0973, δk = 0.1222 for the elastic peaks and
δh = 0.1036, δk = 0.1133 for the inelastic peaks, as found
in the experiments.

For each set of simulations, similar scans to the ones
used in the experiments were simulated. Grid scans, sim-
ilar to the ones shown in Fig 7 were simulated at ~ω = 0
and ~ω = 1.5 meV, see Fig. 11, where the simulations are
shown on top of fits to two-dimensional Gaussians. The
tilt of the peaks in the h, k-plane slightly deviates from
the data, although the width of the peaks is reproduced
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/ k
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.u
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0.1
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0 meV exp.
0 meV sim.
1.5 meV exp.
1.5 meV sim.
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/ k
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.l
.u

.)
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1.5 meV exp.
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Figure 10. Incommensurability along k as function of h for
LCO+O at 0 meV and 1.5 meV, along with simulated data.
Top: Measured data compared to simulations where δh =
δk = 1/8. Bottom: Measured data compared to simulations
where δh and δk are the same as found from the experiments
as detailed in the text.

correctly. This deviation is likely caused by small inac-
curacies in the description of the ThALES instrument,
and does not influence our conclusions.

Single scans are shown in Fig. 12 for the two sets of
simulations. It is evident that the resolution of the in-
strument does not cause a shift in the distance between
the incommensurate peaks. In particular, if we assume
the traditional model of steeply dispersing stripes, the
simulated data do not match the actual data (Fig. 12 a),
whereas a model with a significant difference in the peak
distance between the elastic and inelastic signals agrees
with the data (Fig. 12 b).

In Fig. 10, we show that the experimental observation
of δk depending on h is reproduced in the simulations.
Here it is also clear that a shift in peak position between
the elastic and inelastic data is needed to explain the
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Figure 11. 2d results of virtual experiments on IC peaks from LCO+O at ThALES. The colored circles with white lines through
them are simulated data, with the fit shown underneath. Top row: peaks at (1 + 1/8, 1/8, 0). Bottom row: peaks at positions
found from experiment. Left: 0 meV. Right: 1.5 meV.

data. There is a small effect of the resolution, causing
the peaks to shift slightly towards smaller h and δk at
higher energies. There is also a small difference between
the simulated and measured values of δk as function of
h for the inelastic data. Both of these effects are too
small by at least an order of magnitude to explain the
experimental results.

We further checked the effect of the instrument not
being perfectly calibrated, so that the actual value of kf
differed slightly from the set value. This was done by
increasing/decreasing Ef by 0.05 meV, while keeping all
other parameters constant. This did indeed cause a small
shift of the peak position in h, but there was no change
in δk, as expected.

In total, our simulations show that the experimental
observations are not caused by instrumental effects such
as resolution or misalignment.

Twinning

The stripe modulations in LCO+O are roughly along
the Cu-O-Cu bonds [9], 45◦ to the orthorhombic a (and
b) axis, but parallel to the tetragonal a axis as shown in
Fig. 1 in the main paper.

Twinning occurs when cooling through the transition
from a tetragonal to an orthorhombic unit cell, where
a 6= b. In LCO+O, a = 5.33 Å, b = 5.40 Å at low
temperature [9]. The twinning is caused by the oxygen
octahedra tilting around different axes, which slightly ro-
tates the crystallographic axes of the different domains,
see Fig. 13a. The results in reciprocal space is that each
peak is split into two as shown in Fig. 13b. Similarly,
a domain wall can run along the (11̄0) direction, creat-
ing a second set of twins, giving rise to a total of four
close-lying peaks illustrated in Fig. 13c [43].

Two of the peaks originate from domains with the a
axis along the experimental ”(100)” direction, and two
with the b axis along this direction, see Fig. 14 where the
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Figure 12. Simulations of transverse scans on ThALES of
the two IC peaks in LCO+O at 0 meV and 1.5 meV. (a)
simulations with the elastic and inelastic peaks at identical
positions. (b) simulations with δh = 0.0973, δk = 0.1222
for the elastic peaks and δh = 0.1036, δk = 0.1133 for the
inelastic peaks, close to the values found in the experiments.

direction of the spins in each domain is also shown.

Each set of two peaks with similar orientation is split
by an angle

∆ = 90◦ − 2 tan−1
(a
b

)
, (1)

which in our case is around 0.7◦, or ∼ 0.01 r.l.u. at
the position of the IC peaks - too small to separate the
peaks with our resolution, see Fig. 7. The twinning can,
however, easily be observed at e.g. the nuclear (200)
Bragg peak.
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A.13 Field-induced inter-planar correlations in the high-temperature
superconductor La1.88Sr0.12CuO4

Investigation of the scattering along the c-axis of La1.88Sr0.12CuO4 with emphasis on planes
of CuO2 in magnetic field. The paper was published in Physical Review B - Condensed
Matter and Materials Physics.

Abstract

We present neutron scattering studies of the inter-planar correlations in the high-temperature
superconductor La1.88Sr0.12CuO4 (Tc = 27 K). The correlations are studied both in a mag-
netic field applied perpendicular to the CuO2 planes, and in zero field under different cooling
conditions. We find that the effect of the magnetic field is to increase the magnetic scattering
signal at all values of the out-of-plane wave vector L, indicating an overall increase of the
magnetic moments. In addition, weak correlations between the copper oxide planes develop
in the presence of a magnetic field. This effect is not taken into account in previous reports
on the field effect of magnetic scattering, since usually only L ≈ 0 is probed. Interestingly,
the results of quench-cooling the sample are similar to those obtained by applying a mag-
netic field. Finally, a small variation of the incommensurate peak position as a function of
L provides evidence that the incommensurate signal is twinned with the dominating and
sub-dominant twin displaying peaks at even or odd L, respectively.

My contribution

Participated in a neutron scattering experiment at Flexx in Berlin, the result of which was
used in the publication. Commented on the manuscript.
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We present neutron-scattering studies of the interplanar magnetic correlations in the high-temperature
superconductor La1.88Sr0.12CuO4 (Tc = 27 K). The correlations are studied both in a magnetic field applied
perpendicular to the CuO2 planes, and in zero field under different cooling conditions. We find that the effect
of the magnetic field is to increase the magnetic scattering signal at all values of the out-of-plane wave vector
L, indicating an overall increase of the magnetic moments. In addition, weak correlations between the copper
oxide planes develop in the presence of a magnetic field. This effect is not taken into account in previous
reports on the field effect of magnetic scattering, since usually only L ≈ 0 is probed. Interestingly, the results of
quench-cooling the sample are similar to those obtained by applying a magnetic field. Finally, a small variation
of the incommensurate peak position as a function of L provides evidence that the incommensurate signal is
twinned with the magnetic scattering from the dominant and subdominant structural twin displaying peaks at
even and odd values of L, respectively, in our crystal.
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I. INTRODUCTION

The interplay between magnetic ordering and supercon-
ductivity remains a topic of intense investigation in both
cuprates and iron-based superconductors [1]. In the single-
layer cuprate superconductor La2−xSrxCuO4 (LSCO), quasi-
two-dimensional incommensurate (IC) magnetic order and
fluctuations have been observed at a quartet of IC positions
around the magnetic ordering vector in the parent compound
La2CuO4 (LCO); i.e., QIC = (1 ± δH , ± δK,L) in orthorhom-
bic notation [2–6]. In the doping range 0.06 � x � 0.13 it
was shown by Yamada et al. [7] that the incommensurability
δ scales linearly with the doping, δ ≈ x. For doping levels
close to x = 0.125, the superconducting critical transition
temperature is somewhat suppressed [8], which is known as the
1/8 anomaly and presumably caused by stripe ordering [9–15].
The static magnetism in LSCO near x = 0.125, as well as its
momentum space characteristics, has been previously studied
in great detail [4,8,16].

Several experiments have shown that application of a
magnetic field perpendicular to the CuO2 planes leads to
an enhancement of the elastic response from the magnetic
IC order at QIC for doping values in a range around the
1/8 anomaly: 0.10 � x � 0.135 [17–19]. In LSCO of higher
doping no static order is present, but it has been shown that
magnetic order can be induced by application of a magnetic
field [20,21].

*Present address: School of Metallurgy and Materials, University
of Birmingham, Edgbaston, Birmingham, United Kingdom.

Previously, some of us studied the interplanar magnetic
correlations in a crystal with doping value of x = 0.11
[22,23]. We observed that only the magnetic field component
perpendicular to the CuO2 plane, commonly referred to as the
(a,b) plane, gives rise to an enhanced IC scattering, whereas
the field component in the plane does not affect the magnetic
IC signal. Further, the field-induced intensity was modulated
along the c axis, indicating that interplanar spin correlations
develop in the presence of a magnetic field perpendicular to
the CuO2 planes.

The observation of enhanced c-axis correlations raises a
concern: Parts of, or in principle all of, the field-induced signal
observed in measurements using the more common (a,b) plane
crystal orientation may be due to the induced correlations, and
not to an increase of magnetic volume fraction or ordered mag-
netic moments in the superconductor, as commonly believed.
In the present work, we perform a comprehensive study of
the field-induced signal of a LSCO crystal of a slightly larger
doping level, x = 0.12. Our results confirm the earlier findings
of both field-induced magnetism and field-induced c-axis
correlations in this system. In particular, we find that much of
the observed IC signal in our experiments arises from an actual
increase of the magnetic moments in the system. In addition,
short-range c-axis correlations develop. We present estimates
for corrections of the values of field-induced signal arising
due to c-axis correlations. Surprisingly, we also find that fast
cooling of the crystal to base temperature induces short-range
c-axis correlations similar to what is found when applying a
strong magnetic field. In combination with observations by Lee
et al. [24] on oxygen-doped La2CuO4+y , these observations
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suggest that fast cooling and application of a magnetic field
have similar effects on the IC order.

II. EXPERIMENTAL METHOD

The La1.88Sr0.12CuO4 sample studied in this work consisted
of a single crystal grown by the traveling solvent floating
zone method [25]. It exhibits a superconducting transition
temperature of Tc = 27 ± 1.5 K and a magnetic ordering
temperature of TN = 30 K [18]. In earlier work on the same
crystal [18,26], the Sr content x = 0.120 ± 0.005 was deter-
mined from the structural transition temperature separating the
high-temperature tetragonal (HTT) from the low-temperature
orthorhombic (LTO) phase. A neutron-diffraction scan of the
structural (200) reflection shows that the crystal displays
twinning into primarily two domains.1 We have checked that
the twin pattern is reproducible under slow-cooling conditions.

High-resolution elastic neutron-scattering experiments
were carried out on three different cold-neutron triple-axis
spectrometers: RITA-II [27] at the SINQ neutron source at PSI,
Switzerland; FLEXX [28] at the BER2 research reactor at HZB
Berlin, Germany; and PANDA at the FRM II research reactor
source in Munich, Germany. Preliminary data were taken at
BT-7 [29], NIST Center for Neutron Research (NCNR). We
performed measurements with the sample oriented with the
c axis in the scattering plane. To obtain scattering from an
IC position we therefore tilted the (a,b) plane ∼7.8◦ out

1We note that structural twinning is sample dependent.

of the scattering plane as illustrated in Fig. 1. Thereby we
get access to wave vectors of the form Q = (H 0.14H L)
in orthorhombic notation, where a = 5.312 Å, b = 5.356 Å,
and c = 13.229 Å. We find an IC signal at the position
QIC = (0.887(2),0.124(1),L).

In triple-axis spectrometers, the resolution ellipsoid is
elongated out of the scattering plane. This means that in
common experiments, where the (a,b) plane is in the scattering
plane, the intensity is enhanced by resolution integration along
the c axis, along which the IC signal is broad. In the present
crystal alignment with the c axis in the scattering plane we do
not gain intensity by these resolution effects, and optimization
of the experimental setup is required. Sample rotation scans are
optimal in this situation since this limits distinct background
contributions from, e.g., powder lines. All experiments were
therefore carried out by sample rotation scans with the
exception of a few scans close to L = 0 in the zero-field
experiment at PANDA; see the open circles and solid black
lines of Fig. 1(b) for an illustration of sample rotation scans.

The PANDA experiment was performed in zero field after
a quench cooling of the crystal by 4 K/min. The experimental
setup was Ei = Ef = 5.0 meV and we used 60′ collimation
before and after the sample. A Be filter was placed between
the monochromator and the sample.

In the experiments at FLEXX and RITA-II horizontal field
magnets were used. The experimental setup on RITA-II was
Ei = Ef = 4.6 meV and the nine-blade analyzer was arranged
in the monochromatic q-dispersive mode [30]. We used an
80′ collimation before the sample and a Be filter with radial
collimation after the sample. The sample was mounted in a
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FIG. 1. (Color online) (a) Illustration of the quartet of IC peaks around (100) in orthorhombic notation. The scattering signal from the (100)
structural second-order peak belonging to the dominant domain is shown by the red circle. The crystal shows twinning into two subdominant
domains of which we show the strongest by the blue circles. The red and blue lines show the Cu-O-Cu axes. Note that the IC peaks are
shifted off these high-symmetry axes in agreement with earlier reports [4]. The black arrow shows the axis (H 0.14H 0), which we probe in
the scattering plane. (b) Illustration of the scattering plane spanned by (H 0.14H 0) and (0 0 L). We show examples of a sample rotation scan
through a signal rod with a proposed weak L dependence of the signal shown for the two twins of the IC signal, with maximum signal visualized
by red and minimum signal shown in yellow. The width of the signals along (H 0.14H 0) is exaggerated for clarity. Note that one twin (red
circle) displays peaks at even L values and the twin shown by the blue circle exhibits peaks at odd L values. The white points visualize how
the nine analyzer blades of the monochromatic q-dispersive mode (imaging mode) on RITA-II enable measurements at distinct values of L for
one sample rotation scan. For clarity, only every second analyzer blade has been shown. The solid lines show the trajectory of the reciprocal
lattice vectors in a sample rotation scan. From the scan line centered at L = 0, it is clear that a sample rotation scan is not applicable for small
L values. With increasing L, the change in L during one sample rotation scan through the signal rod becomes smaller.
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FIG. 2. (Color online) (a, b) Raw data for sample rotation scans through the IC position (H 0.14H L) for L = 3.0 and L = 4.0 in H = 6.8 T
(red data points) and zero (black data points) applied field along the c direction, taken at T = 2 K. These data were taken at RITA-II, PSI.
For each scan the data of five blades were combined, leading to an uncertainty in L of 0.1 r.l.u. Error bars are smaller than the marker size.
The field data are shifted upwards by a constant offset for clarity. The solid curves display fits to Gaussian functions on a sloping background.
(c) The fitted peak position HIC for 6.8 T field data as a function of L. The dashed black line shows a fit to a straight line and the solid black
line displays a fit to a sine function, which provides a better fit to the data. The color inset shows the intensity of the structural scattering signal
around (200).

6.8-T horizontal field cryomagnet and data were taken in 6.8 T
field applied along the c axis as well as in zero field. To improve
data statistics, we performed a similar experiment at FLEXX
with the sample placed in a 6-T horizontal magnet with the
same orientation as in the RITA-II experiment. The FLEXX
experiment was performed with energies Ei = Ef = 5.0 meV
and we used 60′ collimation between monochromator and
sample as well as between sample and analyzer. Second-order
contamination from the monochromator was eliminated by a
velocity selector. In both the RITA-II and FLEXX experiments
the same slow sample cooling of 1 K/min was performed
from T = 190 K down to T = 50 K. We studied the magnetic
order by scanning through the magnetic ordering vector QIC at
T = 2 K by rotating both the sample and the magnet, keeping
the magnetic field along the c axis. In some of the scans the
background contribution was estimated by performing similar
scans at T = 40 K, where the magnetic order is absent.

III. RESULTS

Figures 2(a) and 2(b) show the raw data taken on RITA-II
through the IC position QIC at different magnetic fields for
L = 3 and L = 4, respectively. It is seen that for the zero-field
data the peak intensity is roughly the same at L = 3 and L = 4,
whereas the measurements in an applied field show a higher
intensity at L = 4 than at L = 3. We fit the raw data to a
single Gaussian on a sloping background keeping the width
of the peak constant. The peak width is resolution limited and
corresponds to a large in-plane correlation of ξin-plane � 120 Å
, consistent with earlier measurements finding resolution-
limited correlations in the (a,b) plane [18,31]. Due to the
use of the monochromatic q-dispersive mode, the RITA-II
experiment amounts to almost 80 individual scans. In Figs. 2(a)
and 2(b), the data of five blades are combined for an integration
range of �L = 0.1 reciprocal lattice units (r.l.u.). For the
individual scans the fitted center position of the peaks varies
within ≈0.002 r.l.u. around the mean value of HIC = 0.887.
Further inspection of the fitted peak center shows a clear
modulation as a function of L as shown in Fig. 2(c) with

HIC = 0.888 for even L and HIC = 0.886 for odd L. Although
significant, the variation in the fitted peak center is smaller
than the resolution-limited width of 0.006 r.l.u. and we cannot
resolve the signal into two separate peaks. We later see that
the clear modulation of the peak center provides evidence that
the IC signal is twinned. In the inset of Fig. 2(c) the twinning
of the structural peak at (200) is depicted, showing that three
distinct structural domains are visible.

In Fig. 3 we show scans at L = 2 from the independent ex-
periment on FLEXX. In this experiment we carefully measured
the background intensity by sample rotation scans above the
magnetic ordering temperature at T = 40 K and performed
a pointwise background subtraction of the incommensurate
magnetic signal. The figure clearly shows the effect of a 6-T
magnetic field; the IC magnetic signal is roughly doubled. This
is in agreement with the enhancement of the L = 0 signal in
7 T, observed in Ref. [31].

Now we turn to the main purpose of the study, which is
to map out the full L dependence of the IC signal in field
and in zero field. We did several scans similar to those shown

FIG. 3. (Color online) Measured peak intensity at T = 2 K for
the IC position (H 0.14H 2.0) in 6 T field (red data points) and zero
field (black data points). Pointwise background subtraction has been
performed, using 40-K data as background. The solid curves are
Gaussian fits to the data. These data were taken at FLEXX, HZB.
The field data are shifted upwards by a constant offset for clarity.
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FIG. 4. (Color online) Background-subtracted elastic response at
the IC position (0.887(2),0.124(1),L) versus L in zero field, a 6.0-T
field (FLEXX data), and a 6.8-T field (RITA-II data). The y-axis
label corresponds to the counting rate at the RITA-II experiment. To
compare the two data sets, the FLEXX data have been scaled by a
constant factor determined by the fraction of the signal intensities
at the common data point L = 2.2. The red solid line corresponds
to a fit to three Lorentzian functions with the same width and fixed
centers at L = 2, 3, and 4. The three Lorentzian functions are shown
separately by the red and blue dashed lines, belonging to the first and
second IC twins, respectively. The color code is the same as in the
cartoon drawing in Fig. 1(b).

in Figs. 2(a), 2(b), and 3 for L in the range 1.8–4.15. This
span in L is significantly broader than in the previous field
study in Ref. [22]. The results are summarized in Fig. 4 for
both the RITA-II and FLEXX experiments. In zero field the
measured IC signal is flat as a function of L; i.e., there is no
observable interplanar correlations when the sample has been
cooled down slowly. The effect of applying a magnetic field
perpendicular to the copper oxide planes is twofold. First, weak
correlations between the CuO2 planes develop. In zero field
there is no intensity modulation as a function of L, whereas a

clear modulation builds up upon application of field. This is
in agreement with the observations of Lake et al. in LSCO
x = 0.11 [22]. Second, and more pronounced, an overall
enhancement of the magnetic signal takes place for all values of
L. A fit of the field data to three Lorentzian functions with same
width and fixed centers at 2, 3, and 4 gives a broad modulation
with half width at half maximum (HWHM) = 0.7(1) r.l.u. This
corresponds to a very short correlation length of 3 Å, smaller
than the distance between neighboring CuO2 planes. Thus, the
spins in neighboring planes are only very weakly correlated.

As a measure of the true enhanced intensity we integrate
the signal measured in field along L and compare to the L-
integrated zero-field signal. From Fig. 4 we get an L-integrated
enhanced intensity of 77(8)%. For a comparison we calculate
the enhancement effect at L = 2 from Fig. 4 and get 109(9)%.
The latter corresponds to the effect which would be estimated
from a measurement with the current crystal aligned in the
(a,b) plane.

Finally, in Fig. 5 we show the results of the PANDA
experiment, which was done at zero field, but under different
experimental conditions since the crystal was quench cooled
by 4 K/min. We observe a small correlation between the
CuO2 planes even when no magnetic field is applied. In this
case a fit to two Lorentzian functions centered at even L,
which gives a width of HWHM = 0.58(8) r.l.u., similar to
the broad modulation observed in field. This leaves us with
the interesting observation that quench cooling has the same
qualitative effect of enhancing interplanar correlations as the
application of an external magnetic field in the c direction.

IV. DISCUSSION

In the previous section we reported that c-axis correlations
are absent when the system is cooled slowly from T = 190 K
to 50 K. Further, we observed that a magnetic field as well
as quench cooling can lead to the development of clear, but
short-range, c-axis correlations. Now we turn to a thorough
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FIG. 5. (Color online) Scans through (H 0.14H L) at T = 3 K (blue open squares) and T = 40 K (black points) in zero field for (a)
L = 1 and (b) L = 2. In both panels, the solid blue line shows a fit to a Gaussian function on a sloping background. (c) L dependence of the
incommensurate magnetic signal above background in zero field measured at PANDA. The solid black line shows the fit to two Lorentzian
functions with fixed centers at L = 0 and L = 2. The dashed lines show each of the Lorentzian functions separately.
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discussion of the magnetic signal and how it is affected by an
applied magnetic field and quench cooling the system. Finally,
we discuss our experimental findings in the framework of
theoretical microscopic models.

A. Peak position of the magnetic signal

We observe an IC signal at all values of L in field as well
as in zero field. In field the position is at H = 0.887(2) with a
weak L dependence as shown in Fig. 2(c). Under the assump-
tion that this IC signal belongs to the dominating structural
twin, the mean IC position corresponds to a displacement
angle of θ = 2.7◦ away from the high-symmetry axis of the
underlying CuO2 plane. This is consistent with the findings of
Kimura et al. [4] on a crystal of similar doping. In zero field
the mean peak position is the same as in field with a slightly
larger uncertainty due to the very weak signal. In zero field
there is no discernible variation in peak position along L.

The signal structure along the L direction for different twin
components of the IC order in LSCO has not been measured
previously. Our expectations stem from the parent compound
La2CuO4 [32,33] and superoxygenated La2CuO4+y [34].
The parent compound La2CuO4 displays long-range three-
dimensional antiferromagnetic order with spins aligned mainly
along the orthorhombic b axis [32,33]. With this spin structure
the magnetic signal is peaked at even L for scattering at
(1 0 L) and at odd L for scattering at (0 1 L). In the work
by Lee et al. [34] the three-dimensionality of the IC signal
in superoxygenated La2CuO4+y was investigated. A clear
splitting of the incommensurate signal allowed measurements
of IC signals centered at (1 0 L) and (0 1 L) simultaneously.
Lee and co-workers reported the presence of incommensurate
peaks, which are broad along L; for the IC signal centered
at (1 0 L) the peak is at even L while it occurs for odd L

for the IC signal centered at (0 1 L). Thus, in La2CuO4+y the
arrangement of the spins in the interplanar direction bears
resemblance to the spin arrangement in the parent compound
with the spins being correlated across two to three CuO2

planes [34].
In our case the orthorhombicity of the crystal is much

smaller than in La2CuO4+y which makes it harder to identify
a possible twinning of the IC signal. Twinning of the
crystal can result in development of four different structural
domains [35]. From scans through the structural peaks,
three structural domains are visible as shown in the inset
of Fig. 2(c). The subdominant second-order peak close to
(1 0 0) is displaced from the dominant peak by 0.8% in both
directions. This corresponds to a rotation of 0.22◦ between the
two twins. In Ref. [4] the twin splitting was reported to be
∼0.3◦.

By a rotation of 0.22◦ and a rescaling of the vector length,
the structural peak of the dominant twin is brought to the
same position as the structural peak of the subdominant
twin. Performing the same transformation on the IC peak at
(0.888,0.124,0) we might expect an IC twin at the position
(0.879,0.126,0). This predicts a larger deviation in peak center
than expected from the lower value of the fitted peak center
shown in Fig. 2(c) for L = 3, which is H = 0.886. Note,
however, that the expected difference in peak position of the
two IC twin signals is of the order of the resolution limitation

of 0.006 r.l.u. Due to this resolution limitation along the
(H 0.14H 0) axis and due to the broadness of the signals
along the (0 0 L) axis, both IC twin signals will contribute
for all values of L. Since we measure the IC signal centered at
(1 0 L) defined with respect to the dominant structural domain
we expect interplanar correlations from the dominant twin
to be peaked at even L. The subdominant twin signal is
centered at (0 1 L) and will therefore be peaked at odd L.
Thus, the IC twin centered at (0.888,0.124,0) will dominate
at even L and the other twin appears with weak intensity at
odd L. The individual contributions to the field intensity are
visualized by the dashed lines in Fig. 4. Since the twin which
shows correlations peaked at even L is more pronounced than
the twin with correlations peaked at odd L, the total signal
displays peaks at even L = 2 and 4, whereas the peak at
L = 3 is masked by the tails of the other two. Due to the
broadness of the signals, the peak position is an average over
both twins at all values of L. This is why we observe only a
very small shift in the fitted peak center as a function of L

shown in Fig. 2(c). Our observations are consistent with this
picture.

B. Field-induced c-axis correlations

From the two independent field experiments done at RITA-
II and FLEXX we find that the IC signal at (0.887,0.124,L)
is enhanced by a magnetic field at all values of L, but in
particular for even L. The results of both experiments agree
on the magnitude of the magnetic field enhancement at even
L which is close to a factor of 2 in both cases.

Although the FLEXX experiment provided fewer data
points, it is clear from Fig. 4 that both experiments agree
on the development of weak interplanar correlations in a
field as reflected in the L dependence of the amplitude of
the IC intensities. The peaks which are centered at even
values of L are very broad and the correlation length is
smaller than the interplanar distance of 6.5 Å. This deviates
from the correlation length of more than 10 Å as found in
Ref. [22] for LSCO x = 0.11. We note that the correlation
length determined in Ref. [22] is likely uncertain due to the
sparse data. However, we cannot rule out a real difference in the
field-induced interplanar correlation length between these two
crystals of different doping levels. Since our crystal displays
enhanced magnetic order in zero field compared to smaller
doping values [18], it might be harder to induce the interplanar
correlations by a field.

The primary effect of an applied magnetic field is to enhance
the magnetic signal by enlarging either the magnetic volume
fraction or the ordered magnetic moments. In principle,
rotation of the spins could give rise to an enhancement of
the magnetic signal at L = 0, but this was ruled out by the
study by Lake et al. [22]. Our neutron-scattering experiment
does not allow for a distinction between an enlarged magnetic
volume fraction or increased ordered magnetic moments.
Muon spin-rotation studies on the same crystal show that
magnetic order is present throughout the entire volume of
the sample with a resolution of 20 Å given by the effective
range over which a muon is sensitive to the presence of
static electronic moments [18,36], and we conclude that the
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main effect arises from enlargening of the ordered magnetic
moments.

In addition, development of weak interplanar correlations
occurs as a response to the applied magnetic field. As a
consequence, the field effect reported in the literature on
magnetism in the cuprates that has been measured in the
usual configuration L = 0 must be requantified, since it is
either over- or underestimated, depending on whether the
dominant IC peak belongs to a “(100)” or “(010)” IC quartet.
For our crystal, measuring at the IC peak at (0.887,0.124,0)
with L = 0 would cause an overestimation of the field effect.
At even L the amplitude enhancement is roughly 109%,
whereas the real increase of magnetic order measured from
the L-averaged intensity is only 77%. Thus, the field effect is
overestimated by 40%.

C. Cooling-induced c-axis correlations

Another new finding in this work is the fact that interplanar
correlations are also found in zero field under different
experimental conditions where the crystal is quench cooled
from room temperature down to base temperature below 4 K. In
contrast to the experiments on RITA-II and FLEXX, where the
temperature regime for ordering of possible excess oxygen was
traversed slowly, this was passed extremely fast in the PANDA
zero-field experiment. This is likely to have resulted in finite
interplanar correlations as evident from Fig. 5, qualitatively
similar to the result of an applied magnetic field.

To understand this behavior, we first compare our sample
to superoxygenated crystals where the excess oxygen ions
order in a three-dimensional structure upon slow cooling.
Lee et al. [24] showed that fast cooling leads to an
oxygen-disordered state displaying enhanced spin-density-
wave (SDW) order compared to the oxygen-ordered state.
In fact, in this work it was observed that disordering the
excess oxygen has the same enhancement effect of the SDW
signal as the application of a 7.5-T field. However, it remains
unknown how disordered oxygen ions or applied magnetic
field affect the magnetic correlations between the CuO2

planes.
In this paper we show that the cooling history can be

important for the interplanar correlations and thereby also
affect the strength of the IC signal when measured in the L = 0
configuration. We put forward a possible explanation for our
observations. The sample might have a small amount of excess
oxygen since this is not easily avoided during crystal growth.
Fast cooling through the temperature regime where ordering
of possible excess oxygen takes place, which occurs down to
∼180 K, might cause random positions of the excess oxygen
ions. Such impurities could act as pinning centers enhancing
the magnetic correlations between the planes.

D. Theoretical scenario

Theoretically, the slowing down and subsequent pinning
of static magnetic order by disorder sites and twin bound-
aries [37–46] and vortices [47–53] has been previously
discussed extensively in the literature. From the microscopic
studies, it is clear that the modulations of charge density

and/or electron hopping amplitudes induced by impurities
and twin boundaries can lead to local magnetic instabilities
which nucleate magnetic order in the vicinity of the perturbing
sites. The vortices, on the other hand, typically induce local
magnetic order due to the suppressed superconducting gap
and an associated enhanced local density of states near the
Fermi level in the cores. It has been shown that even in
strongly disordered situations vortices enhance the in-plane
magnetic moments [53,54]. To the best of our knowledge,
the out-of-plane induced magnetic order by disorder or by
vortices has not been described by microscopic models,
and constitutes an interesting future study. For the pure
superconducting system, flux lines along the c axis should
lead to substantially enhanced spin correlations along L [22].
The weak coupling between the CuO2 planes will lead to
short-ranged vortex-induced magnetic order, but the extremely
short c-axis correlations found here point to additional effects.
Certainly, the full magnetic volume fraction already in zero
field indicates that there is hardly any “room” for vortices to
induce coherent spin correlations along the c axis. Instead, the
vortices lead to local enhancements of the magnetic moments
and presumably adapt to the many preexisting pinning centers
and strongly meander along c, leading to only very weak c-axis
field-induced correlations in qualitative agreement with our
observations. Within this scenario, samples with less static
magnetic order in zero field should lead to longer-ranged
and more pronounced c-axis correlations in the presence of
a magnetic field.

V. CONCLUSIONS

We have studied the field dependence of the interplanar
magnetic correlations in La1.88Sr0.12CuO4. The primary effect
of an applied magnetic field is an enhancement of the magnetic
moments. Further, there is an effect of increased interplanar
correlations in the presence of an applied field. The interplanar
correlation length is very small and implies correlations only
between neighboring planes. This indicates that the magnetic
order is already strongly pinned by impurities in the sample
and that vortices tend to bend rather than go perpendicular
to the CuO2 planes on the way through the sample. We
observe that a fast-cooling procedure results in the same feature
as application of a magnetic field, namely development of
weak interplanar correlations. One possible scenario caused
by excess oxygen could lead to pinning of the magnetic
order between the CuO2 planes thereby explaining why a
quench-cooled system behaves similarly as a system subjected
to an external field.
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