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Abstract

Electrocatalysis promises to detach society from fossil fuels, by allowing production of
energy-rich molecules from abundant energy-poor molecules and renewable energy. A
major roadblock towards this vision is the lack of efficient and stable catalyst materials
made from readily available materials. Of particular importance is the oxygen evolution
reaction (OER), which kinetically limits the electrolytic production of hydrogen for pur-
poses such as energy storage, and chemical reduction. This thesis aims to expand our
oxygen evolution reaction modelling approaches and increase our understanding of the
catalytic mechanisms on highly active platinum group metal-oxides RuO2 and IrO2 in
acid. Additionally, it aims to investigate and understand activation of the stable but
inactive semi-conducting TiO2.

The dissertation includes five articles, the first of which seeks to explain the gap between
Density Functional Theory (DFT) calculated and experimental activity of RuO2. The
proposed solution is that RuO2 employs a different reaction pathway than most other
oxides, with protons in key intermediates migrating to an active site-adjacent proton-
acceptor site. The second and third articles aim to introduce a screening method for
the determination of lattice oxygen exchange tendency in rutile structures. The screen-
ing approach is a general method that can easily be extended to other oxide systems.
The method is applied to Ru1−xNixO2, Ru1−xTixO2 and Ru1−xMnxO2 systems to good
agreement with experimental results. The fourth article discusses catalytic activation of
TiO2 by simultaneous n- and p-type doping. The study finds that TiO2 can indeed be
activated, and the activation tuned, by co-substitution doping approaches. The finding
is corroborated by experiments. As follow up studies to this article, unpublished DFT
data is presented for the Ru-Ti conductor-semi-conductor transition as well as Ti in a
high entropy oxide (HEO) system. The investigation of the conductor-semi-conductor
transition finds that binding energies on Ti are mainly determined by whether there is
Ru in the structure or not. Ti binding energies in the deep semi-conducting regime are
found to be highly variable, and while this is possibly due to computational artefacts,
it is replicated in conducting HEO structures. It is shown that the binding energy of
oxygen on Ti is highly correlated with the Fermi level of the structure relative to stable
oxygen 2s orbitals. Additionally, it is shown that the Fermi level of structures can be
modelled as a simple weighted average of the constituent oxides. These results indicate
that it is possible to optimize the binding of OER intermediates on Ti in HEOs. Finally,
the fifth article discusses the role of redox-active site density in the OER on amorphous
and rutile iridium oxide. The redox-active sites are quantified by operando time-resolved
ultraviolet-visible spectroscopy, and it is found that oxygen intermediates at OER rele-
vant potentials interact, contributing to O-O bond formation. This leads to a modified
Sabatier volcano plot, dependent on the size of this adsorbate-adsorbate interaction.

These results are seen as significant steps towards the rational design of abundant catalyst
materials for the OER reaction in acid.
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Resumé

Elektrokatalyse lover at afkoble samfundet fra fossile brændsler gennem produktion af
energi-holdige molekyler fra lettilgængelige energi-fattige molekyler. Denne vision er
primært tilbageholdt af manglen på effektive og stabile katalysatormaterialer, der selv er
lavet af lettilgængelige materialer. Især vigtig er oxygen udviklings reaktionen (OER),
som kinetisk begrænser den elektrolytiske produktion af hydrogen til formål som energi
opbevaring og kemisk reduktion. Denne afhandling søger at udvide vores modellerings
tilgang til oxygen udvikling, samt at øge vores forståelse af de katalytiske reaktionsveje på
de højt-aktive platinmetaloxider RuO2 og IrO2 i syre. Yderligere søges der en forståelse af
tilgange til aktivering af den stabile, men inaktive, halvleder TiO2 som OER katalysator.

Afhandlingen inkluderer fem artikler, hvoriblandt den første sigter efter at forklare forskellen
på den forventede aktivitet af RuO2 som beregnet med tæthedsfunktional teori (DFT)
og eksperimentel litteratur. Som løsning foreslås at RuO2 benytter en anden reaktionsvej
sammenlignet med de fleste andre oxider. Den foreslåede reaktionsvej kendetegnes ved
at protoner fra nøgleintermediater er migreret til en proton acceptor nær reaktionsst-
edet. Den anden og tredje artikel introducerer en screeningsmetode til at identificere
udvikling af gitterilt fra rutile strukturer. Screeningsmetoden er en generel metode, der
nemt kan udvides til nye systemer. Metoden bliver anvendt på Ru1−xNixO2, Ru1−xTixO2

og Ru1−xMnxO2, og finder god overensstemmelse med eksperimentelle resultater. Den
fjerde artikel diskuterer katalytisk aktivering af TiO2 ved samtidig n- og p-type dopning.
Studiet finder at det er muligt at aktivere titandioxid med co-substituering, samt at tune
aktiviteten. Disse resultater bliver korroboreret af eksperimentelle resultater. Som opføl-
gning på dette studie, præsenteres ikke-udgivet DFT data for leder-halv-leder overgangen
i ruthen-titan dioxid, samt data for Ti i højentropiske oxider (HEO). Undersøgelsen af
Ru-Ti leder-halv-leder overgangen finder at bindingsenergien for intermediater på Ti er
mest af alt bestemt af hvorvidt der er ruthen i strukturen eller ej. Bindings energier på
Ti i det dybe halvledende domæne er fundet til at være højt varierende. Dette kan være
på grund af komputationelle artefakter, men en bred spredning for bindingsenergier på
Ti er også set i de højentropiske oxid systemer. Det vises at bindings energien af oxygen
på Ti er højt korreleret med Fermi niveauet af strukturen, beregnet som relativ til dybe
stabile oxygen 2s orbitaler. Fermi niveauet findes at kunne modelleres som et simpelt
vægtet gennemsnit af komponent-oxiderne i et HEO system. Disse resultater indikerer
at det er muligt at optimere bindingen af OER intermediater på TI i høj-entropiske ox-
ider. Endelig, den femte artikel diskuterer rollen af redox-aktive centre i OER på amorf
og rutil iridium oxid. De redox aktive centre bliver kvantificeret med ultraviolet-synlig
spektroskopi, og det findes at oxygen intermediater ved OER relevante potentialer inter-
agerer. Dette bidrager til dannelsen af O-O bindinger, og leder til et alternative vulkan
plot afhængigt af styrken på denne interaktion.

Disse resultater ses som signifikante skridt mod rationelt design af lettilgængelige katalysator
materialer for oxygen udvikling i syre.
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1 Introducing the Grand Vision

Writing introductions in this field can easily become (somewhat justified) doom and
gloom. I included an introduction of such character in my master’s thesis, and would like
to do something else this time around. Therefore, I will focus on the hopeful promise
of electrocatalysis. Because electrocatalysis truly is hopeful. It tells the tale of a world
powered entirely by renewable sources [1]. Where our fuels and chemicals are derived
from air and sea. Air provides abundant amounts of carbon dioxide, nitrogen and oxygen
as building blocks, and the sea provides water and salt. The wonderful thing about this
vision, is that it is not a fantasy. These technologies exist, and are working. In this
regards, we are simply figuring out the kinks to allow for industrial upscaling.

Due to the enormous energy consumption of the modern world, any technology that is
to have noticeable impact on global energy demand and infrastructure has to operate on
the terawatt scale. The challenge of meeting this criteria has been dubbed the "terawatt
challenge", and solutions require finding alternative energy carriers to compete with oil
[2]. Coupling the intermittent nature of renewable energy sources with electrocatalysis
could provide this "oil" of the future by converting electric energy from the grid to a
chemical of choice. A significant candidate for this "power-to-X " is green electrolytic hy-
drogen [3], as it is simultaneously pollutant free, readily available, an important reducing
agent in chemical industry and has the highest energy per mass metric [4]. The green
production of hydrogen thus holds a key role in defossilization of energy infrastructure
and chemical industry.

While hydrogen is the desired product in water electrolysis, the major technological chal-
lenges are related to the slow kinetics of the oxygen evolution reaction (OER) at the
anode [5], making the process largely inefficient. The most commercially mature water
electrolyzers are for OER in alkaline conditions, it would however be ideal to have effi-
cient electrolyzers for acidic conditions. Acidic electrolyzer technology allows for higher
current densities, smaller electrolyzer modules, purer gas output and pressurized working
conditions [6]. The harsh working conditions of acidic water electrolyzers put significant
stability limitations on the types of catalyst materials that can be employed. The cur-
rently best known catalysts for such conditions are oxides of rare platinum group metals
like ruthenium and iridium [7, 8, 6]. This makes industrial upscaling to meet the terawatt
challenge straight up impossible [9], and calls for alternative materials. This thesis pro-
vides a step towards new materials, by providing a deeper understanding of Ru and Ir as
OER catalysts. Additionally, it explores ways to activate the otherwise inactive titanium
oxide.

This dissertation primarily concerns OER for acidic working conditions, and as such these
reaction conditions will be implicitly assumed throughout.
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2 Surface modelling approaches

With the motivation laid out, what tools and techniques do we use to address the subject
of electrocatalysis? The main tool of choice employed in this thesis is Density Functional
Theory (DFT). DFT is based upon the idea that the energy of a system is given by
the electronic density, and that it is therefore a functional of the electron density [10].
DFT provides multiple types of output that can be beneficial to understanding the elec-
trocatalytic surface; examples being the total energy of a system, the forces within the
system, the electronic density of states (DOS) or the work function. In my Master’s
thesis I have previously written a chapter on the basic theory and algorithmic design of
DFT [11]. In this thesis, I will therefore refrain from going into too much detail about
the inner workings of DFT, and instead refer back in case of interest (made available
at link https://curis.ku.dk/ws/files/403981637/Adrian_Master_s_Thesis.pdf or
QR code: section 10).

In practise you construct a structure of interest in a simulation environment like the
Atomic Simulation Environment (ASE) [12], and then employ a DFT calculator such as
Grid-based Projector Augmented-Wave (GPAW) [13, 14, 15]. The calculator attempts to
converge the electron density to determine energy and forces. Once converged, the output
is rarely useful, as the system is generally not in a relaxed state. Thus the calculator
comes equipped with a geometry optimizer that translates atoms in the system according
to their forces. The DFT calculator then runs again to see whether the total forces in
the system are smaller than the user-defined convergence criteria. A DFT relaxation
thus requires the convergence of the electronic wave functions many times over as well as
the convergence of the geometry. Issues related to convergence of DFT calculations can
therefore be related to either converging the wave functions or finding the relaxed state
of a system.

DFT is not perfect, and approximations are a part of the approach. Of practical impor-
tance are the approximations introduced to describe the electronic interaction energies
[16]. The Kohn-Sham equations used to extract the electron density describe this inter-
action as a Coulombic repulsion between the individual electron and the entire electron
cloud [17]. This is of course unphysical, as it would imply electron self-interaction. The
Kohn-Sham equations attempt to rectify this with an additional additive term in the
single-electron Hamiltonian, namely the exchange-correlation (xc) functional [16]. Set-
ting up a DFT calculator thus requires the choice of an xc functional, and the descriptive
accuracy of the method is directly dependent on this choice. This approach leads to
errors of electron over-delocalization, and brings with it computational artefacts like un-
derestimation of band-gaps in semi-conductors.

Throughout this thesis I have mainly been using the RPBE xc functional due to its fo-
cus on strong chemical interactions [18], making it a good choice for describing oxygen
binding on surfaces. Depending on the system, DFT can however still have issues due
to strong electron correlation effects. Relevant to this thesis in particular are oxides. It
might therefore be necessary to include extra corrections to better describe the system.
An example of such an approach is DFT+U [19], which allows the adjustment of the
electron localization via a user-defined parameter Hubbard’s U. This correction comes
with the added challenge of determining a suitable value for U without over-engineering
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the output. Corrections approaches are relevant to keep in mind when working on highly
correlated oxide systems, as the output is particularly prone to computational artefacts
like band-gap underestimation and electron over-delocalization.

2.1 Modelling surface reactions

DFT is an incredible tool to understand (small) nanoscale systems. With such a tool
in hand the question becomes how to employ it for useful and telling output. Many
electrochemical surface reactions, and especially those of interest in this thesis, are proton-
electron coupled reactions. This type of reaction is defined by a concerted proton electron
transfer during the reaction step [20]. A generic example of a coupled proton-electron
oxidation reaction could be:

2AH→ A2 + 2(H+ + e−) (1)

Here, AH is a molecule consisting of arbitrary element A and hydrogen, H. This reaction
in reverse on the other hand constitutes an example of a generic reduction reaction:

A2 + 2(H+ + e−)→ 2AH (2)

Imagine now the electrocatalysis of the oxidation reaction eq. (1). During catalysis, the
anodic catalyst surface facilitates intermediate reaction steps, lowering the activation
barrier of the reaction as a whole. We might model this catalyzed reaction pathway as
an adsorption step:

AH + ∗ → A∗ + (H+ + e−) (3)

Followed by a desorption step:

A∗ + AH→ A2 + ∗+ (H+ + e−) (4)

As is common in this field, the surface is denoted with an asterisk (*), and when written
in superscript implies a surface bound intermediate. The above reaction pathway thus
adsorbs A onto the surface (A∗), releasing an electron and a proton in the process. This is
followed by the surface intermediate reacting with AH, causing the desorption of A2 as the
final product, leaving the catalyst surface unchanged and open for another catalytic cycle.

Let us explore the energetics associated with this reaction pathway. Employing DFT
for the determination of energies, we can calculate the adsorbate binding energy for our
example eq. (3):

∆EA∗ = EA∗ + E(H++e−) − E∗ − EAH(g) (5)

The energy of the proton-electron pair E(H++e−) is highlighted in red, as determining this
energy cannot be done directly with DFT calculations. For now, assume that we have a
fitting model for treating this term. This will be the topic of the next section 2.2.

Useful as it is, the DFT binding energy does not reflect the spontaneity of the reaction.
For this we need the Gibbs free energy of reaction. We can go from the DFT binding
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energy to Gibbs free energy of reaction by the addition of zero-point energy (CZPE),
enthalpic (CEnthalpic) and entropic corrections (CEntropic) [20, 21]:

∆Gbind = ∆EDFT + CZPE + CEnthalpic + CEntropic (6)

The change in zero-point energy is approximated by the quantum mechanic harmonic
oscillator and can be calculated using DFT. The enthalpic correction can be calculated
as the integral of the change in specific heat (∆cp):

CEnthalpic =

∫ T

0

∆cpdT (7)

In practice, this enthalpic correction is often disregarded [20]. The entropic correction
can be calculated from the temperature and change in entropy as [22]:

CEntropic = −T∆S (8)

In real systems, the electric field from the electrode also has an influence on the binding
energy of intermediates [23]. This effect is generally negligible for small intermediates,
but can become relevant for larger intermediates protruding the interface [20], or special
cases like solvated ions in the interface [24]. These field effects are discounted throughout
this thesis, as they have been shown to be negligible for the OER intermediates [21].
Additionally, the energy corrections used in this thesis mirror those from [21] and are
presented in section 9.

To determine the Gibbs free energy of reaction thus requires a DFT calculation of the gas
AH, the surface ∗, the surface with adsorbate A∗ and a model for the chemical potential
of the electron proton pair (all in addition to the above corrections). Of course the Gibbs
free energy of reaction should change according to the conditions i.e. applied potential
and the pH. A good model for the proton-electron pair thus allows us to determine the
conditions that thermodynamically favor surface intermediates of interest.

2.2 Computational Hydrogen Electrode

The famous computational hydrogen electrode (CHE). The absolute cornerstone of all
that I have done during my PhD years. It has been the source of quite the confusion
for me, and I know it has been for others as well. This is particularly odd due to the
simplicity of the model. In my case, I suspect that I simply didn’t understand exactly
what it was attempting to model, and by extension when it was applied. The CHE is
a model for the chemical potential of the electron-proton pair, such that the Gibbs free
energy of binding described in the preceding section becomes computable [21]. It serves
the purpose of a computational reference electrode. A reference electrode is used in real
(experimental) systems to allow comparison between different catalyst performances. In
computational systems, the CHE allows for "asking" a system how it would look at a
specific electrode potential as determined by the reference. The CHE is based on the
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Figure 1: The computational hydrogen electrode. The reference electrode is a hydrogen electrode,
meaning it is in equilibrium with the hydrogen oxidation/reduction reaction. The chemical potential of
electrons at the working electrode is determined relative to the reference by the applied potential. Due
to the assumption of being in quasi-equilibrium, the chemical potential of the protons is the same at
the reference, as in the electrolyte, as at the working electrode. This allows for modelling the chemical
potential of electron and proton at the working electrode by using the chemical potential of hydrogen
gas.

standard hydrogen electrode (SHE), which defines the equilibrium potential of

1

2
H2(g) 
 (H+ + e−) (9)

as 0 V at pH 0. It additionally models the reversible hydrogen electrode (RHE), which is
normalized by the activity of protons [20]. This allows for both varying the electrode po-
tential as well as the pH in the CHE. The RHE is linearly connected to the SHE through
the Nernst equation as follows:

URHE = USHE − 0.059V · pH (10)

So, how is the CHE model set up? A schematic representation of the CHE is produced
in fig. 1. At the reference electrode we have the equilibrium reaction of the hydrogen
electrode eq. (9). This equilibrium establishes a relation between the chemical potentials
of hydrogen gas, electrons and protons at the reference:
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1

2
µ(H2) = µref (H+) + µref (e−) (11)

The model is made for concerted proton-electron transfers and builds on three assump-
tions as laid out by Bagger et al. [20]:

1. The electrolyte bulk is in equilibrium.

2. The electrodes are in equilibrium with the catalytic surfaces, which are in turn in
equilibrium with the electrolyte.

3. The binding energy of intermediates is unaffected by the electrostatic field.

It follows from the first and second assumption that the chemical potential of protons
at the reference electrode (µref (H+)) is the same as in the electrolyte (µelectrolyte(H+)), is
the same as at the working electrode (µ(H+)):

µref (H+) = µelectrolyte(H+) = µ(H+) (12)

The chemical potential of electrons at the working electrode are accelerated by the ap-
plied electrode potential compared to the reference:

µ(e−) = µref (e−)− eURHE (13)

We are now in a position where we can calculate the proton-electron pair from eq. (5) for
the sake of calculating the Gibbs free energy of binding for eq. (6). Combining eq. (11),
eq. (12) and eq. (13):

µ(H+) + µ(e−) = [µref (H+) + µref (e−)]− eURHE =
1

2
µ(H2)− eURHE (14)

Thus it is possible to determine the chemical potential of the proton-electron pair at the
working electrode by simply calculating the energy of a gas-phase hydrogen molecule in
DFT and then adding the applied potential. We can now return to our generic example
adsorption eq. (5) and determine the Gibbs free energy of binding:

∆GA∗ = EA∗ + (
1

2
µ(H2(g))− eURHE)− E∗ − EAH + C (15)
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where C is the sum of the corrections mentioned in eq. (6). We can further generalize
this to any number of proton-electron transfers (n):

∆Gn = En + n(
1

2
µ(H2(g))− eURHE)− En=0 + C (16)

Here ∆Gn is the Gibbs free energy of binding for an adsorption reaction with n oxida-
tions, En is the total ground state energy of reaction products (excluding proton-electron
couple) as calculated by DFT after n concerted proton-electron oxidative transfers, and
En=0 is the DFT energy of reactants before any transfers have happened. In this case, n
being positive designates an oxidation whereas n being negative designates reduction.

2.3 Free energy diagrams
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Figure 2: Free energy diagrams for a generic example of an electrochemical oxidation reaction (eq. (1)).
The binding energy of the intermediate A∗ determines the potential determining reaction step. Orange
represents a weak binding surface and red represents a strong binding surface. a) The free energy diagram
in the case of 0V vs RHE. b) Free energy diagram of the case of URHE = UPDS .

Once the reaction free energies of surface configurations have been determined, a free
energy diagram can be constructed to visualize the energy landscape established by those
surface states. If the energy landscape is a reaction pathway of interest, the potential
determining step (PDS) can be determined. As an example let us return to our generic
oxidation reaction eq. (1). Assume that the free energy change of this reaction is 2.2
eV. If that is the case, it would ideally cost 1.1 eV of energy per concerted proton-
electron transfer to drive this reaction (2.2 eV divided by the number of transfers). This
is illustrated in fig. 2a as the ideal reaction energetics with each step being the same
size. Real catalyst surfaces rarely conform to the ideal case. Therefore the intermediate
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binding energy rarely equalizes all the reaction steps. In some cases the intermediate
might be "weakly" bound, such that the largest energy reaction step is that of getting
onto the surface. An example of this could be the orange line, where ∆GA∗ = 1.45 eV.
In other cases the surface might bind the intermediate too strongly, such that the most
difficult step is to desorb from the surface (example in red, ∆GA∗ = 0.9eV). The size of
the potential determining step (UPDS can thus be determined with the knowledge of the
binding energy:

UPDS = max(∆GA∗ , 2.2 eV−∆GA∗) (17)

The PDS determines the potential needed for every reaction step to be downhill in Gibbs
free energy, thus allowing the reaction to run (illustrated in fig. 2b). When the binding
energy is not at the ideal value, the reaction requires an elevated electrode potential to
run. This potential elevation is named the overpotential, η, and signifies the energy loss
associated with each reaction step [25]. It can be calculated as the difference between the
PDS and the equilibrium potential for the reaction. In this case:

η = UPDS − 1.1 V (18)

2.4 Volcano plots

The free energy diagrams of fig. 2 illustrates that the bond strength of an intermediate
should be just right. Neither too strong, as to be limited by desorption, nor too weak,
as to be limited by adsorption. This principle is named the Sabatier principle, after Paul
Sabatier [26], and is illustrated in fig. 3a. The principle is qualitative in nature, as it holds
no indication of what to be considered the appropriate descriptor for bond strength. The
free energy diagrams show that the binding energy of reaction intermediates can be used
as bond strength descriptor. This holds true for single-intermediate reactions like the
fictional AH oxidation. In case of multi-step reaction pathways, caution must however
be applied. This will be discussed in detail during treatment of the four-step OER in the
next chapter, section 3. As for the y-axis, this thesis will use the overpotential as activity
descriptor. This choice is in no way perfect, as it does not take into account reaction
barriers or kinetics. It is however easily identifiable from calculation, and has been shown
to relate directly to reaction barriers of surface reactions [27]. As such it is ultimately
connected to reaction rate through the Arrhenius equation [28]. The main draw from this
approach is to avoid difficult reaction barrier calculations, and even though the approach
constitutes a purely thermodynamic view, the trends are expected to hold when including
barriers [29].

To construct a volcano plot we need relations between the chosen bond strength descrip-
tor and the energy change associated with the reaction steps of the reaction. This is
effectively what we did in eq. (17), where the size of the two reaction steps were found to
be:

∆G1(∆GA∗) = ∆GA∗ (19)
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∆G2(∆GA∗) = 2.2 eV−∆GA∗ (20)
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Figure 3: a) Graphical illustration of the Sabatier principle. The bond strength of the reaction inter-
mediate on the surface determines the reaction rate, with the optimum being neither too strong nor too
weak. Reproduced from [11]. b) Example of a volcano plot for the fictional AH oxidation reaction. The
binding energy of A∗ is used as descriptor for bond strength, and −η as activity descriptor. Three points
are plotted on the volcano; the ideal case, the strong binding example and the weak binding example
from fig. 2.

Here ∆G1 is the size of the adsorption step, and ∆G2 is the size of the desorption step.
When ∆G1 > ∆G2, we have the case of a weak binding surface. As such the function
∆G1(∆GA∗) corresponds to what is coined the weak binding side of the volcano. The
opposite is true for ∆G2, which thus corresponds to the strong binding side. Together
these two functions make up the volcano as illustrated in fig. 3b. Additionally, the three
examples from fig. 2 have been plotted along the volcano. The volcano plot graphically
represents how close a given surface reaction is to being ideally catalyzed, as well as
whether the surface overshoots or undershoots the ideal value of the bond strength de-
scriptor.

2.5 Phase diagrams and surface Pourbaix diagrams

Take now the strong binding example from fig. 2, that is a surface that binds A∗ with a
binding energy of 0.9 eV. During working conditions the electrocatalyst material making
up this surface will probably be in contact with an electrolyte. Assume the electrolyte
is nothing but water and AH molecules ready for oxidation. Even from this simple per-
spective the surface quickly becomes a messy place. What is on the surface? Is it water?
Oxygen? Hydrogen? Hydroxides? Using the CHE we can establish a simplified model
to get an idea of the dominant surface intermediate at different electrode potentials. Say
that we have identified the following adsorption reactions that we suspect are occurring
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Figure 4: a) Example of a phase diagram using fictional data points. The lowest line determines
the most stable surface intermediate at a given electrode potential. Vertical lines signify the points of
change for the surface. The slope of each intermediate is, as dictated by the CHE, equal to the number
of oxidations required to reach that surface intermediate. b) Example of a surface Pourbaix diagram
using fictional data points. The dotted lines signify a change in surface configuration. Additionally they
represent lines of constant potential versus RHE.

in our system in addition to AH oxidation:

Hydrogen adsorption

∗+H+ + e- 
 H∗ (21)

∆GH∗ = −0.1 eV (22)

Hydroxide adsorption:

∗+H2O 
 HO∗ + H+ + e- (23)

∆GHO∗ = 1.3 eV (24)

Oxygen adsorption:

∗+H2O 
 O∗ + 2(H+ + e-) (25)

∆GO∗ = 2.6 eV (26)

We can now plot a phase diagram of the free energy of reaction for the above intermedi-
ates (fig. 4a). The phase diagram shows which surface intermediate is the most stable at
a given electrode potential, as well as when the most stable intermediate changes. The
plot tells us that below 0.1 V versus the RHE hydrogen is stable on the surface. Between
0.1 V and 0.9 V none of the above intermediates are stable. From 0.9 V to 1.7 V A∗ is
the most stable intermediate and anywhere above that oxygen takes the cake. A purely
thermodynamic view would expect the most stable intermediate to dominate the surface
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at a given potential.

If we are only interested in the most stable surface intermediate, we can exclude plotting
the free energy lines, and simply plot the points of change. We can also split up the URHE

into an SHE term and a pH term. This way we can construct a surface Pourbaix diagram
that has demarcated areas of stability for the surface intermediates modelled [29][30]. For
example, to find the border between no intermediate and adsorbed hydrogen you equate
the energy terms for these two surface states to determine where they cross:

∆GH∗ = 0 (27)

− 0.1 eV + eURHE = 0 (28)

− 0.1 eV + e(USHE + 0.059pH/e) = 0 (29)

USHE = 0.1V− 0.059V pH (30)

If you do this for all neighbouring surface states you get the Pourbaix diagram presented
in fig. 4b. This tool allows the prediction of surface structure from pH and electrode
potential. Since neighbouring surface configurations differ by single counts of concerted
proton-electron transfers, the lines of the plot also represent lines of constant RHE po-
tential.

In many ways every tool I have presented in this chapter is a variation of the phase dia-
gram; the drawing of a straight line to determine what potential makes a surface structure
stable. The phase diagram can thus be seen as the embodiment of the CHE, the clock-
work behind the scenes. It therefore also illustrates the issues with this computational
approach. The CHE can only calculate the stability of the structures you feed it. What
we would really like is a mapping that takes a potential, a surface and an electrolyte and
spits out the surface. This is effectively the opposite of what we actually do, which is (ed-
ucated) guessing of surface structures, followed by calculating when they could appear.
We are therefore severely limited by our intuition and idea generation, and might miss
the most stable surface configurations.
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3 Mechanistic complexity of the Oxygen Evolution Reaction

When it comes to modelling a catalyzed reaction like the OER, the very first challenge
is how to model the reaction pathway, as this directly informs the types of surface states
that we calculate. This is a very important step of the modelling process, as it directly
correlates to the activity of the catalyst. In this way the catalyst is not mechanism agnos-
tic. Modelling a catalyst using a mismatched reaction pathway can lead to discrepancies
between theory and experimental work. Throughout this chapter the importance of this
decision will be illustrated, ending with the specific and relevant case of RuO2.

3.1 Overview of reaction mechanisms

The exact OER reaction mechanism is a topic of much debate, with quite the list of pro-
posed mechanisms [31]. Despite the sheer amount of reaction mechanisms that could be
expected to occur on the surface, a 4-step single site concerted proton electron transfer re-
action has been widely successful in reproducing the experimental trends of oxides [21, 22]:

∗+H2O 
 HO∗ + H+ + e- (31)

HO∗ 
 O∗ + H+ + e- (32)

O∗ + H2O 
 HOO∗ + H+ + e- (33)

HOO∗ 
 O2 + ∗+ H+ + e- (34)

This reaction type with surface adsorption, followed by reaction between liquid and sur-
face intermediate, followed by product desorption, is sometimes called an Eley-Rideal
mechanism due to the similarities [32]. Sometimes it is also denoted a Volmer-Heyrovsky
mechanism, due to the electrochemical surface adsorption step (Volmer step) followed by
the liquid-intermediate reaction step (Heyrovsky step).

A second proposed reaction mechanism is a so-called Langmuir-Hinshelwood reaction,
with multiple surface adsorptions, surface recombination and desorption:

2O∗ → O2 + ∗ (35)

This reaction is sometimes also denoted a Volmer-Tafel reaction pathway, with surface
recombination and desorption being the Tafel step. It is often discounted due to expec-
tations of a large activation barrier in OER [27].

A third reaction mechanism mirrors that of the above Eley-Rideal mechanism, except that
a lattice oxygen near the active site serves as a proton acceptor in the water-splitting steps
(eqs. (31) and (33)) [33, 34]. When this was first proposed it was specifically for the case
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of ruthenium dioxide with Co or Ni dopants near the acceptor oxygen.

H2O + ∗+ O∗
A → O∗ + HO∗

A + H+ + e− (36)

Here O∗
A designates the proton acceptor oxygen.

The final reaction mechanism that I will introduce now is the Mars-van Krevelen (MvK)
mechanism, also called lattice oxygen exchange or lattice oxygen evolution reaction
(LOER). This is less of a well-defined reaction pathway, and instead more of an exper-
imental observation that you can have oxygen in the product stemming from the oxide
catalyst [35, 36]. This is not to be confused with the chemical dissolution of the lattice,
even though the two can be seen as connected [37]. In Mars-van Krevelen, reactant water
interacts with oxygen in the lattice, evolving oxygen molecules that are a combination
of lattice and electrolyte oxygen atoms. Water from the electrolyte then reacts with the
vacant oxygen lattice site left behind to resaturate the surface.

3.2 OER energetics and volcano plots

Figure 5: Free energy diagram for ideal case of the oxygen evolution reaction. A schematic ball-and-
stick representation is used for the OER intermediates along the reaction pathway eqs. (31) to (34). With
each coupled proton-electron step requiring 1.23 eV, no reaction step becomes the sole PDS. Reproduced
from [11].

Define the energy steps along the single site Eley-Rideal style reaction pathway (eqs. (31)
to (34)) as ∆G1 through ∆G4:

∆G1 = ∆GHO∗ (37)
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∆G2 = ∆GO∗ −∆GHO∗ (38)

∆G3 = ∆GHOO∗ −∆GO∗ (39)

∆G4 = 4.92 eV−∆GHOO∗ (40)

The sum of these reaction steps has to be the 4.92 eV required for oxygen evolution:

∆G1 + ∆G2 + ∆G3 + ∆G4 = 4.92 eV (41)

A perfect catalyst is one where every reaction step is of size 4.92 eV/4 = 1.23 eV. This
would be a catalyst that catalyzes the OER as well as the reverse, the oxygen reduction
reaction (ORR), at no overpotential. In an ideal world we would be able to independently
tune the energy of individual reaction steps to obtain this ideal catalyst. Unfortunately
the energy steps are interconnected through the aptly named scaling relations [38], that
is, relationships that seem to hold across any surface. For the OER these scaling relations
put two additional constraints on the reaction step sizes. The first constraint is that the
size of the first reaction step is approximately equal to the size of the second reaction
step:

∆GO∗ = 2∆GHO∗ (42)

∆G1 = ∆G2 (43)

This can be rationalized by the idea that the oxygen bond strength should be twice that
of the bound hydroxide species due to having two surface bonds, rather than one. The
second scaling relation is that the energy gap between the HO∗ intermediate and the
HOO∗ intermediate is 3.2 eV.

∆GHOO∗ = ∆GHO∗ + 3.2 eV (44)

This constraint constitutes a deal-breaker regarding finding an ideal catalyst, as it forces
the optimal PDS to be 3.2 eV/2 = 1.6 eV. The perfect catalyst following this reaction
mechanism would therefore have an overpotential of ηOER = 1.6V−1.23V= 0.37 V. The
scaling relations are the primary reason that technological development in this field is
slow. They have proven to be present and robust in computational results across wide
varieties of surfaces and methods [39]. Breaking them have been the target for much
research since they were first discovered. Yet a decade later, no breakthrough has been
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made. Coupled with the lack of standardization in electrochemical experimental work
[40], the field is forced to consider new approaches to OER catalyst design. The scaling
relations make it unlikely that any two-dimensional surface following the conventional
Eley-Rideal single site mechanism will be efficient. Thus a scaling-relation breaking cata-
lyst would either employ a different pathway, or in some way include the third dimension
to stabilize specific intermediates [41]. Additionally, it has to be noted that breaking the
scaling relations for the sake of breaking them does not guarantee an enhanced catalyst
[42, 43]. Rather, the break is only beneficial if it pushes the OER reaction steps towards
equal size.

Rutile RuO2 as an OER catalyst

Take now the rutile RuO2(110) surface as presented in fig. 6. The rutile (110) surface is
usually split into two different types of exposed sites. The first is the so called coordina-
tively unsaturated sites (CUS), which represents sites of undercoordination compared to
the rest of the bulk. This type of site is generally believed to be an OER active site [22].
The second site is the bridge site, where metal atoms are fully coordinated, connected by
"bridging" oxygen atoms.

Figure 6: Rutile (110) surface with CUS and bridge sites indicated. Reproduced from [11]).

RuO2 is long known for being a great OER catalyst [7], and is of central importance to
this thesis. If DFT is employed to calculate the energetics of the OER on a single CUS
site, you produce a free energy diagram like the one in fig. 7. Notice how fig. 7a illustrates
the scaling relations, with the first reaction step (∗ → HO∗) being approximately the
size of the second, as well as the sum of the second and third step being approximately
3.2 eV. An observant reader might notice that the PDS is 2.16 eV as shown in fig. 7b.
This result does not match the experimental reality of RuO2 being an active catalyst.

Even though the scaling relations guarantee an overpotential for the reaction, the good
news is that they solve our struggles with the descriptor based approach to a Sabatier-
style analysis. With three equations (eq. (41), eq. (43), eq. (44)) for four variables (∆G1,
∆G2, ∆G3, ∆G4) we can choose one as a descriptor. Theoretically the decision seems
arbitrary. But since reality never plays nice, the choice should incorporate what we deem
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Figure 7: Free energy diagram for the Eley-Rideal single site mechanism of OER on RuO2. a) The
case of no applied potential. b) At electrode potentials equal to the equilibrium potential as well as the
PDS of 2.16 V. Reproduced with minor modifications from [11].

the most important intermediates. For this reason, ∆G2 is a good choice, as it requires
calculating the binding energy of both HO∗ as well as O∗. These two intermediates
provide the strong double bond of the oxygen, as well as including, indirectly, scaling
relation eq. (44). This descriptor thus provides the most important aspects of being a
good OER descriptor for metal oxide catalysts [44]. We can now write up the reaction
steps ∆G1, ∆G3, ∆G4 as functions of ∆G2. We already have the first of such functions
from eq. (43). As for ∆G3:

∆G3(∆G2) = ∆GHOO∗ −∆GO∗

= (∆GHO∗ + 3.2 eV)− (2∆GHO∗)

= 3.2 eV−∆GHO∗

= 3.2 eV−∆G2 (45)

And finally ∆G4:

∆G4(∆G2) = 4.92 eV− (3.2 eV + ∆G1)

= 1.72 eV−∆G2 (46)

The resulting volcano plot, using only a single descriptor for bond strength, is presented in
fig. 8. This plot showcases why the ideal catalyst for the OER and ORR is currently but
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ORR follows the bottom line. The overpotential for the OER, ηOER, is visualized as the distance from
the volcano to the ideal electrode potential of 1.23V. This distance is the smallest at the apex of the
volcano (ηmin). The figure is reproduced with minor modifications from [44].

a ghost. The OER volcano is created by the top line at any point, i.e. a combination of
∆G1 and ∆G3. This can be understood as either being on the weak binding side, limited
by the formation of bonds or being on the strong binding side, limited by breaking the
double bond of O∗. This volcano does not allow a catalyst to reach the ideal state, and
visually illustrates where the minimum overpotential is derived from. Again the RuO2

point is far out on the strong binding side of the volcano, in no way representing the real
catalyst. Were it not for experimental work we wouldn’t even know that it is quite the
good catalyst. So what exactly is the issue?
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Reproduced from [45] with permission from the PCCP Owner Societies.

3.3 Article 1: Lifting the discrepancy between experimental results and the
theoretical predictions for the catalytic activity of RuO2(110) towards
Oxygen Evolution Reaction

This work was motivated by the aforementioned apparent inability of calculation to pre-
dict the high activity of RuO2 as an OER catalyst. Before this work, the main perspective
was that the discrepancy was due to computational artefacts. For example, Kiejna et
al. argue that DFT specifically has issues with oxygen binding on ruthenium [46]. A
study by Briquet et al. further concluded that the issue seems to persist across DFT
implementations, and that oxygen binding is consistently too strong compared to the
other matching OER intermediates [47]. In the present work, we argue that it is not
a computational artefact of DFT, but rather due to erroneous modelling. That is, the
predominant OER reaction pathway employed by ruthenia differs from most other oxides
by preferring the pathway of eq. (36) [33]. This reaction pathway changes the OH-OOH
scaling relation and creates a new activity volcano, allowing better catalysts [44]. The
idea is cooperated by experimental evidence from Rao et al. [48], who have observed
an OO∗ species on the surface, as well as Kuo et al. [49][50], who showed that RuO2

systematically binds O∗ stronger than IrO2 when compared to the matching HO∗ binding
energy. Finally, we show that employing the new pathway moves RuO2(110) away from
the theoretical ∆GHO∗ vs ∆GO∗ trendline produced by Briquet et al. by varying DFT
implementation [47], and towards the experimental trendline, produced by Kuo et al. by
varying pH [50].
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Lifting the discrepancy between experimental
results and the theoretical predictions for the
catalytic activity of RuO2(110) towards oxygen
evolution reaction

Spyridon Divanis, Adrian Malthe Frandsen, * Tugce Kutlusoy and
Jan Rossmeisl

Developing new efficient catalyst materials for the oxygen evolu-

tion reaction (OER) is essential for widespread proton exchange

membrane water electrolyzer use. Both RuO2(110) and IrO2(110)

have been shown to be highly active OER catalysts, however DFT

predictions have been unable to explain the high activity of RuO2.

We propose that this discrepancy is due to RuO2 utilizing a different

reaction pathway, as compared to the conventional IrO2 pathway.

This hypothesis is supported by comparisons between experimental

data, DFT data and the proposed reaction model.

Introduction

As part of a transition to a future sustainable economy, there is
a need for sustainable fuel and energy storage. Hydrogen gas is
an ideal candidate for such a fuel and storage compound, as it
can be readily produced by the electrolysis of water.1 Further-
more, the hydrogen is completely sustainable if the source of
electricity is renewable.2 Currently, the major challenge facing
widespread electrolyzer use is the sluggish kinetics of the
Oxygen Evolution Reaction (OER) at the anode,3 fundamentally
limited by the universal scaling relations.4,5 Further develop-
ment of the water electrolyzer thus requires finding efficient
and practical catalysts to facilitate the OER. There are three
types of water electrolyzers: alkaline water electrolyzers, proton
exchange membrane (PEM) water electrolyzers and solid oxide
water electrolyzers.6 Of these three the alkaline water electro-
lyzer is the most mature and commercialized. Yet PEM tech-
nology has many advantages compared to the alkaline
electrolyzer. Some examples include a much higher current
density, purer gas, a smaller size for the same power and even
the ability to operate at high pressure.6,7 Currently the best
candidates for PEM electrolyzer anode material are IrO2 and
RuO2, as these are both stable and active.8–13 Both iridium and

ruthenium are however scarce materials and thus expensive.14

It is therefore unrealistic to expect that these catalysts can be
used on an industrial scale that would have an impact on
society.1,15 Due to the high catalytic performance of IrO2 and
RuO2,9 a deeper understanding of how these catalysts interact
with water could greatly improve the search for and develop-
ment of new efficient OER catalysts.16 Current theory and
computational DFT models form a relatively accurate descrip-
tion of the experimental behaviour of IrO2.9,17,18 However, for
the case of RuO2 there is a glaring discrepancy between
theoretical predictions and experimental results.18–20 This sug-
gests that either the current reaction model is wrong in the case
of RuO2 or the under-evaluation is due to a computational
artefact. In this work we propose that the discrepancy is due to
RuO2 utilizing an alternate reaction pathway for oxygen evolu-
tion as compared to IrO2. We therefore argue that it is not due
to a computational artefact.

Results-discussion

The conventional pathway describing the interaction between
water molecules and the surface of an electrocatalyst was
suggested in 2004.21 During this reaction pathway three inter-
mediates are produced via four electron–proton pair exchanges
between the anode and the electrolyte, presented in the follow-
ing reactions:

H2O + * - HO* + H+ + e� (1)

HO* - O* + H+ + e� (2)

H2O + O* - HOO* + H+ + e� (3)

HOO* - * + O2 + H+ + e� (4)

where * indicates an active site of the surface and HO*, O*,
HOO* the adsorbed intermediates on that particular site. The
above reaction path describes the oxygen evolution reaction
taking place in an acidic environment but it can also be used
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for the thermodynamic description of the procedure happening
in alkaline environment.21,22

A schematic representation of the conventional OER reac-
tion path is depicted in Fig. 1a, while the RuO2 surface sites are
illustrated in Fig. 1c. First, water approaches the surface and
the first intermediate HO* is created. Second, the oxygen forms
another bond to the surface losing the remaining proton as
shown in eqn (2). Third, a water molecule binds to the surface-
bound oxygen, dropping a proton in the process. Simulta-
neously the double bond of O* breaks, creating the third
intermediate HOO*. The fourth and last step, happens while
the oxygen atoms bond with each other, breaking their bonds
with the surface and the hydrogen respectively. This reaction
mechanism succeeds to accurately describe the trends of catalytic
activity for the majority of the metal oxides. For example the per
site DFT activity of IrO2 places IrO2 among the best catalysts, in
agreement with the experimental observations concerning
the performance of the material either in the nanoparticle or the
single crystal form.4,9,17,23

DFT calculations following this model have however been
unable to explain the high experimental activity of RuO2.18–20

Previous studies have shown that the usage of a dopant at the
bridge site of RuO2 makes the bridge oxygen more eager to
interact with the proton of the intermediates.24,25 We propose
that RuO2 follows such a mechanism without the usage of a
dopant, as illustrated in the schematic representation Fig. 1b.
This RuO2 pathway is very reminiscent of the conventional
pathway, differing only in steps one and three. Here, instead of
the proton being directly bound to the adsorbed intermediate,
the proton has migrated to the bridge site oxygen. This complex
is stabilized by a weak interaction between this bridge-bound
proton and the intermediate (indicated by a yellow dotted line).
This hypothesis is supported by the experimental works of Rao
et al., who identified a –OO species at high potentials.17,26

This –OO species is the experimental equivalent of the third
intermediate of the RuO2 pathway depicted in Fig. 1b.

The different way that the first and third intermediates
are adsorbed on the surface, has an effect on their binding

energy and thereby on the overall activity. The energy inter-
dependency of the HO* and HOO* intermediates thus changes
from E3.2 eV, as dictated by the universal scaling relations,4,5

to E2.7 eV, a value that is closer to the ideal value of 2.46 eV.
This relation is depicted in the activity volcano of Fig. 2 by the
blue trend line. The activity volcano supports our hypothesis, as
the DFT data point corresponding to RuO2 following pathway
Fig. 1b (blue pentagon), holds a lower overpotential compared
to the data point corresponding to the conventional pathway
(blue circle). This places it right on top of the blue trend line.
An observation that is strengthening our analysis, is that the
blue trend line is followed by experimental data produced in
the work of Suntivich et al.27 In their experiments, RuO2(110)
surfaces were synthesized and their electrochemical response
in different pH is recorded. Furthermore, they assign the first
and second pre-oxidation peaks observed at the cyclic voltam-
metries, as the HO* and O* intermediates respectively.
The experimental HO* energies serve the role of the descriptor
for the experimental data at the activity volcano in the diagram
(Fig. 2). The red triangles corresponding to IrO2, reproduced
from another work of Suntivich et al.,28 tend as an ensemble to
be placed closer towards the strong binding side of the con-
ventional activity volcano. This is an indication that IrO2

follows the conventional reaction pathway. The RuO2 experi-
mental data points are however spread. The two most active
data points, corresponding to pH 13 (the left-most point) and
pH 1 (the right-most point), are placed right on top of the blue
trend-line together with the theoretical prediction for pathway
Fig. 1b. In contrast, those corresponding to neutral, weakly
acidic and weakly alkaline electrolytes are placed closer to the
conventional activity volcano. This V-shaped activity trend has
been attributed to a dependence of the HOO* formation energy
on pH in tandem with the fact that there is a clear pathway to
HOO* formation (from O*) in both high and low pH.27 Further-
more, recent studies have suggested that the activity at high pH
is mediated by cations.29

In Fig. 3 the scaling relations between HO* and O* inter-
mediates on the cus site are depicted for both experimental and

Fig. 1 Illustration of two oxygen evolution reaction pathways. Each step is accompanied with the exchange of a proton–electron pair between the
electrolyte and the catalyst surface. (a) The conventional OER path. (b) The proposed reaction mechanism for OER on RuO2 surfaces. (c) Illustration of
the relevant RuO2(110) surface sites.
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theoretical results. The calculated data subtracted from the
work of Federico Calle-Vallejo et al.,19 were produced by DFT
calculations on (110) surfaces of IrO2 and RuO2, using different
implementations of DFT. In this figure, the experimental points
relating to the aforementioned V-shaped activity pattern con-
stitute a clear trend-line. This hints at them following the same
pathway, even though their activity dips at neutral pH, and
suggests that the activity dip might be mechanistic in nature.

It is the relative strong binding of the oxygen intermediate,
which makes the calculated activity of RuO2 smaller than IrO2.
Whereas the binding of HO* and HOO* on the RuO2 cus site is
similar, the O* binding is much stronger than that on IrO2.
This could be an artefact of the DFT calculations, however, it is
seen to hold across DFT implementations. The binding ener-
gies vary between the different methods, but the difference
between HO* and O* binding is close to constant. Previous
experimental studies also show that RuO2 binds oxygen stronger
than IrO2 for the same HO* binding,27 even if the difference is
smaller than that found in the DFT data. In contrast to the DFT

data, differences in experimental data is due to varying electro-
lyte pH. As previously mentioned, the experiments measure the
potentials for the first and second oxidation peaks, those are
normally assumed to be related to the HO* and O* intermedi-
ates on the cus site. However, it could just as well be related to
the reaction path Fig. 1b. The stronger the relative O* binding
on the cus site, the more likely reaction (1) becomes, as the
then relatively unstable HO* intermediate is avoided. Doing a
DFT calculation following the RuO2 pathway creates the point
represented by a blue pentagon. This point is placed towards a
stronger binding of HO*, and thus comes very close to the
experimental trend-line. As points corresponding to different
DFT implementations could lie anywhere on the teal trend-line,
it is fair to assume that the calculated pentagon could lie
anywhere on the experimental trend-line, as dependent on
the specific DFT implementation. It therefore seems that path-
way Fig. 1b accurately describes the experimental trend.

Computational methods

Density functional theory calculations were done using Grid-based
Projector Augment Wave (GPAW),30,31 assisted by the Atomic
Simulation Environment (ASE)32 interface. Using the generalized
gradient approximation (GGA), the BEEF-vdW functional33

expressed exchange and correlation. This functional was chosen

Fig. 2 The OER activity volcano. The red data points correspond to IrO2

and the blue ones to RuO2. The triangles represent the experimental data
in varying pH conditions,27,28 while the circle and the pentagon are
theoretical data for the conventional and the RuO2 pathway respectively.
The blue trend line corresponds to the strong binding side of the volcano
if the RuO2 pathway is followed. The blue shaded area around the blue
trend line, is the DFT error of �0.2 eV. The left y-axis (cyan) presents
the theoretical overpotential and the right y-axis (magenta) presents the
experimental overpotential, as the logarithm on the current is what you
would expect from the Butler–Volmer equation to compare with potential.
As we can only hope to compare trends, and not absolute numbers, the
theoretical and experimental overpotentials are calibrated by overlapping
the theoretical and experimental overpotential for IrO2(110). We cannot
expect the scale of changes to be the same for calculations and experi-
ments as the predicted differences are often larger than the measured.
This figure is therefore two different figures overlapped for the comparison
of trends. This also means that the two y-axes can be scaled and translated
relative to each other. Two different descriptors with the same scale are
used on the x-axis. GO–GHO and GHO for the theoretical and the experi-
mental data respectively.

Fig. 3 Scaling relation of HO* binding energies against O* on the cus site
for IrO2 and RuO2(110) surfaces. The circles correspond to DFT data
following different DFT implementations as reproduced from Federico
Calle-Vallejo et al.19 In contrast, the triangles correspond to experimental
data in varying electrolyte conditions.27,28 Each of these data sets have
their own corresponding trend-line. The blue pentagon represents RuO2

DFT data following pathway Fig. 1b, and the blue arrow represents the
difference in DGHO* as a result of following this pathway. This indicated
difference is the same size as the difference between the experimental and
DFT trend-lines for RuO2.
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specifically, as it gives a better description of the long range
interactions, compared to the initially chosen RPBE.34 RPBE
provides trustworthy results for strong interacting chemical com-
plexes (chemi-adsorption of a molecule on a surface), but it is not
as efficient as BEEF-vdW in describing long range interactions. In
this particular case the usage of RPBE, placed the blue trend-line of
Fig. 2 much closer to the strong side of the conventional volcano.
This result differentiates the interpretation of the phenomena and
thus the conclusions of the study. The IrO2 and RuO2(110) surfaces
consist of four atomic layers where the two bottom layers were
fixed in their initial position, as to mimic the bulk of the
corresponding material. The top layers were free to converge to
their minimum electronic energy positions. In the x and y direc-
tions the structures were replicated by 1 and 3 times respectively.
The sampling of the Brillouin zone was done with a k-point mesh
of (3, 2, 1) and the calculations were conducted with a grid spacing
of 0.18 Å. Above and below the structures a vacuum of 15 Å was
introduced to avoid unintended interactions between the slab and
itself. The structures were relaxed until the total forces in the
system were below 0.05 eV Å�1.

Conclusion

In this work we are studying the discrepancy between DFT and
experimental results, regarding the oxygen evolving reactivity of
RuO2. We propose that the reaction pathway for electrochemi-
cal water oxidation on RuO2(110) surfaces, at least in acidic
conditions, is slightly different from the reaction path on IrO2.
In particular, the differences are located at the first and third
intermediates, where the protons of HO* and HOO* are migrat-
ing towards the bridge oxygen surface. The energy inter-
dependency of HO* and HOO* is 2.7 eV for the RuO2 pathway,
and is much closer to the ideal difference of 2.46 eV. As a
consequence the DFT activity is much higher than the one
produced by the conventional mechanism and thus the struc-
ture is placed closer to the apex of the activity volcano.
Furthermore the new placement of RuO2(110) on the activity
volcano, is at the same region of the RuO2 experimental results
for highly acidic and highly alkaline electrolytes. By using the
conventional pathway we have a very weak interaction of HO*
with the surface’s cus site. On the other hand, using the RuO2

pathway widens the energy difference between HO* and O*,
placing this DFT calculation closer to experimental trend-lines.
This theoretical–experimental agreement, indicates that the
RuO2 mechanism is generally followed. It is to be expected
that this trend extends to other active RuO2 facets, as it is the
strong binding of the O* intermediate that makes the conven-
tional path too difficult. Given that other facets share this
strong oxygen binding, the alternate mechanism would
likely apply.
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3.4 Is the matter settled?

Since the time of writing the above article, I have been made aware of a third pespective
on the origin of the RuO2 activity discrepancy. Commonly during modelling rutile RuO2,
the system is assumed non-magnetic. However, in 2017 Berlijn et al. found rutile RuO2

to be anti-ferromagnetic [51]. A recent computational study has shown that employing
an anti-ferromagnetic slab and DFT+U reduces the predicted overpotential [52]. This
perspective points towards the discrepancy being a mix of modelling errors (due to the
anti-ferromagneticity) and computational artefacts (due to the need for DFT+U).

Where does this leave us now? A new perspective on reaction pathway modelling is a
solid and simple solution, especially given how well it fits the experimental evidence. Di
Liberto et al. did a computational follow-up study to our work using molecular dynamics
to look at the role of water on OER intermediates, including the new pathway. One of
their results was that water molecules can shuttle the proton to the bridge [53]. Inter-
estingly, this was found to be a one way trip, as the proton did not shuttle back. Once
again this illustrates the preference RuO2 has for this surface configuration.

In theory there are often many ways to arrive at similar results. This is where experimen-
tal evidence and results become important, as without such results we cannot distinguish.
In this case, it is a perfectly reasonable solution that RuO2 is both anti-ferromagnetic
and employing a different pathway than other oxides. One could attempt to model the
system as anti-ferromagnetic, using DFT+U, and employing the new pathway. Only if
the new pathway is found to be less stable than the conventional is there then a conflict
between the two perspectives.
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4 Selectivity Control in Sea-Water Electrolysis

Large scale implementation of water electrolysis plants to fuel a hydrogen economy could
put a strain on fresh-water resources. The water source of choice would ideally be the
sea, as it provides a practically infinite supply of readily available water, on all currently
realistic conceivable scales. The large chloride content in sea-water introduces an issue
with the parasitic chlorine evolution reaction (ClER) at the oxygen evolving anode:

Cl−(aq) 

1

2
Cl2 + e− (47)

With the equilibrium potential Ueq for this reaction being:

Ueq(
1

2
Cl2 + e− 
 Cl−(aq))@USHE = 1.36V (48)

This reaction can be approached computationally in much the same way as the CHE to
describe the chemical potential of the electron in reactions involving chloride [29]:

µ(Cl−(aq))− µ(e−) =
1

2
µ(Cl2(g))− e(USHE − 1.36V ) + kBT ln(aCl−) (49)

where kB is the Boltzmann constant and aCl− is the activity of the chlorine ions in solu-
tion. The equilibrium potential of 1.36 V lies close to the ideal OER potential of 1.23 V.
Thus the reactions are largely activated in the same potential range, leading to unwanted
gas by-products.

The chlor-alkali industry is interested in the chlorine gas as the primary product, and
towards this end the dimensionally stable anode (DSA) has been developed, mostly solv-
ing the issue [54]. On the other hand, oxygen evolving catalysts still have issues with the
corrosive and toxic chlorine gas. This renders OER in sea-water largely unfeasible. Selec-
tivity between the two gas products has been found to be dependent on factors such as
surface stress/strain [55], as well as chemical composition and local structure [56, 57, 58].
Importantly chlorine-selectivity has been found to be positively correlated with LOER
tendency in Ru-Ti-O systems [59]. LOER is in turn related to the morphology of the
catalyst [60], the chemical composition of the catalyst [61] and electrode potential [59].
Understanding the mechanisms of LOER tendency would therefore provide another lever
for the rational design of selective catalysts.

LOER is generally seen in systems that form and stabilize oxygen surface vacancies [62].
On the one hand this can be rationalized as due to the lattice becoming unstable under
reaction conditions [37], yet the MvK is conventionally not seen as dissolution of the
lattice, even though the two might be linked. The formation of surface vacancies is
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something that should be screenable in DFT studies. Yet computational studies focused
on identifying LOER activity and reaction pathways are mainly isolated to perovskite
materials [62].
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4.1 Article 2: Lattice oxygen evolution in rutile Ru1−xNixO2 electrocatalysts

Motivated by a perceived lack of theoretical MvK/LOER studies, this work aims to
introduce a simple screening approach to determining the intrinsic LOER tendency of
oxides. Using the example systems of rutile (110) Ru1−xNixO2 and Ru1−xTixO2, the
binding energy of top-layer oxygen species is determined while systematically varying
local configuration. This allows for identifying oxygen species that significantly weaken
their binding energy in the presence of dopants. A full Sabatier-style OER pathway anal-
ysis like the one presented in section 3.2 can then be performed for the identified oxygen
sites, yielding their activities.

In the case of the Ru-Ni system, it is determined that oxygen bridging between a ruthe-
nium and a nickel atom are evolvable at elevated electrode potentials. To test the validity
of the finding, comparison to experimental data is needed. This requires a mapping from
nickel content to LOER activity. Towards this end two different surface models are set
up as corresponding to the clustering tendency of nickel in this system at low and high
nickel content [63]. The first model has nickel clustering together in threes, but never
along bridge/cus lines. A small algorithm for this model is developed to construct sur-
faces with nickel clusters, and then count the number of Ru-Ni bridge sites as a LOER
tendency descriptor. The second model for high Ni content clusters nickel along [121]
shear planes in the structure. This is modelled as simply setting atoms along such a
shear plane to be Ni, ignoring the actual rock-salt motif for simplicity. The concentration
is then determined by the distance between two shear planes. The result is compared to
presented Differential Electrochemical Mass Spectrometry (DEMS) data for the Ru-Ni-O
system finding decent agreement.

As for the Ru-Ti system, the predictable LOER becomes apparent in structures with 3 Ti
in the top layer. At 20% Ti content such surface structures would be expected to produce
minor lattice oxygen exchange due to the probability of the surface structure forming.
Yet experimental evidence from the literature shows high tendency for LOER at this
regime [59]. This can likely be attributed to characterized defects in the experimental
system, as defects are generally correlated with LOER tendency [60].
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A B S T R A C T
Efficient predictive tools for oxygen evolution reaction (OER) activity assessment are vital for rational designof anodes for green hydrogen production. Reaction mechanism prediction represents an important pre-requisitefor such catalyst design. Even then, lattice oxygen evolution remains understudied and without reliableprediction methods. We propose a computational screening approach using density functional theory toevaluate the lattice oxygen evolution tendency in candidate surfaces. The method is based on a systematicassessment of the adsorption energies of oxygen evolution intermediates on model active sites with varyinglocal structure. The power of the model is shown on model rutile (110) oriented surfaces of (a) RuO2, (b)Ru1−𝑥Ni𝑥O2 and (c) Ru1−𝑥Ti𝑥O2. The model predicts (a) no lattice exchange, (b) lattice exchange at elevatedelectrode potentials and (c) minor lattice exchange at elevated electrode potentials and high titanium content.While in the case of (a) and (b) the predictions provide sufficiently accurate agreement with experimental data,(c) experimentally deviates from the above prediction by expressing a high tendency to evolve lattice oxygenat high titanium content (𝑥 = 0.20). This discrepancy can likely be attributed to the presence of structuraldefects in the prepared material, which are hard to accurately model with the applied methodology.

1. Introduction
The oxygen evolution reaction (OER) belongs to one of the moststudied electrochemical reactions in the last decade. This is in largepart due to the OER kinetically controlling electrochemical water split-ting [1]. Facilitating efficient and scalable electrochemical water split-ting would enable accelerated replacement of fossil fuel with green fuelsources generated by renewable electricity.The OER is confined to oxide-like surfaces, which often re-structureunder operando conditions. Experimental development of oxygenevolving catalysts is done separately for acidic water electrolysis [2–4] and alkaline media electrolysis [5–7]. State of the art OER catalystsfor acidic electrolysis are based on noble metal oxides such as RuO2and IrO2, the scarcity of which adversely affects large scale deploymentof this technology. Alkaline electrolyzers employ more abundant (andaffordable) catalysts based on oxides of transition metals such asNi [8,9].The catalyst development process is based on so called rationaldesign in which one synthesizes only materials showing prospectiveactivity in theoretical and computational prescreening. This prescreen-ing can be done by computational assessment of the binding energiesof OER surface intermediates on candidate surfaces. Such analysisallows for determination of the potential limiting reaction step, andthereby the theoretical overpotential [1,10]. The method is however

∗ Corresponding author.E-mail address: amf@chem.ku.dk (A.M. Frandsen).

crucially dependent on the reaction mechanism embedded into thecalculation. Reaction mechanism modeling is therefore a central partof the computational approach.The oxygen evolving process is generally perceived as four one-electron oxidation steps each accompanied by a concomitant protontransfer. Yet the exact mechanism is a complex topic of much debate. Asimplified view is that the reaction mechanism in large part follows oneof three reaction types [11]. The most common one, which is generallyused as a foundation for the computational screening of prospectiveoxygen evolving catalysts conforms to a Volmer–Heyrovsky type ofmechanism and can be described as a sequence of four consecutiveconcerted one electron/proton transfer reactions as outlined in Eqs.(1)–(4):
H2O + ∗⇌ HO∗ + H+ + 𝑒− (1)
HO∗ ⇌ O∗ + H+ + 𝑒− (2)
O∗ + H2O ⇌ HOO∗ + H+ + 𝑒− (3)
HOO∗ ⇌ ∗ +O2(𝑔) + H+ + 𝑒− (4)
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This reaction mechanism is analogous to the Eley–Rideal reactionsequence known from heterogeneous catalysis. This single site mecha-nism evolves oxygen derived solely from water and the model assumesno active involvement of the catalyst’s anionic sublattice.A modification of the conventional Volmer–Heyrovsky sequenceyields the Volmer–Tafel mechanism, involving surface recombinationof oxo species generated in Eq. (2):

2O∗ ⇌ O2(𝑔) + 2∗ (5)
The occurrence of the Volmer-Tafel sequence is frequently dis-counted due to the anticipation of a large activation barrier for thistype of reaction [12].An alternative oxygen evolving mechanism which features activeinvolvement of lattice oxygen has been known since the 1980s. The ex-perimental evidence conclusively shows that in many cases (regardlessof pH) the produced oxygen molecule may contain at least one oxygenatom originating from the catalysts lattice [13,14]. The nature of thisbehavior has been most systematically studied in materials intended foralkaline water electrolysis (such as Ni based perovskites) [15]. Thesematerials show an enhancement of the overall oxygen evolving activityif the lattice oxygen activation contributed to the overall oxygen evolu-tion process. This behavior of the Ni-based perovskites was attributed toa stabilization of oxygen surface vacancies which in turn can be affectedby the chemical element at the A site of the perovskite structure [14].A similar type of behavior was also reported for oxides intended asanode materials for water electrolysis in acidic media, i.e. RuO2 andIrO2 based catalysts. In this case the literature data show a certaincontroversy regarding the extent of the lattice oxygen activation to theoverall evolution reaction. While the original data on sputtered ruthe-nium dioxide electrodes indicate a significant contribution of latticeoxygen evolution reaction (LOER) to the overall oxygen evolution [13],more recent data presented on well characterized or even orientednanocrystalline RuO2 electrodes reflect low to negligible contributionof LOER for RuO2 based materials [16,17]. Differential electrochemi-cal mass spectroscopy (DEMS) studies of RuO2 substitutionally dopedwith transition metal cations find that LOER tendency is generallyincreased in such systems compared to the pure system [18]. Addition-ally, the extent of the lattice oxygen activation increases with electrodepotential [19].While the enhanced lattice oxygen activation for the transitionmetal substituted ruthenia could be attributed to particular local struc-ture formations triggered by transition metal substitution, the extentof the LOER is usually related to the material’s morphology [20].Low-dimensional sites like crystal edges/vertices may be disproportion-ally represented at the surface of nanocrystalline electrodes, therebydecreasing the intrinsic stability of the catalyst material.While the nature of the lattice oxygen activation is not fully un-derstood its occurrence is generally aligned with the ability of thesystem to form and stabilize surface oxygen vacancies [14,21]. Thisrationalization of the LOER mechanism should be universal and itsoccurrence can be tested computationally e.g. by DFT calculations ofsurface stabilities and construction of Sabatier-type volcano plots [1,22]. Surprisingly, the computational approach towards LOER has, toour knowledge, not yet been extended beyond Ni based perovskites.This paper aims at extending this fundamental computational approachto modeling the behavior of OER catalysts in acidic media — namely ofthe ruthenium dioxide and substitutionally doped ruthenium dioxide.The DFT approach is employed as a systematic screening method toidentify possible active sites for LOER on rutile Ru1−𝑥Ni𝑥O2(110) andRu1−𝑥Ti𝑥O2(110) surfaces. The results are then compared to experimen-tal evidence of local structure arrangements and LOER activity in thesematerials.

2. Computational methods
The DFT calculations were performed using Grid-based ProjectorAugment Wave (GPAW) [23,24], assisted by the Atomic SimulationEnvironment (ASE) [25]. The employed functional was RPBE as itdescribes strong chemical interactions very well [26]. This makes it adecent choice for the study of oxygen binding energies in and on therutile surface. The rutile RuO2 slab was made up of four atomic layerswith the bottom two emulating bulk by being positionally constrained.The structure was replicated two times in the 𝑦 direction to produce thestructure shown in Fig. 1. To avoid unwanted self-interaction, a vacuumwas introduced above and below the structure. All other structureswere created by substitution of atoms in this slab and removal/additionof surface adsorbates. Due to the magnetic properties of nickel, thecalculations including nickel were spin polarized. For Brillouin zonesampling, a k-point mesh of (3,2,1) was used. The grid-spacing usedfor the calculations was 0.20 Å and the relaxation was terminated whenthe sum of forces in the system went below 0.05 eV Å−1. No solvationlayer is used for the adsorbates in this work as the solvation energy forOER intermediates on RuO2 has previously been found to be small [1].Structures and scripts are available in the electronic supplementarymaterial at link:https://nano.ku.dk/english/research/theoretical-electrocatalysis/katladb/loer-runio2/

3. Experimental methods
The ruthenium dioxide and Ru–Ni–O samples were prepared by aco-precipitation approach which was in detail described in [27,28].The synthetic procedures were carried out in solutions with normalisotope composition oxygen suggesting that the prepared materialsalmost entirely contained 16O isotope.The electrodes for DEMS were deposited from a water base sus-pension containing approximately 2 g of the catalyst per liter on a Timesh (open area 20%, Goodfellow). The deposition aimed at obtainingthe surface coverage of about 1–2 mg/cm2. The deposited layers werelater stabilized by annealing the electrodes for 4 h at 400 ◦C in air. Allelectrochemical experiments were carried out in 0.1 M HClO4 dissolvedin H218O (98%, Medical Isotopes Inc., USA) in a home-made Kel-Fsingle compartment cells described previously in [29]. The residual16O fractions before and after electrochemical experiments coincidedwithin the margin of the experimental error and ranged between 0.02and 0.06. The experiments were done in a three electrode arrangementwith Pt auxiliary and an Ag/AgCl (sat. KCl) reference electrode placedoutside the cell. All potentials in the paper are quoted in RHE scale.The potential control in the experiments was achieved using PAR 263 Apotentiostat. The DEMS measurements were done on an experimentalstation composed of Prisma TM QMS200 quadrupole mass spectrometer(Balzers) connected to TSU071E turbomolecular drag pumping station(Balzers).

4. Results and discussion
To assess the intrinsic ability of a rutile (110) surface to evolvelattice oxygen, it is useful to calculate oxygen binding energies at thesurface. The system is modeled by a computational slab such as theone shown in Fig. 1. Employing DFT one can determine the bindingenergy of oxygen bound in positions 1 through 9 while varying thelocal structure by substituting metal cations in positions A throughL. Positions 1, 3 and 5 are commonly referred to as the bridge sitesin the rutile structure. Oxygen bound here is singly undercoordinatedcompared to that of the lattice, but is usually considered inactive.Positions 2, 4, 6 are the coordinatively unsaturated sites (CUS). Oxygenbound here are doubly undercoordinated compared to the lattice andconsidered active. This surface site is generally considered to be an
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Fig. 1. The rutile RuO2(110) surface with Ru atoms labeled and oxygen atomsnumbered. Oxygens 1, 3, 5 are bound to bridge sites and part of the lattice, whereasoxygens 2, 4 and 6 are CUS site adsorbates. Binding energy of oxygen on the CUS andbridge sites of the pure rutile RuO2 (110) surface. Teal atoms are ruthenium and redatoms are oxygen.

active site for Volmer–Heyrovsky type single site oxygen evolution onrutile (110) surfaces [1].The oxygen binding energy (𝛥𝐸O) is calculated as the energy changeassociated with going from a water molecule and a surface to a hydro-gen molecule and a surface with the adsorbed oxygen:
𝛥𝐸O = 𝐸O∗ + 𝐸H2

− 𝐸∗ − 𝐸H2O (6)
Here 𝐸O∗, 𝐸H2

, 𝐸∗, 𝐸H2O are the DFT energies of the surface slabwith the oxygen species, a hydrogen molecule, the surface slab withoutthe oxygen species and a water molecule respectively. The oxygenbinding energy can indicate the stability of the bound oxygen, and isthereby a useful indicator of whether it may be expected to be active. Inand of itself, screening oxygen binding energies in a surface can onlyserve as a pointer towards identifying active sites of interest. In thismanner, it serves to narrow the scope of the succeeding analysis. Oncesurface sites of interest have been identified, a thermodynamic analysisof the full catalytic reaction cycle at such sites can be performed,leading to an OER volcano plot of the prospective active sites. Thisrequires calculation of the binding energy of every intermediate alongthe reaction path. In similar fashion as for oxygen binding in Eq. (6),the DFT binding energies of OH and OOH can be calculated as:
𝛥𝐸OH = 𝐸HO∗ +

1
2
𝐸H2

− 𝐸∗ − 𝐸H2O (7)
𝛥𝐸OOH = 𝐸HOO∗ +

3
2
𝐸H2

− 𝐸∗ − 2𝐸H2O (8)
The Gibbs free energy of binding can be obtained by the addition ofzero-point energy and entropic corrections. In this work, the correctionsused mirror those of [30]. Once binding energies have been deter-mined, the potential determining step can be identified from amongthe reaction steps (1–4). The overpotential 𝜂 for the reaction is then thesize of the potential determining step minus the ideal reaction potential1.23 V.This approach does not and cannot predict stability, or any surfacerestructuring that might occur, under prolonged electrochemical condi-tions. Additionally, it makes no judgment about the rarity of the activesites investigated. For information regarding the DFT calculations, aswell as access to the electronic supplementary material (scripts, dataand structures), see the Computational Methods section.Initial analysis of the pure (i.e. non-doped) RuO2 surface is pre-sented in Fig. 2. Since an oxygen intermediate is the second step ofconventional four step single site OER mechanism, the ideal catalystwould have the oxygen intermediate binding energy being 4.92 eV∕2 =

2.46 eV [31]. With this in mind, the bridge site oxygen binding energy

being 0.56 eV indicates that it is strongly bound, and would not beexpected to evolve oxygen. Experimentally RuO2 is a highly activecatalyst, with the CUS site being the commonly anticipated active site.Therefore, at first glance you would expect active oxygen in/on thelattice to be bound with a similar binding energy as the CUS-boundoxygen (≈1.89 eV). However, compared to the oxygen binding energyof the ideal catalyst, 1.89 eV is too strongly bound for it to be anefficient catalyst if it is to follow the conventional single site mechanism(similar to iridium oxide).In the literature there are multiple perspectives on the origin ofthis activity gap. One perspective is that DFT struggles to accuratelyrepresent *O adsorbate binding on ruthenium. This has been discussedby Kiejna et al. [32] and then later echoed by Briquet et al. in the caseof the OER intermediates specifically [33]. Briquet et al. determinedthat the error was specifically related to the adsorption of oxygenand not the other OER intermediates. A second perspective is that thediscrepancy is mostly due to the choice of reaction pathway duringmodeling. Consider the alternate reaction pathway on the surface inwhich the proton in intermediates ∗OH and ∗OOH migrates to thebridge position. This reaction mechanism was first proposed for systemsincluding dopants in the bridge [34,35], but it has since been foundby Divanis et al. to alleviate the aforementioned activity gap for pureRuO2 [36]. A third perspective is that the discrepancy arises due to thecommon assumption of a non-magnetic system during modeling. Exper-iments have found RuO2 to be anti-ferromagnetic [37], and it has sincebeen shown by Liang et al. that by employing an anti-ferromagneticRuO2 model system the predicted overpotential decreases [38]. Thisidea, as with the second perspective, points to modeling errors andnot computational artefacts as the main source of the discrepancy. Infact, Divanis et al. argued against it being a computational artefactfor two primary reasons [36]: First, the overevaluation of the oxygenbinding energy as compared to that of OH seems to be present acrossDFT implementations (as shown by Briquet et al. [33]). Second, thestrong oxygen binding is also observed in experiments, such as thoseperformed by Kuo et al. [39]. For these reasons, this paper includesthe above mentioned alternative ruthenium reaction pathway as apossibility during modeling. The anti-ferromagneticity of the RuO2 isnot something that manifested itself in the spin polarized calculationsof the Ru–Ni oxides performed in this work. The Ru atoms were foundto have mostly negligible magnetic moments after relaxation.The pure rutile surface serves as a reference for binding energiesof the oxygen intermediates when one exchanges metal atoms in thelattice. It would generally be expected that active lattice oxygen follow-ing a single-site mechanism would be at least somewhat weaker boundthan the 1.89 eV presented by the CUS site. It needs to be noted thatonly this CUS site oxygen is bound weakly enough to be evolvable onthe pure surface. It is therefore to be expected that this surface does notevolve lattice oxygen. This is in line with the more recent experimentalfindings in the literature [16,17].By substituting a single surface ruthenium atom with a nickel atomwe get two possible local structures A and B. Comparing the bindingenergies of oxygen in these surfaces to those of the pure structure, it isclear that the biggest change is present in structure A at position 1. Thebinding energy of this oxygen has been severely weakened due to theintroduction of the neighboring Ni in the bridge. The binding energy of1.48 eV is still strongly bound compared to the ideal catalyst, howeverone could imagine this oxygen site becoming an active site for the OERat elevated electrode potentials. Structure B is, however, similar to thepure surface, except for the deactivated nickel CUS site.If one substitutes in two nickel atoms instead, one gets the threestructures AC, BC and BD. AC and BD both present cases in which thenickel has clustered along the bridge/CUS lines, whereas BC presentsthe case where it clusters across from bridge to CUS. Again the struc-tures with nickel in the bridge positions become interesting whenlooking for active lattice oxygen. Compared to the pure structure ACpresents two bridge site oxygen that are weakly bound (compared to
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Fig. 2. Binding energy (in eV) of oxygen on an array of different local surface arrangements for rutile Ru1−𝑋Ni𝑋O2 (110). These structures comprise the exhaustive list of localarrangements with zero to three nickel atoms in the surface layer. The structures are named according to the lattice positions occupied by nickel, conforming to the labelingscheme presented in Fig. 1. Green atoms are nickel, teal are ruthenium and red are oxygen.
the pure case). Position 1 is weakened to the point that it is slightlyweaker than the ideal case. Position 3 presents an oxygen bound at astrength comparable to the position 1 oxygen of structure A. In the caseof structure BC positions 1 and 3, the bridge sites neighboring nickel,are also severely weakened. In fact it is a common trend throughoutall the structures presented that a Ru–Ni bridge site weakens thebridge site oxygen enough to be potentially active at higher potentials.Additionally, a Ni–Ni bridge site oxygen is bound even weaker, to thepoint that it might be expected to be an ordinary active site of thesurface. These trends can also be observed in the structures with threenickel substitutions: ABC, BCD, ABD, ACD, ACE, BDF. Finally, it is worthit to note that surrounding a subsurface oxygen with Ni (position 8of structure BCD) destabilizes it enough that a high potential couldperhaps make it reactive.To be confident in our assessment of the reactivities of the activesites of interest, it is necessary to model the full OER pathway at theseactive sites. The above screening has identified a set of theoreticallyprospective active sites. The following is an outline of the reactionmechanisms deemed relevant to these active sites (see Fig. 3).Bridge site mechanism: The first type of mechanism investigated isthe bridge site mechanism. This is the mechanism one might expect forevolving oxygen from a bridge site. The steps are essentially the sameas the conventional Volmer–Heyrovsky type mechanism, however theadsorbates are bound to multiple bridge metals instead of a single CUSmetal. This pathway has been illustrated in Fig. 3(a).Popout mechanism: The second mechanism investigated is the‘‘popout’’ mechanism. This mechanism is what could be expected ifsublattice oxygen was to be evolved, as could be the case for the BCDsurface structure. This mechanism is illustrated in Fig. 3(b).Conventional and ruthenium mechanisms: The last two mecha-nisms are the conventional single site mechanism as discussed earlierand the ruthenium pathway with protons migrating to the bridge [36].

These mechanisms are illustrated in Figs. 3(c) and 3(d) and are mainlyincluded as references to allow for better evaluation of the potentialLOER active sites. Recent theoretical studies on high entropy oxidesshowcase the impact of local configuration on the reaction mechanismand highlight that a combination of two reaction mechanisms is also apossibility that should be accounted for during screening [40].The OER activity volcano including active sites from this system ispresented in Fig. 4. Note that the benchmark catalyst IrO2 has beenmarked as a pointer for what should be considered highly active.Together with the IrO2 on the strong binding side of the volcano liesthe AC4 (Ni in positions A and C, active site at position 4) pointfollowing the ruthenium pathway. This point serves to illustrate thehigh catalytic activity of the ruthenium CUS sites in the system. At asimilar overpotential, but on the opposite side of the volcano, lie threepoints: The two Ni–Ni bridge sites and the AC2 point following theruthenium pathway. These should all be considered efficient active sitesof the surface, without the expectation of them being occupied beforethe reaction starts (due to them being on the weak side of the volcano).Take note of the large change in activity associated with a change ofmechanism for AC2. The conventional pathway places this point in thebottom left of the volcano where it is not expected to be very efficient,whereas the ruthenium pathway places it at the top with IrO2 as is alsoseen experimentally. Based on these results it is expected that the firstsites to activate are the Ni–Ni site and the ruthenium CUS sites of thesystem. By increasing the electrode potential a point can be reachedwhere a lot of Ru–Ni sites become active. This echoes the sentimentfrom the initial rough analysis of surface oxygen binding energies. Inthe bottom of the plot is found the BCD8 site associated with the‘‘popout’’ mechanism. This placement implies that the mechanism is notparticularly relevant and that this subsurface oxygen is therefore notexpected to evolve under normal working conditions. These findingspaint a picture of LOER being dependent on Ru–Ni bridge sites in this
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Fig. 3. Schematic representation of the investigated OER surface mechanisms. a: The bridge site mechanism. b: The ‘‘popout’’ mechanism. c: The conventional mechanism. d: Theruthenium mechanism. Green atoms are nickel, teal are ruthenium and red are oxygen.

Fig. 4. The OER activity volcano plot. Squares represent reference values calculatedfollowing the conventional OER pathway whereas pentagons are calculated followingthe alternative ruthenium pathway. Stars are Ni–Ni bridge sites, whereas circles arethe Ru–Ni sites of interest. Finally the triangle represents the ‘‘popout’’ mechanism aspresented in Fig. 3(b). The square AC2 point is included for clarity to show the majordifference in predicted activity depending on pathway employed.

system. It can therefore be expected that an occurrence of Ru–Ni bridgesites is associated with the extent of LOER. It can also be expected thatthis LOER tendency is activatable by elevated electrode potentials.From this surface analysis we can predict the composition at whichwe would expect to see the most LOER, as that would be the compo-sition which maximizes the number of Ru–Ni bridge sites. This taskrequires the construction of a model for the prediction of surface Ru–Nibridge site density as a function of nickel content. In order for the modelto be as true to the real system as possible, we choose to base it onexperimental characterization. The Ru1−𝑥Ni𝑥O2 system has previouslybeen experimentally characterized by Petrykin et al. [41]. They foundthat the nickel atoms tend to cluster together, and the exact methodof clustering depends on x. For 𝑥 < 5% nickel atoms tend to clusterin groups of three, in zig-zag patterns excluding the shortest metal–metal distance for neighbors. Thus the nickel clusters across the surface

Fig. 5. Nickel clustering directions for Ru1−𝑥Ni𝑥O2 for 𝑥 < 0.05. The nickel tends tocluster as neighbors, excluding the closest neighbor. This includes clustering diagonallyalong the 𝑧-direction (into the surface).

from bridge site to CUS site (or into the surface), however it does notcluster along the CUS or bridge lines. This type of clustering has beenillustrated in Fig. 5. On the other hand, for 𝑥 > 10%, nickel beginsclustering as shear planes along the [121] direction.With this in mind, two simple models for the prediction of LOERactive site density as a function of nickel concentration can be set up.One for low nickel content (𝑥 < 5%) and one for high nickel content(𝑥 > 10%).Surface model for 𝑥 < 5%: At low concentration the nickel clustersin groups of three, but never along CUS or bridge sites.
1. Set up a rutile RuO2 (110) surface slab.2. For each ruthenium atom in the structure, change it to nickelwith probability 𝑥 (where 𝑥 is the nickel concentration). Denotethe number of nickel atoms introduced to the structure this way

𝑁𝑖𝑛𝑖𝑡. It represents the initial number of seeds for the followingclustering algorithm.
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Fig. 6. Modeled relation between x and the LOER active site density for Ru1−𝑥Ni𝑥O2.Two different types of nickel clustering have been modeled: clusters of three nickelatoms and planes along the (121) direction.

3. Calculate the allowed number of seeds in the structure, 𝑁𝑎𝑙𝑙𝑜𝑤𝑒𝑑 .With the size of the clusters (in this case 3), the nickel concen-tration 𝑥 and the total number of metal atoms in the structure 𝑁 ,this is given as 𝑁𝑎𝑙𝑙𝑜𝑤𝑒𝑑 = 𝑁 ⋅𝑥
3 (rounded to the nearest integer).4. Remove seeds from the structure until the number of seeds isequal to 𝑁𝑎𝑙𝑙𝑜𝑤𝑒𝑑 . This is done by changing Ni atoms back intoRu atoms.5. For each cluster seed, choose at random two neighboring ruthe-nium atoms from among neighboring metal atoms, excludingneighbors along the CUS/bridge direction, and exchange thesewith nickel atoms. The clustering process is now completed.6. Count the number of RuNi bridge sites in the surface. Thenumber of RuNi sites in the surface divided by the total numberof bridge sites provides an estimate of LOER active site densityfor the surface.

This process can be repeated as many times as necessary to bestatistically confident in the results.Surface model for 𝑥 > 10%: In the case of higher nickel concen-tration, the nickel clusters as shear planes along the [121] orientationin the crystal [41]. A simple way to model this behavior is to lay outa [121] plane of height 2 Å in the unit cell, converting all rutheniumatoms within the volume to nickel. It is then possible to count LOERsites on the surface. The nickel concentration of the structure can thenbe controlled by the distance between any two of these planes. For thecase of one nickel plane per three cells the surface saturation of nickelis 20%. It is then possible to count the number of Ru–Ni bridge sites inthe surface.The results of these surface models have been presented in Fig. 6.Notice that the three-Ni cluster mechanism expects the LOER activesite density to increase with the nickel concentration throughout theentirety of the probed domain. On the other hand, the shear planeclustering shows a lower tendency for LOER than would be expectedfor purely 3-atom clustering. Since 20% nickel content is within thebounds of shear plane clustering [41], it is reasonable to assume thatthe orange points more closely represents the actual system in this endof the domain. When considering only these two methods of clustering,it would therefore be expected that peak LOER tendency is found at apoint between 𝑥 ≈ 12.5% and 𝑥 ≈ 20%, as this is the region where shearplane clustering becomes dominant while the predicted LOER tendencyof three-Ni clustering is high.Compare this to the experimental data presented in Fig. 7. Here, thelattice oxygen evolution (X0) is reported for the rutile Ru1−𝑥Ni𝑥O2 asmeasured by DEMS in labeled water H2
18O. The parameter X0 is definedas the fraction of oxygen evolved by Mars van Krevelen mechanism(m/z 34 as a combination of 16O from the surface and 18O from thesolvent) to the total amount of evolved oxygen directly after potentialapplication [18]. Notice how the LOER tendency has a steep increaseup until the peak LOER activity at around 𝑥 = 10%, whereafter it has

Fig. 7. Dependence of lattice oxygen evolution (X0) on nickel content in Ru1−𝑥Ni𝑥O2samples as measured by DEMS. Here, X0 is the fraction of LOER to the total measuredOER.

a relatively steep decline. Due to the limited number of data points, itis difficult to assess where the exact optimum lies, it would howeverbe expected that it lies close to the 10% mark. This is in generalagreement with the theoretical analysis shown above which predictsa presence of a LOER maximum between 12.5% and 20%. Some ofthis discrepancy between experiments and theory could be explainedby nickel enrichment of the surface in the real systems [41]. As suchthere should be more LOER at low nickel content than modeled dueto the few nickel present having a high probability of being near or inthe surface. At high nickel content the opposite would be expected dueto nickel over-saturation in the surface, reducing the likelihood of theRu–Ni bridge site.The computational methodology has also been applied to rutileRu1−𝑥Ti𝑥O2. The surface screening is presented in Fig. 8. Notice howthe greatest destabilization of bridge site oxygen occurs for the surfaceconfigurations featuring three titanium atoms with examples being ABCpositions 1 and 3, BCD position 1 and ACD positions 1 and 3. Avolcano plot including such active sites of interest is presented in Fig. 9.Specifically Ru–Ti surface bridge sites including three-titanium clusterstend towards being destabilized enough where activation is expected atelevated electrode potentials. Due to requiring three titanium atoms atthe surface, these sites are expected to be very rare at low Ti content.By extension, low to negligible LOER activity would be expected atlow titanium content. As the Ti content increases, the probability ofthese three-titanium clusters being in the top layer also rises. Theircontribution to LOER is therefore mostly expected at higher Ti content.This is in somewhat agreement with experiments where LOER is notobserved at low titanium content but is observed at higher Ti content(𝑥 = 0.20) [19]. However, due to the rarity of the identified surfacesites, it would be unexpected that these sites are major contributorsto LOER at 𝑥 = 0.20. Such a discrepancy could be the result ofstructural defects, as they are known to correlate positively with LOERtendency [20]. To conceptualize why this would be the case considerthat lattice defects would expose a variety of oxygen species in thesurface. No longer protected by the lattice motif, these oxygen atomswould be prone to be evolved. The Ru1−𝑥Ti𝑥O2 system has previouslybeen characterized by means of X-ray diffraction, X-ray absorptionspectroscopy, Extended X-ray absorption fine structure, as well as X-ray absorption near edge structure [19]. It was found that defects suchas oxygen deficiencies are present around the titanium in the structure,especially at x > 15%.Structural defects like these present a challenge for this computa-tional method that hinges on knowledge of the structure. The methodis therefore not expected to accurately represent LOER tendency instructures with major lattice defects. With basis in the computationalanalysis, it seems probable that the observed LOER is promoted by thedefects in the structure.The LOER tendency of these systems seems to be closely corre-lated to the amount and types dopants introduced. This opens up
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Fig. 8. DFT binding energy (in eV) of oxygen on an array of local surface arrangements for rutile Ru1−𝑥Ti𝑥O2 (110) (as likewise done for Ru1−𝑥Ni𝑥O2 in Fig. 2). The structuresare named according to the lattice positions occupied by titanium (Fig. 1). Gray atoms are titanium, teal are ruthenium and red are oxygen.

Fig. 9. The OER activity volcano. Squares represents the reference value for IrO2 ascalculated following the conventional OER pathway. Stars are Ti–Ti bridge sites, circlesare Ru–Ti bridge sites and triangles are Ru–Ru bridge sites.

the potential avenue of tuning LOER tendency by carefully selectingdopants and codopants. This approach has proven to be fruitful forother catalytically relevant properties such as OER activity on stablematerials [4].
5. Conclusion

This article presents a methodology for computational predictionof LOER on well-ordered oxide structures, exemplified by a case studyof the rutile Ru1−𝑥Ni𝑥O2 (110) and Ru1−𝑥Ti𝑥O2 (110) surfaces. This isdone by calculating the binding energies of the oxygen atoms in the sur-face for all different local configurations including one to three metalatom substitutions in the surface layer. This allows for identificationof weakly bound oxygen atoms that could potentially be evolvable. A

volcano plot for such active sites is then established, and allows forprediction of LOER activity and active sites. For the case of Ru1−𝑥Ni𝑥O2it is found that LOER should be active at elevated electrode potentials,matching experimental findings in the literature. The LOER active sitesare found to be mainly Ru–Ni bridge sites. This result forms a direct linkbetween surface structure and LOER activity, assuming that more LOERactive sites result in higher LOER activity. By applying experimentalknowledge of the clustering mechanisms of nickel in this system it ispossible to construct a model of LOER activity as a function of nickelcontent in the catalyst. The resulting model predicts that the maximumLOER activity should be found between 𝑥 = 12.5% and 𝑥 = 20%.Experimental DEMS data are presented for this system, unveilinghow LOER varies with nickel content in a real system. It is found thatthe LOER activity peaks at around 10% nickel content, which is inrelative good agreement with the theoretical prediction.For the case of Ru1−𝑥Ti𝑥O2, the calculations predict no LOER ac-tivity at low Ti content, and small contributions at higher Ti content(𝑥 = 0.20). This is in contrast to the literature which observes LOERat 𝑥 = 0.20. This region does, however, feature major lattice defectslike oxygen deficiencies near titanium in the structure. The discrepancyis therefore unsurprising since the computational method hinges on aperfect lattice structure. It is expected that the observed LOER tendencyfor this system is derived primarily from lattice defects rather thanbeing intrinsic to the Ru1−𝑥Ti𝑥O2 rutile structure.
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4.2 Article 3: Ru rich Ru-Mn-O phases for selective suppression of chlorine
evolution in sea water electrolysis

This article studies the control chemical composition of Ru1−xMnxO2 exhibits over the
selectivity between OER and ClER in saltwater electrolysis. The materials were synthe-
sized by spray-freeze-freeze-drying approach, their rutile nature and size was character-
ized by X-ray diffraction (XRD) and scanning electron microscopy (SEM). Structurally,
it was found that lattice parameter a does not change much with increasing Mn content,
whereas lattice parameter c, as well as structural parameter c/a, changes but without
a clear trend. This is in contrast to other similarly substitutionally doped systems [63],
and could be due to the lack of a clear tendency for Mn to cluster.

The electrocatalytic activity of the samples increases with increasing Mn, topping at
x = 0.15, and subsequently decreasing. Another clear trend is the sensitivity to chlo-
rides, with increasing Mn content leading to less sensitivity for the anodic current. Ro-
tating Ring-Disc Electrode (RRDE) measurements find that oxygen evolution tendency
is largely unaffected by changing salt concentrations. Thus any increase in anodic current
from the addition of salt is mainly ClER, and the two reactions are generally not compet-
ing. Manganese content thus constitutes a lever for the control of the ClER selectivity,
with 15% cationic manganese constituting only 30% ClER at 300 mM. This compares to
55% for the case of x = 0.05.

To gain understanding of the reaction mechanism at play, and since LOER has been
known to correlate with ClER [59], the samples are screened for LOER using DEMS.
The trend from literature is replicated, with samples exhibiting LOER also evolving the
most chlorine. Despite this, the overall LOER tendency is quite low.

Finally, a computational screening like the one presented in section 4.1 is done in an
attempt to identify LOER active sites. On the rutile (110) surface only CUS site oxygen
are found to be active, and thus the model does not expect significant LOER tendency.
The analysis additionally predicts Mn CUS sites to be highly active in the structure,
potentially explaining the increase in OER activity observed.
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A B S T R A C T   

Limits of steering selectively gas evolving reaction on Ru rich oxide phases in Ru-Mn-O system were investigated 
by combined theoretical and experimental approach. Ru1-xMnxO2 materials of single phase nature conforming to 
the rutile structure were prepared by the spray freeze - freeze drying approach and tested for activity in oxygen 
and chlorine evolution reactions. The overall electrocatalytic activity of the prepared materials increases with 
increasing Mn content. In this manner also increases the selectivity towards oxygen evolution in acidic chloride 
containing solutions. Closer analysis shows that the amount of evolved oxygen (for a given electrode material) is 
practically independent of the chloride concentration. This is illustrated by the order of the oxygen evolution 
reaction with respect to chloride concentration being close to 0 in the whole range of the prepared Ru-Mn-O 
phases. The high selectivity towards oxygen evolution reaction coincides with low tendency of Ru-Mn-O pha-
ses to evolve oxygen via lattice oxygen activation (LOER). The experimental behavior is further confirmed by 
DFT analysis of the reactivity of the Ru-Mn-O surfaces.   

1. Introduction 

Anodic gas evolving reactions gain an importance in connection with 
growing role of water electrolysis as the main process producing green 
hydrogen. It is known, that kinetically hindered four electron oxygen 
evolution is effectively limiting possible deployment of water electro-
lyzers in replacement of fossil fuels powering the society. It needs to be 
noted that the mass utilization of electrolytic hydrogen generation may 
put a strain on availability of fresh water which is requested in the water 
electrolyzers. An alternative to energy consuming desalination may be a 
sea water electrolysis [1–4] which is mainly impeded by a parallel 
anodic chlorine evolution. 

A production of chlorine in water electrolysis, in contrast to, e.g., 
chlor-alkali industry, is undesirable due to a high toxicity and corro-
siveness of the evolved gas. A selectivity of the parallel anodic gas 
evolution reactions was treated previously in chlorine production as 
well chlorate electrolysis. The aim of selectivity control in these appli-
cations is at suppression of oxygen evolution which either decreases the 
yield and/or causes safety problems (e.g. chlorate electrolysis). It needs 
to be reflected that each of the considered gas evolving reactions shows a 

different pH sensitivity. As a result of this the thermodynamic preference 
of OER (at a constant potential) increases with increasing pH. This pH 
dependent thermodynamic preference can be in principle used to con-
trol the practical selectivity of the anodes in parallel chlorine and oxy-
gen evolution. One needs to note, however, that the electrode selectivity 
is difficult to assess at pH higher than 4 due to rather facile chemical 
hydrolysis of the originally produced chlorine to hypochlorite which 
severely complicates the experimental selectivity evaluations. To avoid 
possible confusion we will restrict further consideration to the acid 
media (pH<4) and we will understand the selectivity as intrinsic kinetic 
preference of the electrode surface for OER or CER, respectively. An 
alternative approach towards selectivity control can be associated with 
engineering the surface to control nature and abundance of the active 
sites supporting corresponding electrode reaction [5–8]. 

While the first approach is rather convenient for practical optimi-
zation, the later one requires a detailed understanding of both electrode 
processes and can, therefore, contribute fundamentally to rational 
design of electrode materials [9]. In fact, the second approach has been 
dictated by the chlor-alkali industry when the pH cannot be freely 
manipulated. The chlorine as well as oxygen evolution in relevant pH 
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range proceed under rather harsh conditions which restrict the selection 
of suitable electrode materials to noble metal oxides mostly based on Ru 
and Ir. The anodic gas evolving behavior of both Ru and Ir based oxides 
has been treated theoretically as well as experimentally. The theoretical 
analysis was based on practical application of Bronsted-Polanyi relations 
which allow to assess thermodynamic limits of kinetic behavior by 
comparing the driving forces of given reactions at different electrode 
surfaces. Such DFT based thermodynamic analysis clearly points to-
wards a kinetic preference of chlorine evolution for most of the 
conceivable surfaces [9,10]. This theoretical prediction is in fact 
reflecting the behavior empirically observed on so-called dimension 
stable anodes (DSA), which represent an industrial standard for selective 
anodes for chlorine evolution in acid media. The industry grade DSAs 
are based on phases existing in the ternary system Ru-Ti-O where 
conventionally Ru rich oxides are associated with the activity while the 
Ti rich phases are traditionally linked with stability of the DSAs [11]. 
This conventional description has been challenged recently [9,12] 
identifying the Ti sites as actively binding in gas evolving reaction on 
Ru-Ti-O catalysts. Similar conclusion was reached also by Over’s group 
[13]. Regarding the practical steering of the selectivity in parallel oxy-
gen and chlorine evolution it was shown that preference for a particular 
gas evolving reaction can be altered by controlling surface stress and 
strain of the catalytically active layer [12,14]. The selectivity of the Ru 
based catalysts is also affected by chemical composition and of the role 
of local structure as has been outlined for ternary systems Ru-Me-O (Me 
= Ni, Co, Zn, Mg) [4,15–16] as well for well-defined single phase cat-
alysts in Ru-Ti-O system [5,17]. In a similar manner, the behavior of Ir 
based systems, despite less favourable cost of Ir based catalysts 
compared with Ru based systems, was in detail treated for Ir based 
double perovskites [18] or for phases in Ir-Mn-O system [19]. 

For all studied complex catalytic systems the change of the chemical 
composition affects the selectivity of the surfaces in parallel oxygen and 
chlorine evolution. [13] An increase in selectivity towards chlorine 
evolution was observed for Ni [16] and Mg [17] substituted materials 
while, on the other hand, Zn [4] substitution leads to oxygen evolution 
promotion. The role of the local structure was exemplified on the 
single-phase Ru rich phases in the Ru-Ti-O system which clearly indi-
cated that a specific clustering of Ti on the catalysts’ structure is needed 
to promote chlorine evolution while suppressing oxygen evolution [5]. 
In fact the experimental behavior reported for Ru-Ti-O phases outlines 
limitations of the generalized computational screening of the selectivity 
in parallel OER and CER which disregards the local structure effects [9]. 
The generalized model of Ru-Ti-O oxides predicts a competition of both 
conceived electrode reactions for the same surface-active sites for all 
involved surfaces. The Ru-Ti-O based data clearly identify that the 
theory predicted behavior indeed can be observed in the given system. 
It, however, requires that the Ti in the active phase needs to occupy at 
least 20 % cationic positions [5]. On the other hand, the data obtained 
for materials with low Ti content suggest that both considered electrode 
reactions proceed at the surface independently without actual compe-
tition for the same surface sites. This observed behavior was tentatively 
assigned to the applicability of different oxygen evolving mechanisms 
when the tendency of the surface to evolve chlorine (at the expense of 
oxygen) was stronger on materials showing substantial contribution of 
lattice oxygen (LOER) to the OER [5]. Similar level of characterization of 
parallel OER and CER for other systems is, unfortunately, so far missing 
and the nature of the selectivity of oxide catalysts still needs to be 
conclusively explained. 

This paper aims at bridging the gap in fundamental knowledge of the 
selectivity control in parallel OER and CER on the phases in Ru-Mn-O 
systems which have been studied in anodic gas evolutions previously 
[20–22]. We put together a detailed electrochemical and DEMS based 
characterization of the selectivity of the single phase Ru rich Ru-Mn-O 
phases and combine it with DFT analysis of the intermediate binding 
tendencies to rationalize observed selectivity behavior. 

2. Experimental 

2.1. Synthesis 

The Ru1-xMnxO2 samples were prepared by spray-freezing/ freeze- 
drying method [5]. Stock solutions of ruthenium (III) nitrosyl nitrate 
(Alpha Aesar, 31.3% Ru), potassium permanganate (Aldrich, >99 %) 
and manganese (II) sulfate in MilliQ quality deionized water were mixed 
to reach Ru to Mn ratio of 19, 9, 5.6 and 4. The ratio between manganese 
permanganate and sulfate was kept at 2.5:1 in all syntheses. The con-
centration of the starting solution containing sources of Ru and Mn was 
adjusted to reach 8 mM of total metal content. 100 mL of the starting 
solution was stirred for 30 min and sprayed into 1 L of liquid nitrogen to 
form the ice precursor. The ice-precursor was immediately transferred 
into the pre-cooled lyofilizer (FreeZone Triad Freeze-Dry System 7,400, 
030, (Labconco)) and freeze dried at 0.5 mBar according to the following 
temperature program: − 30 ◦C (1 h), − 25 ◦C (3 h), − 20 ◦C (4 h), − 15 ◦C 
(6 h), and 30 ◦C (5 h). The dried foam-like precursor was then annealed 
at 400 ◦C in air for 4 h. 

2.2. Solid state characterizations 

The phase purity of all samples was analyzed using Rigaku Miniflex 
600 powder X-ray diffractometer with CuKα radiation operating at 30 kV 
and 10 mA. Structural parameters of the prepared materials were 
assessed by Rietveld analysis of the measured powder diffraction pat-
terns using Profex 4.3 software package. The morphology and average 
chemical composition of the Ru-Mn-O materials were determined using 
scanning electron microscopy (SEM, Hitachi S-4800) equipped with EDX 
detector (Noran System Six, Thermo Fisher). The SEM micrographs were 
also used to determine the parameters of the particle size distribution 
based on 200 randomly selected particles. 

The porosity and BET surface area of studied samples were deter-
mined by nitrogen adsorption at the boiling temperature of liquid ni-
trogen (77 K). Before adsorption experiments, samples were degassed in 
two steps: at 80 ◦C for 1 h and finally at 300 ◦C for 6 hrs. The experi-
ments were performed using an 3Flex instrument (Micromeritics). The 
BET (Brunauer-Emmett-Teller) theory was used to evaluate the total 
surface areas. The porosity distribution was evaluated by Original 
Density Functional Theory using N2 - DFT Model with non-negative 
regularization. 

2.3. Electrochemical characterization 

Activity and selectivity of synthesized Ru-Mn-O materials in anodic 
gas evolution reactions was studied in acid media in 0.1 M HClO4 (p.a., 
Sigma Aldrich) containing variable amount of chlorides in the concen-
tration range 0.01 – 0.3 M. The selectivity in parallel oxygen and chlo-
rine evolution was assessed by two principal approaches exploring 
rotating ring disk electrode (RRDE) (Pine Research MSR) with graphite 
disk (diameter 5 mm) and Pt ring (inner diameter 6.5 mm; outer 
diameter 7.5 mm) and on-line mass spectroscopic detection of reaction 
products. The RRDE experiments outlining selectivity of the Ru-Mn-O 
phases followed procedure described in [23] and [24] using a 
bi-potentiostatic control of the experiment with an AUTOLAB (PGSTAT 
30, Metrohm) potentiostat in a single-compartment glass cell with 
Ru-Mn-O working electrode, Pt auxiliary and saturated calomel (SCE) 
reference electrode. The Pt ring electrode was kept at constant potential 
(0.9 V with respect to reference electrode) throughout the experiment. 
The Ru-Mn-O working electrodes were prepared from water-based sus-
pension containing 2 g of the prepared Ru-Mn-O materials per liter of 
suspension. The suspension was freshly sonicated before deposition of 
20 µL on the graphite disk. The overall surface coverage of the Ru-Mn-O 
oxide at the working electrode was about 200 µgcm− 2. Both disk and 
ring were polished with alumina suspensions (0.5, 0.3 and 0.05 μm, 
Allie, High Technology Products, Inc, USA) between experiments. 
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Mechanical polishing was followed by electrochemical cleaning by 
cycling in 0.1 M HClO4 solution between − 0.3 and 1.5 V (vs. SCE) until 
characteristic and stable voltammograms of glassy carbon and platinum 
materials were observed. 

The collection factor of the RRDE setup was determined in 0.1 M 
K2SO4 (150 mL) containing 1 mM of potassium ferrocyanide (K4[Fe 
(CN)6], (both p.a. Sigma Aldrich) keeping the ring potential at +0,01 V 
(vs. SCE) while sweeping the disk potential between − 0,05 V and +0,50 
V (vs. SCE) at a scan rate of 50 mV/s and different rotating speeds 
ranging between 200 and 1600 RPM. The collection factor was evalu-
ated as a ratio of limiting disk and ring currents, yielding the collection 
factor equal to 0.2390. 

The DEMS experiments were carried out in a home made Kel-F single 
compartment cell in a three electrode arrangement with Ru-Mn-O 
working electrode, Ag/AgCl reference electrode and Pt auxiliary elec-
trode. The working Ru-Mn-O electrode was prepared by a repetitive 
deposition of 50 µL of the water based Ru-Mn-O suspension on Ti mesh 
(open area 20%, Goodfellow) until a surface coverage of about 1 mg/ 
cm2 of active oxide was achieved. The deposited layers were stabilized 
by annealing the electrodes at 400 ◦C for 4 h. Potential control in DEMS 
experiments was achieved by PAR 263A potentiostat. Mass spectro-
scopic part of the DEMS apparatus consisted of a PrismaPlusTM 
QMQ220 quadrupole mass spectrometer (Pfeiffer) connected to a 
HiPace80 (PMP03941) turbomolecular drag pumping station (Pfeiffer). 
The extent of the lattice oxygen evolution was determined from exper-
iments carried out in isotopically labeled water (Oxygen-18 water, 
Medical Isotopes, Inc., Pelham, USA). 

2.4. DFT modeling 

All DFT calculations are performed using Grid-based Projector 
Augmented Wave (GPAW)[25–26] in unison with the Atomic Simula-
tion Environment (ASE) [25]. The functional of choice is the revised 
Perdew-Burke-Ernzerhof functional (RPBE) as this functional describes 
strong chemical interactions well [9,26–28]. The computational slab of 
rutile RuO2 was made of four atomic layers with the bottom two being 
constrained in position as to emulate bulk material. The structure is 
further replicated twice along the y-axis such that the surface provides 
three cus sites and three bridge sites. A 10 Å vacuum is introduced above 
and below the structure to avoid unwanted self-interaction due to the 
periodic boundary conditions. All discussed structures were created by 
modification of this RuO2 slab by the removal/addition of adsorbates 
and by replacement of metal atoms in the lattice (exchanging Ru for 
Mn). Due to the magnetic properties of manganese, the calculations 
were set to be spin polarized. A k-point mesh of (2,2,1) was used for 
Brillouin zone sampling and the plane wave energy cutoff was set to 500 
eV. Each structure was then relaxed until the total forces went below 
0.05 eV A − 1. 

3. Results and discussion 

3.1. Material characterization 

Spray freeze freeze drying approach in Ru-Mn-O system yields single 
phase materials conforming to formula Ru1-xMnxO2 with x ranging be-
tween 0.0 and 0.2. All prepared materials were of black color apparently 
of nanocrystalline nature (see Fig. 1). 

The X-ray diffraction patterns shown in Fig. 1 conform to tetragonal 
rutile type structure (P42/mnm). Although the oxides of both compo-
nents (Ru and Mn) can form rutile type oxides (see patterns marked in 
Fig. 1) the actual position of the observed diffraction maxima corre-
sponds rather to those of the RuO2. Such a behavior can be expected 
given the chemical composition of the prepared phases which is domi-
nated by Ru. 

The analysis of the experimental diffraction pattern allows to eluci-
date the structural parameters which are listed in Table 1. 

As follows from Table 1 the change of the chemical composition has 
no clear projection into the structural parameters a and c. While the 
substitution of the Ru in the structure has apparently no effect on the 
lattice parameter in the x and y direction (parameter a), the incorpo-
ration of Mn, on the other hand, affects the arrangement of the structure 
along the z axis. This variation of the c parameter, however, does not 
show any clear correlation with the Mn content (see Fig. 2). At the same 
time the c/a ratio – a structural descriptor proposed for rutile type oxides 
in the literature [16] is composition independent (see Fig. 3). This 

Fig. 1. XRD diffraction patterns of Ru1-xMnxO2 catalyst prepared by spray- 
freezing/ freeze-drying approach. The actual Mn content is indicated in the 
Figure legend. The diffraction patterns for reference compounds RuO2 (blue) 
and MnO2 (violet) are depicted as vertical bars. 

Table 1 
The parameters of the Retvield analysis of the diffraction patterns of Ru1-xMnxO 
catalysts.  

X a (Å) c(Å) V (Å3) 

0.00 4.498±0.001 3.096±0.001 62.661±0.019 
0.05 4.496±0.001 3.108±0.001 62.836±0.021 
0.10 4.505±0.003 3.088±0.002 62.676±0.070 
0.15 4.501±0.001 3.099±0.001 62.788±0.028 
0.20 4.498±0.001 3.081±0.001 62.330±0.028  

Fig. 2. Unit cell parameters and corresponding unit cell volume extracted fom 
XRD diffraction patterns of Ru1-xMnxO2 materials. 
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contrasts with the behavior reported on similar systems conforming to 
Ru1-xNixO2 composition. The absence of a clear trend in the c/a 
dependence on the chemical composition can be taken as an indication 
that Mn, in contrast to Ni, shows a decreased tendency to form clusters in 
the structure on sub-nanometer level and that the Ru1-xMnxO2 materials 
have a stronger tendency to retain the mixing of the cations present in 
the ice precursor in the spray freeze- freeze drying synthesis. 

The character of the observed diffraction patterns suggests nano-
crystalline nature of the prepared materials. More precise information 
regarding the actual particle size distribution can be extracted from the 
widths of the diffraction peaks (see Fig. 4) as well as by analysis of SEM 
micrographs (see Fig. 5). A closer analysis of the diffraction peaks, 
namely of the materials characterized by x higher than 0.1 reveals a 
complex nature of the prepared materials. The shape of the observed 
diffraction peaks clearly deviates from that expected for simple single 
phase indicating a coexistence of two phases differing primarily in 
coherent domain size. These two peaks coincide with their positions but 
significantly differ in their width (see Fig. 4). This type of behavior is 

observed for all diffraction maxima observed in diffraction patterns of 
Ru1-xMnxO2 with x higher than 0.1. 

In fact, a presence of two characteristic crystal shapes and sizes can 
be tracked also in the SEM micrographs (see Fig. 5). The prepared ma-
terials are mainly composed of rather small nanocrystals with charac-
teristic particle size below 20 nm. This fine crystal fraction is, however 
complemented by relatively minor fraction of coarser bipyramidal 
nanocrystals the size of which increases from ca. 40 nm (in the case of x 
= 0.05) to 120 nm (in the case of x = 0.20). This increase of the large 
crystal size is also accompanied by a change of their characteristic shape 
which develops from bipyramidal one to an elongated one when a large 
prismatic part is capped with two rather insignificant pyramids. It needs 
to be noted that although the large nanocrystals are disproportionally 
underrepresented in all materials with x higher than 0.05, their coherent 
domain is significantly bigger than that of the small nanocrystals 
(responsible for most of the electrocatalytic behavior - see below) and 
they dominate the diffraction pattern namely for materials with x higher 
than 0.1. It needs to be noted that the characteristic coherent domain 
sizes obtained using the Scherrer formula for finer phases agree well 
with the characteristic particle size obtained by analysis of the SEM 
micrographs (see Fig. 5). 

Comparing the characteristic particle sizes (based on SEM with 
coherent domain sizes) based on diffraction data one finds that the 
phases in Ru-Mn-O system tend to form nanocrystals smaller than pure 
RuO2 prepared using the same synthetic procedure. The characteristic 
particle size decreases with increasing Mn content (from 7 nm for ma-
terial with x = 0.05 to about 4 nm for material with x equal to 0.20) 
which seems to suggest a metastable nature of the Ru-Mn-O oxides 
which need to be stabilized by surface energy. The formation of large 
crystals in this context cannot be easily explained since, unfortunately, 
even in the case of the largest crystals it is rather difficult to investigate 
independently the chemical composition of this minority phase. 
Nevertheless, given the large disparity in the particle size of small and 
large nanocrystals, one may assume that the contribution of the large 
nanocrystals to the electrocatalytic behavior is negligible. The presence 
of the coarse nanocrystal fractions is also reflected in the BET based 
specific surface area values of the prepared materials which range be-
tween 35 and 52 m2/g when the highest specific surface area is observed 
for materials with x equal to 0.1 which is apparently free of large 
nanocrystals. 

3.2. Electrochemical behavior 

All prepared Ru-Mn-O phases are active in electrocatalytic oxygen as 
well as chlorine evolution. The electrocatalytic activity of all prepared 
materials (complemented with that of pure RuO2) in oxygen evolution is 
summarized in Fig. 6. As follows from the data shown in Fig. 6 the 
anodic activity of the Ru-Mn-O phases increases with increasing Mn 
content. The observed activity increase is linear in the range 0 <x<0.15 
and starts to decrease for materials with higher Mn content. The 
observed trend reflects two possible effects which can be difficult to 
distinguish. The actual activity trend suggests that Mn substituting the 
Ru in the rutile structure is likely active in the oxygen evolution process 
or that it facilitates a formation of structural motifs enhancing the ox-
ygen evolution with respect to that of pure ruthenium dioxide. In this 
respect one might assume that Mn, in contrast to, e.g. Ni or Co [16] can 
actively bind oxygen if present in cus sites. Alternatively, one cannot 
discount the possible effect of the low dimensionality sites – crystal 
edges and vertices, which are more frequently present at the surface of 
materials with higher x due to their smaller particle size. 

The trend observed for electrocatalytic oxygen evolution is appar-
ently replicated also for parallel oxygen and chlorine evolution in acid 
media (see Fig. 7). The presence of chlorides increases observed anodic 
activity in a linear way, the sensitivity of anodic activity of the Ru-Mn-O 
phases towards presence of chlorides, however, becomes less evident 
with increasing Mn content. The effect of the chloride presence is 

Fig. 3. c/a structural descriptor as a function of the chemical composition of 
Ru1-xMnxO2 materials. 

Fig. 4. Particle size (left) and coherent domain (right) size of the Ru1-xMnxO2 
materials. Particle size values were extracted from SEM micrographs while the 
coherent domain sizes were extracted from diffraction patterns using a Scher-
rer formula. 
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notable namely for materials featuring low Mn content (x<0.1). The 
pure RuO2 shows a doubling of the observed anodic current upon 
introduction of chlorides in concentration of ca. 0.3 M. The incorpora-
tion of Mn into the RuO2 structure suppresses chloride induced current 
increase to ca. 1.5. 

This activity trend transcribes into selectivity data extracted from 
RRDE as well as DEMS experiments. In the case of the RRDE experiments 
the selectivity can be directly assessed from comparison of ring and disk 
currents as long as the ring potential is kept at a potential when one can 

Fig. 5. SEM micrographs of the Ru1-xMnxO2 catalysts prepared by spray freeze - freeze drying approach with changing Mn content a) x = 0.05, b) x = 0.1, c) x =
0.15, d) x = 0.2. 

Fig. 6. Electrocatalytic activity Ru1-xMnxO2 materials in anodic gas evolution 
reactions. The activity is represented as a current density measured at 1.3 V vs. 
SCE in 0.1 M HClO4 containing variable amount of chlorides. Actual chloride 
concentration is indicated in the Figure legend. 

Fig. 7. Chloride concentration dependence of the anodic current on Ru1- 

xMnxO2 materials during cyclic voltammetry in 0.1 M HClO4 containing vari-
able concentration of NaCl. Actual measured currents are normalized by the 
current measured at the lowest chloride concentration (0.02 M). 
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reduce the produced chlorine while simultaneously preventing the ox-
ygen reduction due to its kinetic hindrance (ORR does not proceed at 
potentials positive to 0.8 V vs. RHE). 

Typical course of the disk and ring currents in the RRDE experiments 
following the selectivity of the Ru-Mn-O materials in parallel oxygen and 
chlorine evolution is depicted in Fig. 8. 

It needs to be noted that disk current as well as ring current show in 
principle analogous course. Both the disk and ring current increase 
exponentially with potential at anodic potentials higher than 1.1 V vs. 
SCE. The recorded disk currents are 2 orders of magnitude higher than 
the corresponding ring currents. The ring to disk current ratio of ca. 0.01 
is about 10 times lower than the collection factor of the RRDE setup (see 
above) suggesting that the anodic process is dominated rather by oxygen 
evolution than by chlorine evolution. Also the exponential increase of 
the ring current with electrode potential even at the lowest chloride 
concentrations suggests that the chlorine evolution process at the elec-
trode is not transport limited and, therefore, reflects the intrinsic 
selectivity of the Ru-Mn-O surfaces. A typical anodic behavior of Ru-Mn- 
O materials for different chloride concentrations at pH 1, i.e., a com-
parison of the measured currents and of its oxygen and chlorine related 
contributions, for Ru0.9Mn0.1O2-y is shown in Fig. 9. 

A comparison of the measured currents and contributions oxygen 
and chlorine partial currents for different catalysts compositions is 
summarized in Fig. 10. 

As follows from Fig. 10 the observed increase of the measured cur-
rent after addition of chlorides is practically attributable to chlorine 
evolution. The current corresponding to oxygen evolution remains 
practically unaffected by the presence of chlorides. This behavior is 
somewhat surprising since it essentially suggests that the thermody-
namically allowed anodic processes – OER and CER – are in fact not 
competing and apparently proceed exclusively exploring different active 
sites present at the material’s surface. This type of behavior is observed 
for all Ru1-xMnxO2 phases with x>0.05. Pure RuO2 and Ru-Mn-O phases 
featuring low Mn content (x ≤ 0.05), on the other hand, show a decrease 
of the OER related current at chloride concentrations higher than 0.1 M 
(see Fig. 10). 

The data presented in Fig. 10 may be recalculated into selectivity 
parameter which shows the fraction of the charge being transferred into 
a particular gas evolving reaction. The selectivity towards CER is pre-
sented in Fig. 11. The selectivity data clearly show that although the 

selectivity towards chlorine evolution generally decreases with 
increasing Mn content there seems to be a weak minimum indicating the 
highest attained selectivity for oxygen evolution for material featuring 
15% of cationic position occupied by Mn. It needs to be noted that this 
material pushes the chlorine evolution extent down to 30% even at 
significant chloride concentration of 0.3 M which makes it a prospective 
material for further optimization for selective OER in chloride contain-
ing media. 

Qualitative difference in the selectivity behavior of pure RuO2 and 
Ru-Mn-O phases can be further demonstrated comparing the order of 
chlorine evolution and oxygen evolution reactions for variable chloride 
concentration (see Fig. 12). The order of reaction for chlorine evolution 
clearly shows no significant difference between the behavior of the pure 
RuO2 and Mn substituted materials. Regardless of the catalysts compo-
sition the order of chlorine evolution ranges between 1.4 and 1.8. The 
coincidence of the order of reaction of CER may suggest that the chlorine 
evolving mechanism is most likely the same on all studied materials. The 
order of oxygen evolution reaction on the other hand achieves negative 
value of − 0.224 for pure RuO2 while in the case of all Ru-Mn-O phases it 
attains a value close to 0. The observed trend in the order of OER with 
respect to chloride concentration suggests that the actual selectivity 
behavior is primarily affected by the oxygen evolution reaction, namely 
by its mechanism. 

Even though the complexity of the OER mechanism cannot be un-
derstated (please refer to the dedicated reviews on the subject [29] for 
more detailed information), a simplified approach applicable for the 
purposes of this paper can be based on an assumption that OER may 
proceed by one of three reaction mechanisms which could be combined 
from the following elementary steps [30]:  

S+H2O → S–OH + H+ + e–                                                            (1)  

S–OH → S–O+H+ + e–                                                                   (2)  

S–O → 2S + O2                                                                              (3)  

S–O+H2O → S–OOH + H+ + e–                                                      (4)  

S–OOH +H2O → S+O2 + H+ + e–                                                   (5) 

Where S marks an active site at the surface. 

Fig. 8. Characteristic course of the disk current (left) and of the ring current 
(right) recorded during linear scan polarization of a Ru0.9Mn0.1O2 catalysts 
deposited on a glassy carbon disk electrode in RRDE arrangement utilizing a Pt 
ring polarized at 0.9 V vs. SCE. The experiments were carried out in 0.1 M 
HClO4 containing 0.1 M NaCl. The disk electrode was polarized at scan rate of 
10 mV/s. The applied rotation rate was 1600 rpm. 

Fig. 9. Measured anodic disk current and its oxygen (blue) and chlorine (red) 
evolution related contributions for Ru0.9Mn0.1O2 catalyst in 0.1 M HClO4 con-
taining variable amount of sodium chloride. The actual chloride concentration 
is indicated in the Figure legend. Actual experimental conditions were identical 
as shown for Fig. 8. 
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Fig. 10. Concentration dependence of the measured anodic disk current and its OER (blue) and CER (red) contributions for Ru1-xMnxO2 phases measured in 0.1 M 
HClO4 containing variable amount of sodium chloride. The presented activity data were extracted from voltammetric experiments. 
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The reaction sequence (1)–(3) is conventionally denoted as Langmuir 
Hinshelwood mechanism. In the same manner we may take the reaction 
sequence (1), (2), (4), (5) as Elye Rideal mechanism of OER. It needs to 
be noted that in both these reaction mechanisms the evolved oxygen 
molecule contains only oxygen atoms originating from water. Both re-
action mechanisms are also difficult to distinguish experimentally. An 
alternative reaction mechanism, which could be experimentally quan-
tified is in the literature denoted as the Mars – Van Krevelen when the 
process of oxygen evolution involves an exchange of an oxygen atom 
between the electrolyte solution and catalysts’ lattice resulting in the 
situation when evolved oxygen molecule contains at least one oxygen 
atom originally present in the catalysts lattice. This reaction mechanism 
is frequently denoted as a lattice oxygen activation (LOER) [31,32] and 
– aside of the experimentally proven involvement of the lattice oxygen – 

the theory assumes that formally proceeds via single site pathway out-
lined in the Elye Rideal mechanism. 

The presence of the LOER mechanism can be quantified from OER 
experiments carried in isotopically labelled water when one follows the 
isotopic distribution in the produced oxygen. Given the natural isotopic 
distribution of oxygen one should expect that oxygen evolution in 18O 
labelled water yields primarily 18O2 molecules, which can be identified 
(and quantified) in differential electrochemical mass spectroscopy 
(DEMS) as a signal with characteristic m/z of 36. In the case when the 
LOER mechanism plays a significant role in oxygen evolution one should 
expect that the produced oxygen contains a significant fraction of 
16O18O molecules which is characterized in produced oxygen by a signal 
with m/z of 34. It also needs to be noted that the fraction of the signal 
with m/z of 34 should decrease with time as the surface of the catalyst 
involved in LOER gets enriched and eventually dominated by 18O. 

A presence of the LOER for ruthenium dioxide-based materials has 
been reported previously and it was found to be dependent on the 
electrode potential as well as on the catalyst’s morphology [33,34]. 
More relevant in the context of the above presented selectivity data of 
the Ru-Mn-O is a comparison of the behavior of Ru-Mn-O oxides 
featuring different amounts of Mn. A comparison of the isotopic distri-
bution of the electrochemically produced oxygen is shown in Fig. 13. It 
needs to be stressed that in the case of potentiostatic oxygen evolution 
on Ru0.95Mn0.05O2 the DEMS identifies a measurable fraction of 16O18O 
in the produced oxygen. The total extent of the LOER does not exceed 10 
% of the produced oxygen. In the case of the Ru-Mn-O oxides featuring 
more than 10 % of Mn, on the other hand, one does not detect any 
measurable amounts of 16O18O suggesting that LOER does not 
contribute appreciably to the oxygen evolution. One may stress that the 
presence of the LOER coincides with enhanced selectivity of the 
Ru-Mn-O oxide towards chlorine evolution. In fact, a similar trend was 
tracked for Ru rich Ru-Ti-O phases [5]. 

The observed LOER tendency is difficult to rationalize since the Ru- 
Mn-O phases have never been systematically explored neither spectro-
scopically nor theoretically. A certain lead on the observed selectivity 
can be deduced from a simple computational analysis investigating the 
reactivity of theoretically conceivable oxygen intermediates on Ru-Mn- 
O surfaces and linking them with a probability of the LOER mechanism 
in Ru-Mn-O materials. Such an analysis can be done using (110) oriented 
surface of a rutile type oxide mimicking possible Mn arrangements 
characteristic for Ru-Mn-O phases. Generally, employing DFT one can 
determine the binding energy of oxygen species on the surface as 

ΔE0∗ = E0∗ + EH2 − E∗ − EH2O (6)  

where ΔEO* is the oxygen binding energy of interest, E* is the DFT en-
ergy of the relaxed surface without the oxygen adsorbed, EO* is the en-
ergy of the surface with the adsorbate and EH2 and EH2O are DFT 
reference values of hydrogen and water respectively [35,36]. For 
determination of the Gibbs free energy one has to include zero-point 
energy as well as entropic corrections to this value. However, these 
corrections are quite small in the case of oxygen intermediates [37]. 
When searching for potentially active lattice oxygen, the binding energy 
as calculated directly from the DFT energies should be sufficient. This 
binding energy for different oxygen species on a rutile (110) surface of 
Ru-Mn-O is presented in Fig. 14. 

Although one may assume that the prepared materials feature only 
one type of the cationic position the projection of the structure to the 
(110) direction in fact differentiates two types of surface oxygen posi-
tions. The so called coordinatively unsaturated site (cus) position rep-
resents oxygen forming an apical Me-O bond where the O features two 
available bonds to interact in the interphase. This position is generally 
assumed to be active in the oxygen evolution reaction. The other 
conceivable surface position corresponds to oxygen which forms two 
equatorial Me-O bonds with the remaining electronic density forming 
one bond to interact in the interphase. This position is usually denoted as 

Fig. 11. Selectivity towards CER of the Ru1-xMnxO2 catalyst in acid media as a 
function of the chemical composition and chloride concentration. The selec-
tivity data were extracted from voltammetric experiments illustrated in Figs 8 
and 9. The experimental details were identical to those described for Fig. 8. 

Fig. 12. Order of chlorine evolution (black) and oxygen evolution (red) reac-
tion at 1.3 V vs Ag/AgCl with respect to chloride concentration extracted from 
voltammetric experiments on Ru1-xMnxO2 catalysts at pH 1. Actual experi-
mental conditions were identical as shown for Fig. 7. 
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bridging and is generally deemed as inactive in OER. 
This general assignment is based on comparison of oxygen adsorp-

tion energies in cus and bridge positions. Fig. 14a shows the oxygen 
binding energies for the case of pure RuO2. As is illustrated, the binding 
energy of oxygen in the cus position is significantly weaker than that for 
the one in the bridge position. One way to rationalize the activity of the 
cus site is to think of it as the weakest adsorbate in the surface, and 
therefore the most likely to leave the surface. The observed reactivity 
trend for RuO2 suggests relatively low tendency of RuO2 to employ the 
LOER mechanism in the oxygen evolution process since adsorption of 
oxygen into any conceivable position is unlikely to lead to a situation 
when the oxygen would remain (temporarily) immobilized at the elec-
trode surface. The surface, excluding the active cus sites, is too stable. 

The OER reactivity trends observed for pure RuO2 are essentially 
replicated on Ru-Mn-O surfaces regardless of the specific arrangement 
the Mn may attain in the catalyst’s surface (see Fig. 14). The binding of 
the oxygen in the bridging position is generally significantly stronger 
than in the cus position regardless of whether the cus site is occupied 
with Ru or Mn. Only for the case of Mn pairs in bridge positions is the 

neighboring Ru-Mn bridge site weakened (see Fig. 14d). These sites, 
however, are still not expected to be active at low overpotentials. It 
needs to be maintained that cus sites still represent the primary site for 
oxygen evolution at these conditions. The binding of oxygen adsorbates 
on manganese cus sites is significantly weaker than that of the ruthenium 
cus sites. Determining the activity of these sites via a volcano plot [38] 
finds that both the ruthenium and the manganese cus sites are indeed 
very active OER sites when taking into account that the proton might 
migrate to the bridge site for OH and OOH reaction intermediates [39]. 
This behavior could help to explain the observed experimental trend 
that OER activity increases with manganese content. The volcano plot is 
available in the electronic supplementary material. 

In summary, the oxygen binding trends for all theoretically treated 
structural arrangements for Ru-Mn-O phases agrees with experimental 
observation of suppressed tendency of these materials to employ LOER 
in oxygen evolution as well as the tendency to increase activity with 
increasing Mn content. The weak contribution observed in labelled 
water experiments for materials featuring low Mn content (see Fig. 13) 
then can be attributed most likely to low dimensionality sites which are 
more frequently present at the surface of materials with finer particle 
sizes (see above). 

It needs to be noted that although these DFT calculations support the 
experimental observation of suppressed LOER in oxygen evolution for 
materials selective of OER in presence of chlorides, they provide only 
limited insight into the nature of the active sites responsible for chlorine 
evolution (and LOER). This fact most likely just visualizes the blind spot 
of the simple model applied in this work, as we do not take into account 
low dimensionality sites (crystal edges and vertices) as well as to defects 
which might be present in the structure. The behavior of the Ru-Mn-O 
phases is in principle similar to that of the Ru-Ti-O phases despite 
their natural tendency for chlorine evolution. 

4. Conclusions 

The behavior observed for single phase nanoparticulate Ru-Mn-O 
oxides clearly outlines that in contrast to early theoretical predictions 
the selectivity of Ru based oxides in parallel oxygen and chlorine evo-
lution can be controlled by material design. The selectivity of various Ru 
based oxides may be controlled not only by local structure as reported 
previously for Zn [4] and Ti [5] modified Ru oxides but also by chemical 
composition. In this light a modification of Ru oxides by incorporation of 
Mn leads to two effects – i) systematic increase in OER activity with an 
increase of the Mn content and ii) systematic shift of the selectivity to-
wards OER in presence of chlorides. While the former trend may be in 
part attributed to the particle size effect independent of the chemical 

Fig. 13. Contribution of the lattice oxygen evolution reaction (LOER) to the oxygen evolution at 1.2 V vs Ag/AgCl in 0.1 M HClO4 for Ru0.95Mn0.05O2 (left) and 
Ru0.80Mn0.20O2 (right) catalysts. The presented data were extracted from potentiostatic OER experiments in H2

18O labelled water. The fraction of the LOER is based on 
DEMS detection of the isotopic distribution of the produced oxygen and is presented along with the course of potential. 

Fig. 14. DFT binding energies (in eV) of different surface oxygen species for 
rutile Ru1-xMnxO2 (110) across different surface configurations. a: Plain RuO2. 
b: A single Mn atom in bridge position. c: A single Mn atom in cus position. d: 
Two Mn atoms in the bridge. e: One Mn atom in the bridge and one in the cus 
position. f: Two Mn atoms in the cus position. Teal atoms are ruthenium, fuchsia 
atoms are manganese and red atoms are oxygen. A volcano plot for this system 
can be found in the electronic supplementary material at https://nano.ku.dk/e 
nglish/research/theoretical-electrocatalysis/katladb/rumno/. 
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composition the role of the Mn present in the structure clearly stands out 
as the main driver of the observed trend in selectivity in parallel OER 
and CER. The RRDE and DEMS data clearly show that the OER and CER 
processes are not competing at Ru-Mn-O surfaces and the oxygen evo-
lution process seems to be virtually unaffected on materials featuring 
Mn. The observed trend can be ascribed to a suppression of the lattice 
oxygen activation during OER on Ru-Mn-O surfaces. The DFT analysis 
further confirms that this LOER suppression is an intrinsic property of 
the R-Mn-O phase underscoring the control of the oxygen evolving 
mechanism in the selectivity control of the Ru based anodic materials 
intended for use in sea water electrolysis. 
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4.3 Discussion of computational LOER identification

The challenge with computational approaches to LOER tendency identification is that
the exact origin of evolved "lattice oxygen" is unknown. The DEMS quantification of
MvK is done during OER in isotope labeled water, H2

18O, and thus it measures whether
evolved oxygen comes from the sample (evolved as 16O18O), or the electrolyte (evolved as
18O2). In this regards, the oxygen could be more correctly labelled as "trackable", as there
is no guarantee that it is even from the lattice. While this makes it difficult to model, it
also highlights the importance of theory in relation to the understanding of the behaviour.

A Sabatier style analysis cannot tell the difference between LOER and OER active sites,
as it is difficult to know which surface sites are populated by oxygen at the moment
before being put into experimental conditions. The pure rutile RuO2 (110) surface only
has two (three if we are generous) different kinds of exposed oxygen: CUS, bridge (and
sublattice). With CUS oxygen being easily evolvable, and bridge oxygen being strongly
bound, it makes sense to identify one as lattice oxygen and the other as coming from the
electrolyte. There is however no clear cutoff between what would be part of a real sample,
and what would be present as a function reaction conditions (i.e. from the electrolyte).
Imagine now a bridge site with binding energetics similar to that of the pure RuO2 CUS
site. Both of these active sites would be plotted identically on the Sabatier volcano, and
they would be expected to behave similarly. Does this imply that both sites are empty
from preparation? Even though this is an extreme example, these are the questions that
arise when dopants are introduced in the structure. The surface becomes heterogeneous,
resulting in distributions of oxygen binding energies, and weakened oxygen species. The
computational screening approach introduced in this chapter therefore works mainly by
the prediction of oxygen vacancy stabilization, which has been shown to correlate with
LOER tendency in specifically perovskites [36, 62]. Additionally, the LOER tendency
can be seen as linked to the weakening of oxygen species in the sample.

A conceptualization of LOER as due to distributions of weakened oxygen species can
explain the experimental relation between surface defects / material morphology and
LOER tendency [60]. When surface deformation or defects are high, the pristine crystal
structure is disturbed, creating the distributions of weakened oxygen species that can be
evolved as LOER. This would explain why initial studies found significant LOER ten-
dency in RuO2 [35], whereas newer experiments on well characterized and even oriented
nanocrystals found the opposite [64, 65]. In this way, the messier the sample, the higher
the LOER tendency.
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5 What determines the binding energy of intermediates on ox-
ides?

As discussed in section 3.2, ∆G2 is a good bond strength descriptor for the Sabatier-style
analysis of OER. Unfortunately, despite its efficacy, it does not convey any design prin-
ciples for the control of binding energies along the OER reaction pathway. Ideally, the
bond strength descriptor would be directly correlated to a controllable parameter, such
that it provides a variational design principle for catalysts. Due to this, there has been
substantial interest in understanding the physical origin of adsorbate binding energies [66].

5.1 Historical perspective

Between 1995 and 1997 Jens Nørskov and Bjørk Hammer wrote a series of publications
outlining their Hammer-Nørskov d -band model of adsorbate binding on noble- and tran-
sition metals [67, 68, 69, 70, 71]. Based on DFT calculations, the model states that the
oxygen binding energy is linearly dependent on the energy difference between the d -band
of the metal and the Fermi level of the material. In an article from 2006 Hammer show-
cased the descriptive power of the model by applying it to a system of MgO-supported
Pd thin film [72].

For oxides, a corresponding well-defined model has proven elusive [66]. In 2005 Pacchioni
et al. studied systems of metal supported Mg-oxide films computationally [73, 74]. It
was found that adsorbates with a high electron affinity (Au, Ag) become charged when
the oxide has metal support. This is in contrast to Pd, which remains unchanged from
adsorption on pure MgO. The effect was attributed to the outermost s-orbitals of Ag/Au
being just below the Fermi level of the metal support (Mo), incentivizing electron tun-
neling through the insulating oxide. The 5s orbitals of Pd was found to be just above the
metal support Fermi level, explaining the difference in charging. The effect was shown
to correlate with the change in work function of the Mo support upon oxide deposition.
Frondelius et al. did a similar study with oxide films (MgO and Al2O3) on a range of
different transition metal supports. They investigated Au atoms, Au clusters, and NO2

binding, finding that when the oxide is supported, the binding energies increase [75].
They additionally noted that low work function is generally associated with high adsorp-
tion energies.

In 2011 Suntivich et al. demonstrated correlation between σ∗-orbital occupation and
ORR activity for perovskite oxides in low-temperature aqueous environments [76]. Later
the same year, Lee et al. demonstrated that oxygen surface exchange in perovskites
are strongly correlated to the oxygen p-band center (as relative to the Fermi level) [77].
This has since been shown to also hold true for hydrogen adsorption on oxygen in oxides
[78], and just in general for ligand p-bands in inorganic compounds [79]. At the end of
2011 Suntivich et al. published another article, showcasing how electron occupancy of
eg-symmetry d-orbitals for B-site metals in perovskites serves as a good descriptor for the
Sabatier bond strength [80]. This idea was further expanded upon by Calle-Vallejo et al.
in 2013 [81]. They identified the number of outer electrons in transition metal (oxides)
as a great descriptor for adsorption processes, producing linear trends in binding energy.
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Finally, recent results of Garcés-Pineda et al. identify electronic "push and pull" effects
in Fe-Ni-Zn spinel oxides between the Zn/Fe and Ni, allowing for some degree of tuning
the overpotential by substituting Zn with Ni and vice versa [82]. Resulting from this,
they produce a volcano plot dependent on chemical composition.

5.2 Activating TiO2

Understanding the exact electronic descriptors of adsorbate binding on oxides could pro-
vide new avenues of catalyst design. It could for example allow for the activation of
stable otherwise inactive oxides. Stable and abundant oxides like TiO2 are ideal for the
harsh conditions of acidic OER. Despite the inactivity of TiO2 [83], studies have pointed
towards Ti as the active site on DSAs for chlorine evolution [58, 84]. This showcases that
it should be possible to engineer TiO2 into being active.
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Reproduced from Ref. [85] with permission from the Royal Society of Chemistry.

5.3 Article 4: Synergistic effect of p-type and n-type dopants in semicon-
ductors for efficient electrocatalytic water splitting

There are many studies doping TiO2 in an attempt to enhance the electrochemical activ-
ity [86, 87, 88], and while increased activity is observed, the resulting catalysts are still
nowhere good enough for commercial use. Despite this, substitutional codoping studies
of TiO2 with simultaneous n- and p-type dopants seem beholden to other fields like pho-
tocatalysis [89, 90, 91].

In the present computational and experimental study, co-substitution is applied to elec-
trocatalysis, specifically TiO2 and perovskite SrTiO3. Using vanadium as n-type dopant
and rhodium as p-type dopant, DFT analysis finds that TiO2 is greatly activated by
codoping. For both TiO2 and SrTiO3 the overpotential of the co-doped system lies in
between that of solely n- or p-doped structures on the OER volcano plot. For SrTiO3,
the solely n-doped system is more active than the co-doped case. Additional A-site sub-
stitution with Ba, reactivates the co-doped perovskite to match the n-doped case.

Expanding the analysis to include more n-type (V, Nb, Ta, Mo, W) and p-type (Rh, Mn,
Pd, Ru) dopants finds that the activation of TiO2 is a general trend during codoping.
Additionally, the volcano positions of intermediates can be somewhat tuned by adding
additional dopants.

The locality of the dopant effects are investigated by varying dopant distance to the ac-
tive site, resulting in a linear correlation between the inverse distance to binding site and
the binding energy of the adsorbate.

For experimental verification, (co-)substituted nanoparticles were prepared by the spray-
freeze freeze-drying approach. The synthesized materials were of the anatase polymorph
as determined by XRD. Ultraviolet-visible (UV-vis) spectroscopy shows significant differ-
ence in the electronic structures between the pure anatase TiO2 and the doped species.
The spectra of co-doped species look similar to conductors, thus reproducing the theorized
conductivity trend observed in calculation. As for the catalytic activity, only co-doped
structures show increased OER activity, with Mn/Co exhibiting the highest activity.
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The main challenge for acidic water electrolysis is the lack of active and stable oxygen evolution

catalysts based on abundant materials, which are globally scalable. Iridium oxide is the only material

which is active and stable. However, Ir is extremely rare. While both active materials and stable

materials exist, those that are active are usually not stable and vice versa. In this work, we present

a new design strategy for activating stable materials originally deemed unsuitable due to

a semiconducting nature and wide band gap energy. These stable semiconductors cannot change

oxidation state under the relevant reaction conditions. Based on DFT calculations, we find that adding

an n-type dopant facilitates oxygen binding on semiconductor surfaces. The binding is, however,

strong and prevents further binding or desorption of oxygen. By combining both n-type and p-type

dopants, the reactivity can be tuned so that oxygen can be adsorbed and desorbed under reaction

conditions. The tuning results from the electrostatic interactions between the dopants as well as

between the dopants and the binding site. This concept is experimentally verified on TiO2 by co-

substituting with different pairs of n- and p-type dopants. Our findings suggest that the co-

substitution approach can be used to activate stable materials, with no intrinsic oxygen evolution

activity, to design new catalysts for acid water electrolysis.

Introduction

Large-scale exploration of renewable energy is vital for new
sustainable energy concepts, meeting the requirement to
remove the dependence on fossil fuels. Renewable energy,
based on wind or solar, is affordable but suffers from their
intrinsic intermittent nature and inconvenient regional distri-
bution. These inherent disadvantages need to be mitigated by

the design of novel energy storage concepts based on chemical
bonds.1

Molecular hydrogen seems to be one of the primary candi-
dates for a new energy storage system and energy vector.2 The
only H2 production process fully compatible with carbon
neutrality and sustainability requirements is water electrolysis,
which converts electricity into chemical energy by splitting H2O
into oxygen and hydrogen. Despite signicant efforts devoted to
its optimization, water electrolysis still needs to be fundamen-
tally improved in terms of efficiency and durability.1,2

Water electrolysis can be performed both in alkaline as well
as in acid environments.3–7 Regardless of pH, the efficiency of
the overall process is controlled by the sluggish kinetics of the
oxygen evolution reaction (OER) at the anode.8

Water electrolysis in acid media would in many cases be
favored over that in alkaline media, because of more facile
kinetics of the cathodic hydrogen evolution, high electrolyte
conductivity, and high voltage efficiencies at high current
densities.9 Despite being technologically promising, the use of
acid water electrolyzers is limited by a lack of affordable, active,
and sufficiently stable OER catalysts.10

The catalysts showing the best trade-off between durability
and performance in oxygen evolution in acid media are oxides
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based on Ir or Ru.7,11 The low abundance and high price of these
materials make the acid water electrolysis process practically
unscalable.12,13

This fact stresses the importance of developing novel OER
catalysts that are active, stable, and scalable for acid media
oxygen evolution.14 The most straightforward improvement of
feasibility can be achieved by an improvement of the stability
while reducing or replacing the noble metal content in the
catalysts.15,16

One can summarize the OER process as a sequence of four
consecutive one-electron/proton transfer steps, which require
the formation of three surface conned intermediates.17,18 The
individual reaction steps are:

H2O + * / HO* + H+ + e− (1)

HO* / O* + H+ + e− (2)

H2O + O* / HOO* + H+ + e− (3)

HOO* / * + O2 + H+ + e− (4)

In an ideal catalyst all reaction intermediates, HO*, O*, and,
HOO*, bind on the surface in such a way that all reaction steps
(1)–(4) take place at the equilibrium potential of 1.23 V (i.e., each
reaction step is driven by the energy of 1.23 eV).

The main factor limiting the process optimization of water
oxidation is the scaling relation between the rst [HO*] and the
third intermediate [HOO*].19–21 As both intermediates bind
identically to the surface, a constant difference in adsorption
energies of 3.2 eV is obtained, regardless of catalyst material.
This situation greatly deviates from the ideal case where the
difference in HO* and HOO* adsorption energies should equal
2.46 eV.19,20 The validity of the scaling relation has been shown
also experimentally.22,23

To avoid the feasibility restrictions of the state-of-the-art OER
catalysts based on Ir and Ru discussed above, we propose an
alternative approach: activating semiconducting materials like,
e.g., TiO2, to form potent OER catalysts of high stability. The
stability of many semiconducting oxides is inherently related to
their wide bandgap, which, in turn, leads to low catalytic activity.
The poor performance of TiO2, chosen as a model semi-
conductor, in electrochemical water oxidation is well
established.24–29 Doping TiO2 to increase its OER activity is also
a well-established technique.28–33

This work demonstrates the activation of TiO2 for OER
catalysis by subsituting Ti-atoms with both n- and p-type
dopants.34–36 Such co-substitution has never been – to the best of
our knowledge – applied in electrocatalysis. Here, we present
a theoretical approach outlining a systematic way to improve
the catalytic activity of semiconductors through co-substitution.
The co-substitution approach optimizes the trade-off between
stability and activity by preserving the intrinsic stability of the
semiconducting material while increasing its activity because of
the electronic states created by the dopants. The theoretical
predictions are experimentally veried onmodel catalysts based
on co-substituted TiO2.

Results and discussion
Co-substitution approach

For semiconducting oxides, any computational approach needs
to avoid nite-size effects leading to computational artefacts20.
With the elimination of the nite size effect, it is possible to
computationally assess activity trends of heavily substituted
semiconductors, e.g. TiO2, and position these materials on the
theoretical OER activity volcano to draw a comparison with
other materials. The mechanism of TiO2 activation via co-
substitution is shown on the rutile polymorph to maintain
structural similarity with the state-of-the-art OER catalysts in
acid media (RuO2, IrO2).

The poor conductivity of TiO2 can be improved by n-type
substitution (i.e., by adding donors of electrons), which can
directly provide electrons to the conduction band (CB) or create
states in the bandgap close to the CB edge. The effect of the n-
type dopants can be demonstrated on a model system, where
TiO2 is substituted with V. Extending the analysis to p-type
substituted TiO2 (i.e., introducing acceptors of electrons e.g.,
Rh) one nds a different type of behavior. p-Type dopants
increase the probability of forming a hole in the valence band
(VB). In other words, p-type dopants deplete the electron density
of the VB forcing the Fermi level to move close to the electronic
states created by the p-type dopants. The effect of substitution
on the TiO2 electronic structure is schematically depicted in
Fig. 1, which shows the projected density of states (pDOS) of the
TiO2 rutile structure substituted with n-type (V) and p-type
dopant (Rh), as well as the co-substituted structure (V + Rh).
Both substituting and co-substituting the TiO2 with Rh and V
create states in the bandgap, which due to their occupancy may
interact with the reactant water molecules. These newly created
states may eventually (in the case of co-substitution) form
a new, rather narrow, electronic band that crosses the Fermi
level. In this way, the electronic structure of the co-substituted
TiO2 resembles that of a conductor. The behavior of the Fermi
level, which varies according to the type of dopant introduced, is
following literature.37

Creating these pseudo-conductor states in the bandgap of
a stable, essentially semiconducting, material such as TiO2 has
a fundamental impact on the catalytic behavior of these mate-
rials. The substitution/co-substitution approach allows, along
with conductivity optimization, tuning of the surface reactivity.
Most n-type dopants can easily provide an electron to the
binding site. Combining n- and p-type dopants leads to a situ-
ation when it becomes increasingly difficult for electrons to
leave the dopant complex and participate in the surface
binding. Therefore, the co-substitution strategy may be able to
make stable semiconducting oxides active for OER catalysis (see
Fig. 2).

The OER free energy diagrams presented in Fig. 3a identify
the oxidation of HO* to O* as the potential determining step
(PDS) for pristine TiO2 (eqn (2)). This places the rutile poly-
morph of TiO2 on the weak binding branch of the OER activity
volcano (see Fig. 3b, grey). The n-type dopants change the PDS
from the HO*/O* oxidation to O*/HOO*. This shis the n-

13880 | Chem. Sci., 2022, 13, 13879–13892 © 2022 The Author(s). Published by the Royal Society of Chemistry
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substituted TiO2 from the weak binding branch to the strong
binding branch of the activity volcano (Fig. 3b, red data point).
Hence, n-type substitution makes the rutile structure highly
reactive resulting in too strong oxygen adsorption. This causes
an accumulation of chemisorbed oxygen intermediates even-
tually blocking the surface. Aer blocking the surface, the
activity of the n-type substituted rutile does not differ from that
of pristine TiO2 (see Fig. 3b).

DFT analysis of the effect of p-type dopants on the theoreti-
cally assessed OER activity places the p-substituted TiO2 on the
weak binding side of the volcano and the predicted activity

shows only a marginal improvement over that of pristine TiO2.
Therefore, in conclusion, the substitution of TiO2 with a single
type of dopant does not improve its OER activity since (i) the n-
type substitution causes primarily an accumulation of strongly
chemisorbed oxygen on the surface and (ii) the activity of the p-
type substituted materials does not signicantly change the
activity of the original material.

Aer examining the effect of both p-type and n-type substi-
tution on the OER activity of the TiO2 surface, one may naturally
consider simultaneous co-substitution of n- and p-type
elements. The OER-related catalytic activity of the co-

Fig. 1 Projected density of states (pDOS) of pristine and substituted TiO2 and corresponding atomic structures of rutile-type TiO2 (110) with V
(red), Rh (blue) (from top to bottom: n-substituted, p-substituted, co-substituted). pDOS from top to bottom: pristine TiO2; V-substituted TiO2:
the V d-states intersect with the Fermi level. Themajority of the states is located at energies above the Fermi level; Rh-substituted TiO2: the Rh d-
states are located mostly around the Fermi level and also at higher energies above the Fermi level; and V–Rh co-substituted TiO2. The dopants'
d-states populate the bandgap and are placed around the Fermi level.

Fig. 2 (a) Insertion of an n-type dopant in a semiconductor, (b) insertion of a p-type dopant in a semiconductor, (c) simultaneous insertion of an
n-type and a p-type dopant in a semiconductor and the creation of the compensated electron states.

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2022, 13, 13879–13892 | 13881
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substituted TiO2 is represented in Fig. 3 by the purple-colored
data. The theoretical activity of co-substituted TiO2 signi-
cantly differs from those of pristine as well as n- and p-type
substituted TiO2. The theoretical prediction places the co-
substituted TiO2 on the weak branch of the volcano; however,
the theoretical overpotential is greatly reduced, mainly due to
an optimized binding of the O* intermediate (Fig. 3a).

Coulombic effect

The improved binding of OER intermediates at the co-
substituted TiO2 surface retains a local character that is
dependent on the relative position of the dopants in the struc-
ture. To investigate this effect, we performed a series of calcu-
lations for different local arrangements of both dopants in the
unit cell by varying the relative distance of the dopants as well as
their distance to the binding site. Based on the relative position
of both Rh and V, the resulting catalysts may reside on either
branch of the theoretical volcano (see ESI, Fig. S1†).

A phenomenological explanation of this effect is the varying
electrostatic interaction which changes with the distance of the
dopant to the adsorbate. To further investigate this phenom-
enon, we conducted calculations with a single V atom in the
TiO2 structure, when the distance between the dopant and the
adsorbed intermediate was gradually increased. We selected
HO* as the model intermediate since it is bound on the surface
via a single bond. In this way, the use of a single dopant does
not introduce nite-size effects. The corresponding atomic
structure representations are given in the ESI, Fig. S2.† By
varying the distance of dopants to the adsorbed intermediate,
the binding energy of the intermediate changes, which has
previously been shown for TiO2 substituted with

molybdenum.38 In particular, we nd that a linear correlation
exists between the HO* binding energy and the reciprocal
distance between the dopant and the binding site. The HO*
binding energy shows the same variation with the reciprocal
distance of the vanadium atom and binding titanium atom, as
if V delivers an electron to HO*, see Fig. 4a. The generality of the
coulombic effect between the dopant and the binding inter-
mediate can be shown by extending the analysis to SrTiO3, see
ESI Fig. S3,† where the same type of dependence of the HO*
binding energy on the reciprocal distance 1/r is obtained. The
interaction between V+ and HO− is thus a simple coulombic
term; the closer the dopant is to the binding site the stronger
the binding due to the attraction between the negative and
positive charges (see Fig. 4b).

Extending this approach to the co-substituted model, one
nds the reactivity of the binding site to depend on the distance
to both dopants, the relative distance of dopants, and the
dielectric constant of the semiconductor. It is more complicated
to show the coulombic interaction directly for the co-
substituted case, as it will depend on the partial charge and
the dopants' and adsorbate positions, respectively. The
complexity of the model is likely to increase with an increasing
number of dopants. This does not neglect the role of the nature
of the dopant in binding energy control, as this determines the
position of the states in the bandgap. It means, however, that
for a given set of dopants, semiconductors, and intermediates
the variations in binding energies are governed by electro-
statics. A more detailed discussion of the coulombic effect
further showing the generality of the concept irrespective of the
dopant is given in the ESI, see Fig. S1–S10† for both substituted
and co-substituted TiO2.

Fig. 3 (a) Free energy diagram of the pure (grey), single substituted (blue – Rh and red – V), and co-substituted (purple) TiO2 and (b) the
corresponding activity volcano depicting the increased catalytic performance of the co-substituted structure.
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The generality of the co-substitution concept can be further
demonstrated by extending it to another semiconducting
system of signicant stability – SrTiO3 perovskite. The chosen
perovskite structure shows (in its non-substituted state) a band
structure similar to that of TiO2. It also shows outstanding
chemical stability but its OER-related electrocatalytic activity is
rather low, in part also due to its wide bandgap.39,40 As in the
case of TiO2, Rh and V were used as the p-type and n-type
dopant, respectively. The results of the thermodynamic anal-
ysis of the OER catalysis on pristine and substituted SrTiO3

structures are summarized in Fig. 5.
The results presented in Fig. 5 essentially reproduce the

trends predicted for the substituted and co-substituted TiO2.

The only difference in the behavior of SrTiO3 is that n-type
substitution alone improves the OER activity more than the
co-substituted SrTiO3. This observation shows that the partially
oxidized SrTiO3 corresponds to the most stable phase in the
overall OER reaction sequence. The co-substituted structure lies
energetically in between the p- and the n-type substituted
SrTiO3 as in the case of TiO2 (Fig. 5). The theoretical activity of
the co-substituted SrTiO3 is much lower than that of co-
substituted TiO2. This unfavorable trend can, however, be
reverted by partial substitution of Sr with Ba in the A-site of the
perovskite structure, which activates the co-substituted perov-
skite in the OER process (Fig. 6). Schematic representation of

Fig. 4 (a) Binding energy of HO* against 1/r, where r is the distance of the dopant (V) from the intermediate in a TiO2 structure for various
placements in the structure (cus and bridge sites, the corresponding structures are given in ESI, Fig. S2†) (b) schematic representation of the
effect of the distance between the intermediate (HO*) and the dopant (V) on the binding energy of the intermediate.

Fig. 5 (a) Free energy diagram of the pure (grey), substituted (blue and red), and co-substituted (purple) SrTiO3. As in the case of TiO2, the energy
level of the intermediates corresponding to the co-substituted structure are in between the p- and n-states (b) the corresponding activity
volcano.

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2022, 13, 13879–13892 | 13883
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the co-substituted perovskite structures SrTiO3 and Ba0.16-
Sr0.84TiO3 are shown in the ESI, Fig. S11.†

An improvement of the OER activity of perovskite-based
catalysts connected with control of the redox state of the B-
site cation in the perovskite structure has previously been re-
ported.3 This, however, does not explain the observed effect,
since the Ba s-valence orbitals are not catalytically active. A
possible explanation could be that alteration in the overall band
structure occurs due to the Ba s-orbitals pushing the electronic
states of both dopants to a more favorable position to facilitate
the adsorption of OER intermediates.

To further test the generality of the co-substitution concept,
we have broadened the initial screening of n- and p-type
dopants of TiO2 and SrTiO3 to include V, Nb, Ta, Mo, and W,
as n-type dopants, and Rh, Mn, Pd, and Ru as p-type dopants.
Extending the co-substitution hypothesis, we have chosen the
following additional pairs of p and n-type dopants: all n-type
dopants (V, Nb, Ta, Mo, W) are paired with Rh, Mn, Pd, Ru.
All combinations of p- and n-type dopants lead to electronic
structures, which in their OER activity surpass the OER activity
of pristine TiO2. (See Fig. S12 in the ESI†).

Importantly, the calculated bandgap energies of TiO2 and
SrTiO3 are signicantly underestimated compared to experi-
mental values, which is a well-known problem of DFT.41 This
may directly affect the calculated binding energies of the OER
intermediates. U-correction partially compensates for the devi-
ation of calculations from experiments,37,42 but this approach
also has its drawbacks. The U-value used for each dopant is
different, thus comparing the activity of different systems is not
straightforward. In addition, the binding energy of the inter-
mediates scales with the value of U-correction. The details of U-

corrected bandgap energies are given in the ESI, Fig. S13–S15.†
The absolute binding energies may be affected by systematic
errors in the simulations and the inherent uncertainty of the
position of individual combinations of n- and p-type dopants.
However, the effect of the co-substitution will apply even if the
absolute values change. Hence, the computational screening
approach presented here allows for narrowing the selection of
prospective dopants.

An ultimate step in the co-substitution optimization of OER
activity of semiconductors can be seen in further substitution of
the already co-substituted structures Ti(RhV)O2 and Ba0.16-
Sr0.84Ti(RhV)O3, with both n-type and p-type dopants. The
results of this computational approach are summarized in
Fig. 7, showing the position of thesematerials on the theoretical
volcano. For both rutile and perovskite structures, introducing
several extra dopants can further increase the OER activity of
the co-substituted structures. This can be traced back to varia-
tions in the band structure as a result of adding the extra
dopant. The Rh and V co-substitution states dominate however
the behavior, which places all structures on the weak binding
side of the OER volcano.

It may be concluded that the activity improvement reected
in Fig. 7 results from the joint effect of the compensated states
and the additional d-states provided by the extra dopant to the
active part of the system's band structure. A representative
example of the pDOS for such a system is shown in the ESI,
Fig. S16,† for the case of Mn, V, and Fe dopants introduced in
the TiO2 structure.

While the theoretical analysis suggests that co-substituted
TiO2 has the potential to disrupt the OER catalyst design, the
viability of the concept needs to be experimentally veried.
While the theoretical screening of prospective co-substituted
systems is relatively affordable, the actual synthesis of the
theoretically predicted systems is less straightforward. To prove
the theoretical concept, a system is required that reects the
main features of the theoretical concept yet maintains a suffi-
cient synthetic facility. Also, the theoretically conceived co-
substituted materials represent metastable phases and, thus,
the experimental proof of concept must rely on a low-
temperature synthetic approach,43,44 favoring TiO2-based
systems over SrTiO3-based materials.45

Experimental conrmation of the predicted superior OER
activity of the co-substituted TiO2 materials is still relatively
complicated. It needs to be noted that rutile, which is the basis
of the theoretical analysis (it represents the thermodynamically
stable titania polymorph), is difficult to prepare at low
temperatures. The absence of convenient low-temperature
synthesis also complicates the possible stabilization of large
amounts of substituting cations in its structure, since the
theoretically predicted chemical compositions are likely to
remain stable only if the thermal treatment does not exceed
500 °C. These synthetic approaches, however, yield the ther-
modynamically metastable anatase titania polymorph.45,46 This
fact should not present a fundamental problem since anatase is
also an n-type semiconductor and features a similar bandgap
and similar band edge energies as the rutile polymorph.47,48 To
conrm that the co-substitution approach is transferable from

Fig. 6 The OER activity volcano of V-substituted, Rh-substituted, and
V–Rh co-substituted SrTiO3 with the addition of the V–Rh co-
substituted Sr0.84Ba0.16TiO3 structure, which in terms of activity it
resembles the one of the co-substituted TiO2.
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the rutile model system and can be extended to the anatase
polymorph, the adsorption characteristics of co-substituted
anatase structures were computed (see ESI, Fig. S17†). It is
shown that the same trends are observed for both major titania
polymorphs (rutile and anatase) for both band structures and
OER activity trends. Hence, the co-substitution approach can be
generalized.

Single-substituted and co-substituted TiO2 nanoparticles
were prepared using the spray-freeze freeze-dry approach.49,50

The substitution levels achieved in all prepared TiO2 materials
were equal to a substitution of 20% of cationic positions, either
with one dopant (Cr or Mn) or two dopants (both n- and p-type
substitution) in equal amounts. All synthesized titanium oxide
materials were nanocrystalline and conform to the anatase
structure (see Fig. 8a). Substitution of an element in the anatase
structure did not cause any signicant variation in the lattice
parameters, the characteristic particle size, and the coherent
domain sizes. Details of the structural characterization of the
obtained materials are given in the ESI (see Fig. S18–S21 and
Table S1).† Although the XRD-based structure of the prepared
materials conforms to that of the anatase TiO2 polymorph, the
same cannot be said of their electronic structure as can be
inferred from measured UV-vis spectra (see Fig. 8b). The UV-vis
spectrum of pure anatase is typical for a wide bandgap semi-
conductor characterized by a clearly dened band gap of more
than 3 eV. This type of behavior is not replicated in the
substituted or co-substituted materials. The pronounced onset
of the absorption in the visible region is already evident in the
materials substituted with a single element (Mn, Cr in Fig. 8b).
For materials subject to simultaneous n- and p-type substitu-
tion, one observes a continuous absorption extending over
a rather broad interval of energies, spanning from circa 2.0 to
2.5 eV. This broad absorption band is further complemented by

a resolved localized absorption band located at ca. 1 eV, char-
acteristic namely for materials substituted with Co. This type of
behavior is generally compatible with the conductivity behavior
predicted in the DFT calculations. It needs to be noted that the
co-substituted TiO2 materials do not retain the behavior char-
acteristic of the pure TiO2, namely, they do not show charac-
teristic photo-electrochemical activity.

The OER activity of the substituted TiO2 materials was
assessed in acid media and compared with that of the bench-
mark TiO2 sample (see Fig. 9).51 Details of the electrochemical
characterization are given in the Experimental section. The
linear sweep voltammograms of the co-substituted TiO2

samples are presented in Fig. 9a. For better comparison, the
potential necessary to drive a current density of 50 mA cm−2 is
taken as an estimate of the oxygen evolution activity (Fig. 9b).
The estimated overpotentials show that the behavior of mate-
rials substituted with a single cation and that of the n- and p- co-
substituted materials signicantly differs, despite the similarity
in UV-vis spectra. While the co-substituted materials clearly
outperform the pure TiO2 benchmark sample, the activity of the
materials substituted with a single cation remains comparable
with that of the benchmark, i.e., non-substituted TiO2. It can be
concluded that only co-substitution has a pronounced effect on
the OER activity of the TiO2 electrodes (see Fig. 9b). Although
the observed behavior is essentially in line with the DFT-based
theoretical prediction presented above, the actual OER activity
seems to also be affected by the chemical nature of the dopants.

The Mn/Co co-substituted structure apparently exhibits the
highest activity (i.e., the lowest overpotential) among all the co-
substituted structures as shown in Fig. 9b. On the other hand,
the large variability of the activity observed in different experi-
ments suggests that the synthesized materials may change their
activity under operando conditions in acid media. This could

Fig. 7 OER activity volcanoes for Sr0.16Ba0.84Ti(RhV)O3 (a) and Ti(RhV)O2 (b) substituted with extra transition metal dopants (additional d-states).

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2022, 13, 13879–13892 | 13885
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particularly be the case for materials containing Mn and Co
since oxides based on these elements are relatively good cata-
lysts for OER,52–56 hence the observed enhanced activity may be
attributed to a local level phase separation. Such a phase
separation could, however, also cause material instability when
the observed anodic current might be attributed to Mn or Co
oxide leaching rather than to actual water oxidation. On the
other hand, the second-best performance is exhibited by the V/
Cr co-substituted structure, and since the oxides of V and Cr do
not form good OER catalysts in themselves,19,57,58 one can argue
that the compensation effect is responsible for their increased
catalytic activity.

This uncertainty can be resolved by separately following the
actual oxygen formation during anodic polarization of the
prepared materials and the chemical stability of the catalysts
during oxygen evolution. The oxygen formation can be followed
using online mass spectrometric detection by Differential
Electrochemical Mass Spectrometry (DEMS), as depicted in
Fig. 10.

The data presented in Fig. 10 conclusively show that the
anodic current observed at potentials positive to 1.8 V vs. RHE is
connected with the formation of oxygen. The formation of
oxygen varies on fresh electrodes but becomes fairly reproduc-
ible during repetitive polarization experiments. Although the
signal of the produced oxygen generally tracks the observed
anodic current (see Fig. 10c), it cannot be used to prove if the
oxygen evolution proceeds quantitatively. Anodic dissolution of
the electrode materials cannot be deduced from DEMS data, so
the possibility of parasitic catalyst corrosion requires a separate
online ICP-OES experiment, summarized in Fig. 11 and 12.

Based on these data, the biggest change in the composition
of the electrode is triggered by the rst contact of the electrode
materials with the electrolyte solution, which results in an
enrichment of the electrolyte solution with all metal compo-
nents of the prepared catalyst. A comparison of the behavior of
two chosen representatives of co-substituted materials Ti–Mn–
Co and Ti–Mn–V phases, however, clearly outlines a qualita-
tively different stability behavior of the Co and Mn-containing

Fig. 8 (a) X-ray diffraction patterns of the synthesized n and p co-doped TiO2 nanoparticles, the reference pattern for TiO2 in anatase structure is
included as the black line pattern and (b) UV-vis spectra of all synthesized doped TiO2 nanoparticles including the pristine TiO2 anatase reference.

Fig. 9 (a) Linear sweep voltammograms of the synthesized co-substituted TiO2 nanoparticles and the TiO2 benchmark material. Voltammo-
grams were recorded in 0.1 M HClO4 with a scan rate of 5 mV s−1 using FTO as a current collector and (b) overpotential h necessary to drive
a current density of 50 mA cm−2 on the co-substituted TiO2 nanoparticles, single dopant TiO2 nanoparticles, and the TiO2 benchmark sample.
The values included are the mean averages of three individual measurements. The assignment of individual samples is given in the figure legend.

13886 | Chem. Sci., 2022, 13, 13879–13892 © 2022 The Author(s). Published by the Royal Society of Chemistry
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phases. Although the dissolution rate upon contact with sul-
phuric acid-based electrolyte is essentially the same for both
systems, dissolution over time is more pronounced for the
system containing Co than for that featuring V. The leaching of
the catalysts' components into electrolyte solution starting
upon contact is practically nished within the rst 200 seconds
in the case of material containing V, while the solution
enrichment with metal cations in the case of the material

containing Co still proceeds at an appreciable rate aer 700 s.
Regardless of the overall chemical composition, the ICP-OES
data clearly shows that even Ti, generally considered to be
stable in acid media, is not stable in the prepared catalysts. Its
dissolution rate, however, remains about 3–5 times lower than
that of the other catalyst components –Mn and Co. The contact
of the catalyst with the electrolyte solution triggers a temporary
potential uctuation (rather small in the case of the Ti–Mn–V

Fig. 10 Linear scan voltammograms (top) and corresponding potential course of the mass spectrometric signal (bottom) of the evolved oxygen
on Ti–Co–Mn (a) and Ti–Mn–V (b) in 0.1 M HClO4. Experimental conditions were identical as those indicated in Fig. 9 and (c) chro-
noamperometric curves and corresponding time course reflecting the oxygen evolution on Ti–Mn–V based catalyst in 0.1 M HClO4 at different
potentials. The actual potentials (vs. RHE) are indicated in the figure legend.

Fig. 11 Evolution of the electrode potential (E (V) vs. RHE, left axis) and ICP-OES signals of the dissolution of the catalysts components following
exposure of (a) the Ti–Mn–V and (b) the Ti–Mn–Co to 0.05 M H2SO4 electrolyte solution. The ICP-OES signals were converted to dissolution
rates.

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2022, 13, 13879–13892 | 13887
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system) but the potential stabilises within ca. 5 minutes. It
needs to be noted that the leaching of the Mn and Co is more
pronounced than that of V.

The anodic polarization of the catalyst to potentials relevant
to oxygen evolution reaction triggers additional changes in the
chemical composition of the sample (see Fig. 12). In the case of
catalysts in the Ti–Mn–V system, the anodic polarization in
0.05 M sulphuric acid does not lead to any appreciable transi-
tion metal leaching at potentials below 1.8 V vs. RHE (see
Fig. 12).

At potentials above 1.8 V, Ti and Mn levels in solution
increase above the detection limit. No leaching of V is, however,
observed under these conditions. Interestingly, the rate of
dissolution of the unstable component of the catalyst (Mn) is
proportional to that of the stable Ti. Further, the dissolution
rate of the Ti and Mn is not a simple function of the electrode
potential, as a notable hysteresis between the anodic and
cathodic scans of the voltammogram occurs. The microscopic
state of the surface and how this state is approached therefore
plays a role, similar as was observed during charging/
discharging of LiMnO2.59

In the case of catalysts in the system Ti–Mn–Co (see Fig. 12b)
we observed generally the same trends, as the anodic polariza-
tion to the potential of oxygen evolution does not trigger any
appreciable additional catalysts dissolution. A constant, minor
dissolution of Mn, Ti, as well as Co is however observed. This
dissolution signal is, however, signicantly smaller than the

initial dissolution of the material upon contact with the
electrolyte.

The formation of dissolved Ti-containing species is some-
what surprising given the expected stability of Ti oxides in acid
media. The observed behavior, when the same rate of dissolu-
tion is observed for the reactive transitionmetals (Mn, Co) as for
the apparently stable Ti, suggests that the conditions of the
oxygen evolution process promote a formation of Ti peroxo-
complexes, which are known to be fairly soluble under the
conditions of the experiment.60 The destabilization through
formation of Ti peroxo-complexes conrms that through the co-
substitution approach Ti is indeed activated as a binding site
for the oxygen intermediates in the catalytic cycle of the oxygen
evolution process.

In summary, our data show that the anodic current recorded
during the catalyst testing originates from the oxygen evolution
process. Although the prepared materials are intrinsically
unstable as shown by ICP-OES under OCP conditions, the data
obtained at anodic polarization suggest that the materials
stabilize themselves rather fast aer exposure to the electrolyte
solution, which may point to passivating behavior.59 The
observed instability of the prepared substituted and co-
substituted TiO2 nanoparticles can be explained by the
random distribution of dopants in the particles. Dopants placed
on the particle surface lead to leaching and loss of the dopants
which in turn decreases the OER activity. Choosing a synthetic
strategy that connes the dopants to the bulk39 as an alternative

Fig. 12 Cyclic voltammogram (top) and ICP-OES signals of the dissolution of the catalysts components during cyclic polarization of (a) the Ti–
Mn–V and (b) the Ti–Mn–Co catalyst in 0.05 M H2SO4. Dashed lines indicate the ICP-OES detection limits.
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could be an approach to increasing the stability of these
materials.

Computational methods

The grid-based projector augmented wave (GPAW)61,62 package
along with the atomic simulation environment (ASE)63 interface,
was used for the density functional theory (DFT) calculations.
The exchange and correlation energy of the electrons was
expressed within the concept of the generalized gradient
approximation (GGA) by implementing the RPBE64 functional.
The grid spacing was selected to be h = 20 Å while the atomic
positions were relaxed until the total forces were lower than 0.05
eV Å−1. A 4 × 4 × 1 Monkhorst–Pack65 k-point sampling for the
1 × 3 replicated TiO2 rutile (110) surface was used, with the last
two layers (out of four) of the super cell being constrained. The
cubic conguration of the perovskite unit cell was used as the
initial structure for the SrTiO3. A 10 × 10 × 10 k-point mesh
with a plane wave energy cut-off of 900 eV and the RPBE func-
tional were used to optimize the bulk structures. For optimizing
the (100) SrTiO3 surface the same parameters as in the case of
rutile were used for a direct comparison between the two
structures.

Experimental details

All materials were prepared by spray-freeze freeze-dry synthesis.
A total metal concentration of 8 mM was maintained in all
experiments. Titanium(IV) bis(ammonium lactato)dihydroxide
(TBALD) solution (50 wt% in H2O, Sigma Aldrich) was used as
the source of titanium. 40 mM concentrated stock solutions of
TBALD in Milli-Q quality deionized water were prepared. As the
source of transition metal dopants, vanadium(V) oxide (>98%),
chromium(III) nitrate nonahydrate (99%), manganese(II) acetate
tetrahydrate (>99%), cobalt(II) acetate tetrahydrate (>98%), and
iron(II) acetate (>95%) were all purchased from Sigma Aldrich
and used as received. The precursor solutions for each experi-
ment were prepared by dissolving the corresponding metal salts
in Milli-Q quality deionized water and adding the respective
amount of TBALD stock solution as the titanium source. The
ratio of the initial metal precursors was adjusted to achieve the
desired nominal composition; a total amount of 20 at% dopants
to titanium. For co-substitution experiments, the dopants were
added in a 1 : 1 ratio. The solutions were stirred for 30 minutes
before the spray-freezing step. The ice precursors were prepared
by spraying 100 mL of precursor solution into ca. 2 L of liquid
nitrogen. The obtained ice precursor was freeze-dried using
a FreeZone Triad Freeze Dry System 7400030 (Labconco) at
reduced pressure (1 Pa) according to the following temperature
protocol: the temperature was kept constant at−30 °C while the
cooling chamber was evacuated, followed by a gradual increase
of the temperature [−30 °C (2 h), −25 °C (5 h), −20 °C (4 h),
−15 °C (6 h), +30 °C (4 h)]. The obtained foam-like precursor
was carefully removed from the freeze-dryer and annealed at
500 °C for 2 h in a muffle furnace.

The crystallinity and phase purity of the synthesized mate-
rials were analyzed by powder X-ray diffraction (XRD). The

diffraction patterns were recorded using a Rigaku Miniex 600
powder X-ray diffractometer with Cu Ka radiation operating at
30 kV and 10 mA. Le Bail ts were performed to determine the
unit cell parameter with the Profex 3.13.0 soware package66

based on the BGMN program.67

The morphology and particle size of all prepared samples
were analyzed by scanning electron microscopy (SEM) using
a Hitachi S4800 scanning electron microscope equipped with
a Nanotrace EDX detector (Thermo Electron). The average
sample composition was determined by energy-dispersive X-ray
spectroscopy (EDX) measured at an accelerating voltage of 25
keV. The bandgap of the synthesized samples was determined
by UV-vis diffuse reectance spectroscopy (DRS) (PerkinElmer
LAMBDA 950).

The oxygen evolution activity of the prepared materials was
assessed for all materials. The TiO2 electrodes were prepared by
drop-casting on uorine-doped tin oxide (FTO) glass (TEC 15,
Dyesol, 15U per sq). The catalysts suspensions were prepared by
dispersing 10 mg of catalyst in a solution of 1 mL H2O, 4 mL
iPrOH, and 20 mL 5% Naon 117 solution (Sigma Aldrich). The
electrode layer was deposited by dropping 10 mL increments of
the catalyst suspension onto the FTO substrate until a total
catalyst loading of 100 mg cm−2 was reached. The deposited
catalyst layer was dried in between each drop-casting step. The
electrochemical experiments were performed in a three-
electrode setup using the respective substituted TiO2/FTO
working electrode in combination with a platinum mesh as the
counter electrode and a saturated calomel electrode (SCE) as the
reference electrode. For potential control, an AUTOLAB
(PGSTAT 30) potentiostat was used in all experiments. Voltam-
mograms were recorded at a polarization rate of 5 mV s−1 in
0.1 M HClO4 in a potential range of 1.3 to 2.0 V vs. RHE. Linear
polarization curves were measured aer collecting CVs at a scan
rate of 50 mV s−1 to achieve a constant double layer charge.

All potentials were recalculated and reported in the revers-
ible hydrogen electrode (RHE) scale. Electrochemical imped-
ance spectroscopy measurements were recorded in the range
from 15 kHz to 1 Hz with an amplitude of 10 mV to estimate the
ohmic drop of the solution. All voltammograms were corrected
for uncompensated solution resistance. The reported current
densities are based on the geometric surface area of the elec-
trodes used. All electrochemical measurements were repeated
at least three times to ensure reproducibility. DEMS experi-
ments were carried out in a home-made Kel-F single
compartment cell in a three-electrode set-up using a Pt-
auxiliary and an Ag/AgCl reference electrode.68 All DEMS
experiments were controlled using a PAR 263A potentiostat.
The DEMS experimental setup comprises a PrismaPlusTM
QMQ220 quadrupole mass spectrometer (Pfeiffer) connected to
a HiPace 80 (PMP03941) turbomolecular drag pumping station
(Pfeiffer). ICP-OES measurements were performed using an
Agilent 5100 dual-view instrument tted with a Seaspray
nebulizer, double-pass cyclonic spray chamber, and 2.8 mm
wide bore torch for high total dissolved solids applications,
using a ow-through electrochemical cell of our own design as
detailed elsewhere.59

© 2022 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2022, 13, 13879–13892 | 13889
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Conclusions

Simultaneous substitution of wide bandgap semiconductors
with both n- and p-type dopants affects both the electronic
structure as well as the catalytic behavior of semiconducting
oxides. This co-substitution signicantly improves the OER
activity of these materials. TiO2 and SrTiO3, known for their
stability under acidic and alkaline conditions and their poor
performance in OER catalysis, were chosen as model systems
to outline the co-substitution effect computationally. The
inclusion of both n-type and p-type dopants in these struc-
tures causes a compensation effect between the electronic
states of the dopants, resulting in an alteration of the band
structure, which consequently lowers the overpotential of
OER. According to the pDOS, the dopants form a new band
that aligns the Fermi level at an energetic position favorable
for water oxidation. The calculations further reveal a sensi-
tivity of the binding energies of the intermediates to the
relative position of the dopants. Combining this local struc-
ture sensitivity with the Sabatier principle can be used to
optimize the chemical composition of the co-substituted
catalysts. The theoretical predictions were conrmed experi-
mentally on the substituted and co-substituted TiO2 – anatase.
The formation of the pseudo-conductor band is reected in
the signicant coloration of the substituted anatase. While
a similar change in the electronic structure can be seen for
a single-substituted system, only n- and p-type co-substituted
materials show an actual signicant improvement of the
catalytic activity in oxygen-evolving reactions.
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5.4 RuxTi1−xO2 semi-conductor conductor transition

One promising avenue for activation of TiO2 is the alloying with Ru-oxides. As mentioned
previously, this alloy (and derivatives) has already shown results for the DSAs used for
chlorine evolution [58]. Much in line with doping approaches, alloying hopes to stabilize
the active ruthenium dioxide, and/or activate the stable titanium dioxide. Simultane-
ously, this would reduce the required amount of ruthenium. This chapter presents a small
study on the composition space between the extremes of RuxTi1−xO2, with a particular
focus on understanding the transition from semi-conductor to conductor upon introduc-
tion of ruthenium.

The system of study is presented in fig. 9. The rutile (110) slab structures where gener-
ated at varying x and relaxed by DFT. In an attempt to avoid finite size effects [39], the
smallest amount of Ru atoms introduced to the structures was 2 atoms, corresponding
to x = 2/24 ≈ 0.083. Ten structures for each type of active site (Ru, Ti) at each studied
value of x were randomly generated. Each structure was relaxed as is, as well as with
OER intermediates, HO∗, Hb + O∗, O∗, HOO∗ and Hb + OO∗. Here b designates a
bridge site to include the ruthenium pathway intermediates [45]. Non-active site ruthe-
nium atoms in the top layer are always accompanied with an oxygen adsorbate, as Ru is
expected to be oxidized at OER active potentials.

Figure 9: The rutile (110) RuxTi1−xO2 surface slab of study. a) Example slab with CUS sites high-
lighted. b) Example slab with an oxygen adsorbate on a ruthenium active site.

The binding energies for the OER adsorbates are presented in fig. 10. First take a look at
OH binding, fig. 10a and notice how it is found to be almost binary. Either the structure
is pure TiO2, in which case the binding energy is approximately 2.0 eV, or the structure
includes ruthenium, in which case binding on Ti has a mean of ≈1.3 eV and binding
on Ru has a mean of ≈0.9 eV. This binding energy on Ru matches that of pure RuO2.
Notice that Ti site binding has quite a spread in binding energies, which decreases as the
structure goes deep into the conductive regime. A similar trend is replicated for OOH
adsorption (fig. 10d). For O+Hb adsorption with hydrogen at the bridge (fig. 10b), the
trend is similar, but with a couple of key differences. Firstly, the adsorption is generally
weaker on Ti than that of single site OH. Secondly, ruthenium active sites seem to have a
distinct transition regime from x = 0 to x = 0.25, with weakening of the adsorbate bind-
ing. These general trends are replicated for oxygen binding (fig. 10c). Oxygen binding
on Ti does however have a very large spread in the deep semi-conducting regime. This
volatility in the binding energy could be predicated upon the doubly sensitive nature of
the oxygen double bond, or potentially finite size effects [39].
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(a) (b)

(c)

(d) (e)

Figure 10: Gibbs free energies of binding ∆G(A) (in eV) for OER reaction intermediates (A) on rutile
(110) RuxTi1−xO2 at varying x. a) HO∗. b) Hb + O∗. c) O∗. d) HOO∗. e) Hb + OO∗. Binding
energies are plotted for both Ru and Ti as active sites.
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Finally, for OO+Hb adsorption with hydrogen at the bridge (fig. 10e), the transition
regime for ruthenium is replicated. However, this adsorbate shows a unique trait among
the investigated intermediates. The binding energy on Ti does not shift towards stronger
binding upon introduction of Ru in the structure. The binding energy is less that of
OOH on pure Ti, and is somewhat constant throughout the entire composition space.
This behaviour hints at pure TiO2 preferring this intermediate over OOH, whereas Ru
containing slabs hold no particular preference.

The transition regime observed on ruthenium sites for intermediates O+Hb and OO+Hb

could be related to the relative frequency of different proton-acceptor bridge sites. How-
ever, the transition regime is also present for oxygen adsorption. It could therefore be
speculated that it is related to the double-binding oxygen species present in each of these
intermediates.

(a) (b)

(c) (d)

Figure 11: Examples of density of states for slabs at each end of the RuxTi1 − xO2 spectrum. a)
x = 0.08. b) x = 0.25. c) x = 0.50. d) x = 0.92. DOS is plotted in blue. As reference, a weighted
average of the pure RuO2 and TiO2 is presented in orange. Additionally, the x-axis is shifted by the
Fermi level, ef , such that zero represents this value.
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Figure 12: Structures identified with Ti oxygen binding energies at the extremes. Here the strong
binding slab has a binding energy below 2.2 eV, and the weak binding slabs have binding energies above
3.6 eV.

One could be tempted to explain the wide spread of binding energies from changes in the
density of states. The DOS, however, is found to be mainly related to the composition,
and can therefore not explain the differences in binding energies for a specific choice of
x. Examples of DOS spectra are presented in fig. 11. The DOS are compared to that of
a weighted average between the DOS of pure RuO2 and pure TiO2. In the case of the
deep semi-conducting regime (small x, fig. 11a), the weighted DOS does not represent
that of the actual DOS in the band gap. Here the actual band gap resembles that of a
doped semi-conductor, with states introduced by ruthenium. While this is just a single
example of DOS for this composition, the small variations seen in DOS across the struc-
tures were not found to correlate with the value of binding energies. As x increases, the
weighted DOS begins fitting better and better to the actual DOS, gaining close resem-
blance somewhere between x = 0.25 (fig. 11b) and x = 0.50 (fig. 11c). This could be
indicative of the semi-conductor conductor transition regime ending, and would line up
well with the associated changes seen for binding on Ru. Finally in the deep conducting
region (fig. 11d), the weighted DOS resembles the DOS very closely, and there is no doubt
about the conductivity of the material.

A closer look at the extreme examples of binding energies for oxygen binding at x = 0.08
is presented in fig. 12. From these structural pictures it is a little easier to determine the
origin of the wide binding spread. In case of the strong binding example, the Ti active
site has a neighbouring Ru atom in the bridge, which can serve as an electron donor
to the active site. In the case of both weak binding sites, there are no clear electron
donating ruthenium atoms. In the first case, the neighbouring Ru CUS site is oxidized
by an oxygen adsorbate. The second ruthenium in this structure, as well as both ruthe-
nium in the second weak binding structure, are found in the bottom layer. It can be
speculated that the three layers of semi-conducting TiO2 between the adsorbate and the
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Figure 13: Bond distance from active site CUS atom to sublattice oxygen directly beneath for no
adsorbate, hydroxide adsorption and oxygen adsorption. a-c) Ti active site for x = 0.08. d-f) Ti active
site for x = 0.92. g-i) Ru active site for x = 0.08. j-l) Ru active site for x = 0.92. Despite being singular
examples, the trends displayed are indicative of the entire data set.

bottom layer constitutes an insulating layer, disallowing electron tunneling to the active
site. This echoes the coloumbic effect observed for dopants in the presented article 4 [85]
(section 5.3). Another possibility is that computational artefacts arise due to the artificial
nature of the constrained bottom layers. This could influence the degree to which Ru
dopants can contribute electrons to surface layer binding.

A sharp reader might have noticed a peculiarity regarding the binding sites in fig. 12.
That is, there seems to be surface deformation associated with the adsorption of inter-
mediates. This is not a behaviour that is isolated to the binding energy extremes, but
rather a general trend. A wider selection of examples of this behaviour is presented in
fig. 13. This bond elongation trend is observed for both Ru and Ti in the case of the
semi-conducting regime (figs. 13a to 13c and 13g to 13i), but mainly Ti in the conducting
regime (figs. 13d to 13f). The amount of deformation also seems related to the number of
bonds formed to the active site, with one bond usually elongating by around 0.5 Å, and
two by around 1 Å. The only exceptions to this rule are OH binding on Ti at x = 0.08
(fig. 13b), which goes the full 1 Å by only a single bond, and the ruthenium active site
in the conductive regime (figs. 13j to 13l).
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A way to rationalize the behaviour is to view it as a (forced) coordination change due
to the bonding of the adsorbate. This is somewhat contrary to a more traditional un-
derstanding of intermediate binding, which is usually thought of as happening by change
of oxidation state. By changing coordination, the active site can provide electrons for
the binding while minimizing additional oxidation. This is particularly relevant for TiO2

which does not usually move beyond oxidation state +4. CUS site cations are under-
coordinated by two-thirds of an oxygen bond. This in turn implies that any surface
intermediate binding to the surface with one or more bonds over-coordinates the active
site by at least one third of a bond. This increases to four thirds of a bond in case of a
double-bonding intermediate. For the case of the single bonds to the surface presented
in figs. 13e and 13h, the one third of over-coordination can be thought of as taken from
the active site’s bond to the subjacent oxygen during recoordination. This can be some-
what related to the distance of the deformation, with one third of a bond recoordinating
matching 0.5 Å of deformation. If the entire two thirds are recoordinated, the structure
has completely broken the bond, matching the 1 Å deformation. The only example this
conceptualization does not match is fig. 13b, where it cannot explain the full bond sev-
erance upon OH adsorption.

The recoordination seems to occur when it is difficult to supply the electrons necessary
for adsorbate binding. This would explain why it is seen when binding to Ti, and for Ru
as a guest atom in TiO2. On a more personal note, I enjoy how the idea of recoordination
during the catalytic cycle makes the surface feel more alive under reaction conditions.
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5.5 Binding energy engineering: Ti in high entropy oxides

As has just been outlined, the behaviour of Ti is quite odd due to its semi-conducting
nature, wide spread of possible binding energies and recoordination tendency. In fact, the
wide spread of binding energies on Ti can be reproduced in multiple other oxide systems,
as has been studied by my coworkers Georgios Stavroglou, Katrine Louise Svane and
Henrik Høgh Kristoffersen. With their permission I will share some of their findings here.

Figure 14: O-OH scaling relation for the Host-Guest system (thick black outline) as well as the
(Rh,Os,Ir,Ru,Ti) High Entropy Oxide system (thin outline, circular points). The points are colored
according to the (dopant) active site. This figure is produced by, and included with the permission of,
Georgios Stavroglou.

The first system is a Host-Guest system, in which a "guest" element is introduced as
active site in an otherwise pure host oxide. The second system is a near equimolar high-
entropy oxide (HEO) system. Both systems are constructed from the same oxides as
matching Svane’s earlier work [92], that is Rh, Os, Ir, Ru and Ti. Plotting the O-OH
scaling relation for these two systems yields fig. 14. The main thing to note here, is how
the wide range of binding energies for Ti is essentially reproduced here. Oxygen binding
energies can vary from approximately 2.0 eV to 4.0 eV (excluding host-guest outliers).
This is more than twice the spread of most of the conducting active sites. A similar
behaviour is illustrated for OH binding. It is therefore possible for Ti sites to be highly
active, as is also illustrated by Svane in her work on HEOs [92].

Remember now from section 5.1 that binding energies have been shown to correlate to
distance from oxygen p-band center to the Fermi level ([77]), as well as number of outer
electrons [81]. Based on this, we hypothesize that the Fermi level relative to some stable
state can serve as a descriptor for bond strength. How do we quantify the Fermi level in
a way that makes it possible to compare materials? In much the same way as was done
with oxygen p-bands, by reporting it relative to a band center. Inspired by Kristoffersen
and Metiu [93], we choose as sharp and deep a band as possible. To be able to compare
between different materials, the band has to be present in all cases. Thus it has to be
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an oxygen, as only oxygen is present in all oxides. Additionally, it has to be part of the
treated states in DFT and not the frozen core. The oxygen 2s band is chosen as the
reference "core" band, as it is a relatively sharp, deep, and in most cases non-interactive,
state, shared by all oxides. The Fermi level (Ef ) can then be quantified as:

Ef = ef − e2s (50)

where ef is the Fermi level as determined by DFT and e2s is the oxygen 2s band center.
A graphical illustration of this principle is illustrated in fig. 15. In the case of a semi-
conducting oxide with a band gap, the value of ef is determined as the midpoint of the
band gap.

Figure 15: Visual representation of the energy difference between 2s band center of oxygen and the
Fermi level for the case of rutile TiO2.

Figure 16: Dependency of ∆G2 on Fermi level for binding on a) Ti and b) Rh, Os, Ir, Ru, Ti. The
semi-conduting Ti shows correlation to the Fermi level, whereas the conducting atoms do not. This
figure is produced by, and included with the permission of, Georgios Stavroglou.
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Figure 17: Model of actual Fermi level as a weighted average of a slab’s constituents for a rutile HEO
system of (Ti,Sn,Mn,Pt,Mo,Nb).

Applying this approach to the Host-Guest/HEO systems and plotting the results against
the OER activity descriptor ∆G2 yields fig. 16. A striking difference is found between
the Ti active sites (fig. 16a) and any of the conducting elements (fig. 16b). Binding on Ti
is found to be clearly correlated to Ef , while for conducting elements, no such correlation
is found. Importantly, the Ti sites cross the top of the OER volcano assuming scaling
relations (1.5 eV < ∆G2 < 1.7 eV for η < 0.5 eV). It therefore seems that if one has
control over the Fermi level, one could choose the optimal binding energy specifically for
Ti active sites. This would be the case for Ef ≈ 18.6 eV. Calculating the Fermi level for
a wide variety of rutile polymorphs produces table 1.

Rutile oxide TiO2 SnO2 CrO2 PdO2 MnO2 VO2 RhO2

Ef [eV] 17.60 17.69 17.72 17.78 17.82 18.39 18.39

Rutile oxide RuO2 PtO2 MoO2 IrO2 NbO2 OsO2 llllllll
Ef [eV] 18.71 18.73 19.15 19.34 19.45 19.58

Table 1: Table of Fermi levels, calculated as the distance from oxygen 2s band center to the Fermi level
(calculated by VASP).

A simple model for the prediction of the Fermi level in a high-entropy oxide would be a
weighted average of the constituent oxides. Using HEO structures constructed from some
of the cheaper tabulated oxides (Ti,Sn,Mn,Pt,Mo,Nb), such a model is plotted in fig. 17.
Here it becomes apparent that this simple model is a decent first estimation of the Fermi
level.

That the Fermi level controls the binding energy of OER intermediates on Ti, while
simultaneously being somewhat predictable, is highly significant for the rational design
of OER catalyst materials. As long as the primary active site is Ti, it should allow for
designing catalysts with a mix of cheap elements averaging the optimal Fermi level.
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This figure is reproduced from the following attached article [94].

6 Article 5: Unravelling the effects of active site density and
energetics on the water oxidation activity of iridium oxides

This paper explores the significance of adsorbate-adsorbate interactions and active site
density in the reaction mechanism and energetics of amorphous and rutile iridium oxide.
The amorphous IrOx was synthesized by electrodeposition on fluorine-doped tin-oxide,
and the rutile IrO2 was synthesized by thermal annealing of the resulting film. The ma-
terials were characterized by XRD, SEM, X-ray Photoelectron spectroscopy (XPS), ex
situ X-ray Absorption Near-Edge Structure (XANES) and Extended X-ray Absorption
Fine-Structure (EXAFS). XPS and XANES find that Ir in the amorphous film is a com-
bination of oxidation states +3 and +4, whereas Ir in the rutile IrO2 samples is mainly in
oxidation state +4. Additionally, EXAFS find that IrOx is dominated by short-range or-
dered [IrO6], whereas IrO2 has a longer-range ordered structure. Electrochemically, cyclic
voltammetry (CV) finds IrOx to be more active, to have higher current densities and to
have two additional redox peaks as compared to IrO2. Time-of-Flight secondary-ion mass
spectrometry is applied to determine whether the increased current densities are due to
porosity of the IrOx or proton penetration in the bulk. It is found that protons penetrate
far deeper into the amorphous oxide compared to the rutile.

The redox chemistry of the materials is studied using time-resolved operando UV-vis
spectroscopy, where both samples are found to undergo three similar redox transitions
between 0.6 V and 1.5 V. The saturated redox transition density of IrOx is found to be
more than six times that of IrO2, explaining the higher current densities. Coverage data
of the different redox species is determined and fitted to Frumkin isotherms, yielding the
interaction energy for the redox species. The great fit of the Frumkin isotherm indicates
the importance of adsorbate-adsorbate interactions in the systems.

To verify the nature of the redox transition associated surface species, DFT is used to
explore surface states. Employing the CHE the most stable surface intermediates at
varying potentials are determined. For disordered IrOx a hollandite model system is used
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due to its more open structure. The interaction energy between adsorbates, as well as
the potential of half coverage, is determined by calculation of surface states at varying
coverage. This allows for the plotting of Frumkin isotherms to compare with the exper-
imental results. From this, it is found that redox transition 1 is likely the adsorption
of OH onto CUS sites, redox transition 2 is likely the deprotonation of bridge sites, and
redox transition 3 is likely the deprotonation of OH on CUS. While OH-OH interaction is
well described by these results, oxygen-oxygen interactions are significantly weaker than
the real systems.

The lifetime of the redox states is investigated in open circuit by time-resolved UV-vis
spectroscopy. It is determined that there is a fast and a slow decay process, with fast
being mainly decay of CUS site oxygen, and slow being decay of deprotonated bridge
sites. The fast decay is expected to be due to reaction with water, mediated by another
active oxygen species acting as proton acceptor. This decay mechanism is validated by
electrochemical mass spectrometry.

Finally, the relationship between CUS bound oxygen states and reaction rate in the
samples is explored. It is found that while IrO2 has a higher turnover frequency per site
at a given coverage of CUS bound oxygen, the amorphous sample populates with CUS
bound oxygen at lower potentials. Thus despite the rutile structure being intrinsically
more active per site, at a similar potential the amorphous sample is more active. This
is rationalized by more adsorbate-adsorbate interactions, as predicated by a generally
greater amount active sites. These revelations lead to a modified volcano plot dependent
on the strength of these adsorbate-adsorbate interactions.
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Unravelling the effects of active site density 
and energetics on the water oxidation 
activity of iridium oxides

Caiwu Liang    1,2, Reshma R. Rao    1,2 , Katrine L. Svane    3, 
Joseph H. L. Hadden1, Benjamin Moss2, Soren B. Scott1, Michael Sachs    4, 
James Murawski1, Adrian Malthe Frandsen3, D. Jason Riley1, Mary P. Ryan    1, 
Jan Rossmeisl    3 , James R. Durrant    2  & Ifan E. L. Stephens    1 

Understanding what controls the reaction rate on iridium-based catalysts 
is central to designing better electrocatalysts for the water oxidation 
reaction in proton exchange membrane electrolysers. Here we quantify 
the densities of redox-active centres and probe their binding strengths 
on amorphous IrOx and rutile IrO2 using operando time-resolved optical 
spectroscopy. We establish a quantitative experimental correlation between 
the intrinsic reaction rate and the active-state energetics. We find that 
adsorbed oxygen species, *O, formed at water oxidation potentials, exhibit 
repulsive adsorbate–adsorbate interactions. Increasing their coverage 
weakens their binding, thereby promoting O–O bond formation, which is 
the rate-determining step. These analyses suggest that although amorphous 
IrOx exhibits a higher geometric current density, the intrinsic reaction rates 
per active state on IrOx and IrO2 are comparable at given potentials. Finally, 
we present a modified volcano plot that elucidates how the intrinsic water 
oxidation kinetics can be increased by optimizing both the binding energy 
and the interaction strength between the catalytically active states.

Water electrolysis via proton exchange membrane electrolysers is a key 
technology for converting renewable energy into green hydrogen1,2. 
However, the highly acidic and oxidizing conditions at the anode have 
thus far limited the choice of catalysts for the kinetically sluggish water 
oxidation reaction to oxides of iridium3. Iridium is one of the scarcest 
elements on the planet, with a production potential of <9 t yr−1 (ref. 4). 
Consequently, one of the key challenges for the terawatt-scale uptake 
of proton exchange membrane electrolysers is to minimise the iridium 
loading at the anode4–8.

A number of iridium-based oxides have been studied, ranging 
from crystalline rutile oxides, amorphous oxides and alloyed oxides9–12 
to perovskites13,14. The catalytic activity is usually compared by 

normalizing the current density to the geometric area or the mass of 
iridium. Amorphous IrOx is more active but less stable than crystalline 
rutile IrO2, and shows a 220 mV reduction in overpotential as well as an 
approximately two orders of magnitude lower lifetime at 1 mA cm−2

geo 
(ref. 8). Recent studies on highly active IrNiOx (refs. 10,11), Li–IrOx (ref. 9)  
and SrIrOx (refs. 8,13,15) have demonstrated that the surface of these 
materials is converted to an amorphous phase on exposure to oxygen 
evolution reaction (OER) potentials. Amorphous IrOx is easier to oxidize 
and undergoes greater Ir–O bond shortening with increased potential 
compared with crystalline IrO2 (refs. 9,10,16,17). These differences in 
coordination environment of the iridium centre have been suggested 
to influence the binding energetics of key OER intermediates, possibly 
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(XPS) (Supplementary Fig. 1d), consistent with previous work19,32. This 
is further supported by ex situ XANES (X-ray absorption near-edge 
structure) measurements at the iridium L3 edge. The average oxida-
tion state is determined by the position of the white line edge, which 
primarily corresponds to a transition from occupied 2p to empty 5d 
states10. As shown in Supplementary Fig. 2, the d-band holes for amor-
phous IrOx and rutile IrO2 are at ~4.4 and 5.0, corresponding to average 
oxidation states of around 3.4 and 4.0, respectively (see Methods for 
XANES measurements and analysis). The fitted EXAFS (extended X-ray 
absorption fine structure) results (Fig. 1c, Supplementary Fig. 3 and 
Supplementary Table 1) show that both samples have a characteristic 
Ir–O interatomic distance of ~2.0 Å, with comparable first-shell coor-
dination numbers of 5.8 (±0.5) and 6.0 (±0.7) for amorphous IrOx and 
rutile IrO2, respectively. However, rutile IrO2 shows a stronger signal 
from Ir–Ir1 and Ir–Ir2 (an interatomic distance between 2.5 and 4 Å) 
whereas these signals are very weak in amorphous IrOx. Thus, these 
data suggest that short-range ordered [IrO6] units are dominant  
for amorphous IrOx whereas a longer-range ordered structure is  
present in rutile IrO2, as shown schematically in Fig. 1a,b.

Compared with IrO2, the cyclic voltammograms of IrOx show 
higher redox current densities of around one order of magnitude, when 
normalized to the geometric area. IrOx also shows a higher activity than 
IrO2, as reflected in the overpotential required to achieve 0.5 mA cm−2

geo 
(~210 mV and 330 mV for IrOx and IrO2, respectively; Fig. 1d). IrOx shows 
two distinct broad redox peaks at around 0.8 and 1.2 V versus the revers-
ible hydrogen electrode (RHE). By contrast, no distinct redox peak can 
be observed for IrO2. The redox features and catalytic activity of both 
samples are relatively stable for 20 cycles and 2.5 h of operation (further 
results on the stability of the redox features, activity and morphology/
structure can be found in Supplementary Note 2).

To determine whether the increased current density on amor-
phous IrOx is only a consequence of a higher permeability of electrolyte 
within the porous structure (resulting in a higher density of catalytically 
active sites) or is also a result of higher proton penetration through the 
bulk of the oxide (resulting in the participation of subsurface iridium 
sites), a combination of ToF-SIMS and deuterium isotope labelling 
was used. The film was impregnated and covered with paraffin wax, 
using an adapted method from Hadden and colleagues33. This method 
minimizes the effects of varying porosity on the ion incorporation 
(see Fig. 1e and Supplementary Note 3 for details)—and thus focuses 
on the effect of surface exchange and bulk participation. However, 
we acknowledge that it may not completely eliminate the effects of 
extremely small pores within this hydrous oxide. Samples were cycled 
in 0.1 M DClO4 (99.8% D) from 0.66 to 1.50 VRHE. The depth of proton 
penetration during water oxidation was assessed by comparing the 
deuterium signal intensity between the the cycled samples and those 
exposed only to the electrolyte but without electrochemical cycling. 
Figure 1f shows that amorphous IrOx cycled in DClO4 has a higher D/H 
ratio than the sample without cycling, for the first 100 s of ion sput-
tering, corresponding to a distance of around 20 nm. This signal then 
drops to the same level after 100 s (see Supplementary Figs. 7–10 and 
Supplementary Table 2 for details). By contrast, no obvious differ-
ence in D/H ratio can be observed before and after cycling for rutile 
IrO2. These results indicate that protons penetrate far deeper into 
amorphous IrOx than rutile IrO2 under rounds of cyclic voltammetry 
(CV), thus offering more iridium sites for redox reactions and pos-
sibly for water oxidation. We conjecture that the short-range ordered 
structure in amorphous IrOx is more flexible and hence allows more 
protons to access than the long-range ordered—and hence presum-
ably more rigid—structure in rutile IrO2. This is also consistent with the 
observation from atom probe tomography, by Mayrhofer, Cherevko, 
Gault, Kasian and co-workers34,35, which indicates that hydrous IrOx 
undergoes a greater degree of oxygen exchange with the electrolyte 
during OER than rutile IrO2 where exchange is limited to within 2.5 nm 
of the surface.

resulting in the differences in activity observed11,16,18–21. However, the 
detailed mechanistic origins of the differences in activity between 
amorphous IrOx and rutile IrO2 remain poorly understood.

Studies as far back as the 1950s have suggested that water oxi-
dation on metal oxides can proceed via sequential steps of proton- 
coupled electron transfer to form an O2 molecule22,23. More recently, 
density functional theory (DFT) models have suggested that the 
potential-determining step for the OER on iridium oxide is the reac-
tion of adsorbed oxygen (*O) with water to form a peroxo intermediate 
(*OOH): *O + H2O → *OOH + H+ + e− (that is, O–O bond formation), where 
e− is an electron24,25. Recent work by Nong et al., combining X-ray absorp-
tion spectroscopy (XAS) and DFT, has also implied that this step is the 
rate-determining step (RDS)26. Crucially however, Nong and co-workers 
suggest that the activation energy of the RDS decreases linearly with 
*O coverage, attributed to long-range interactions between *O spe-
cies. Our recent work using operando optical spectroscopy agrees 
with this conclusion: an increase in OER kinetics correlates with the 
density of accumulated oxidized species (*O) on amorphous IrOx. 
Conversely, using an immobilized molecular iridium catalyst, where 
these cooperative interactions are absent, the water oxidation kine-
tics were independent of *O coverage27–29. Although the importance 
of adsorbate–adsorbate interactions has been raised by Nong et al., it 
remains unclear how adsorbate–adsorbate interactions influence the 
trend in activity from one catalyst to another. This lack of quantitative 
understanding is derived from the difficulties in theoretically and 
experimentally determining electroadsorption isotherms and turnover 
frequencies on catalysts, with the exception of single crystals30.

Here we use operando optical spectroscopy to compare the water 
oxidation energetics and kinetics of amorphous IrOx versus crystalline 
rutile IrO2. We quantitatively determine the density of redox-active cen-
tres as a function of the potential and quantify the interaction between 
adsorbate species by experimentally determining the electroadsorp-
tion isotherms for both amorphous IrOx and rutile IrO2. The location 
of redox-active centres is spatially resolved using isotope labelling and 
time-of-flight secondary-ion mass spectrometry (ToF-SIMS). The struc-
ture and local environment of the catalysts is probed using XAS. Finally, 
time-resolved optical spectroscopy is used to determine the intrinsic 
turnover frequency (TOF) values as a function of the potential. These 
results are corroborated with DFT calculations. By experimentally prob-
ing the potential-dependent density of active states, adsorbate–adsorb-
ate interactions and TOF data, this study elucidates the key roles played by 
the electronic structure of the active site in governing the binding energy 
at zero coverage, in addition to the adsorbate–adsorbate interactions in 
controlling the weakening of the binding energy with increasing cover-
age, both of which control the kinetics of water oxidation. Taken together 
these effects reveal mechanistic origins of the differences in activity 
between amorphous IrOx and rutile IrO2 for water oxidation and provide 
rational design strategies for the discovery of water oxidation catalysts.

Results
Iridium local structure and its influence on proton 
penetration
In this study, hydrous, amorphous iridium oxide films (IrOx, possi-
bly hydroxylated in the as-prepared form) were prepared via electro-
deposition on fluorine-doped tin oxide (FTO) glass substrates using 
a well-established procedure27,31 (see Methods for synthesis). Rutile 
IrO2 films were obtained via thermal annealing of the electrodepos-
ited IrOx films at 550 °C for 8 h, as confirmed via X-ray diffraction (see 
Supplementary Note 1 and Supplementary Fig. 1c for details). Scan-
ning electron microscopy (SEM) images show that amorphous films 
consist of nanoparticles 100–200 nm in size, whereas rutile IrO2 has 
a larger particle size due to the growth of crystals during annealing 
(Supplementary Fig. 1a,b). However, in the as-deposited state, IrOx 
shows a combination of Ir3+ and Ir4+ redox states, whereas IrO2 is domi-
nated by Ir4+, as determined using X-ray photoelectron spectroscopy 
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Identification of redox transitions on IrOx and IrO2

Next, we probe the redox chemistry of both materials using 
time-resolved operando ultraviolet-visible (UV–visible) spectroscopy 
and stepped potential spectroelectrochemistry (see Supplementary 
Note 4 for details). Figure 2a,b shows the change in the UV–visible 
absorption spectra (versus 0.66 VRHE) when the potential is increased 
in 20 mV steps, reflecting the change in the surface speciation of the 
iridium oxides as a function of the potential. On increasing the poten-
tial, amorphous IrOx shows broad absorption bands at 600, 800 and 
500 nm in the potential ranges of ~0.66–1.00 VRHE, ~1.10–1.32 VRHE and 
>1.32 VRHE, respectively (Fig. 2a). We note that these absorption spectra 
are highly reversible with the potential and are reproducible over sev-
eral cycles, showing almost identical absorption spectra during both 
the forward and reverse scans. (Supplementary Figs. 12 and 13). The 
absorption spectra of IrO2 show an increasing pattern similar to IrOx, 
with a slight shift of the dominant absorption band to higher wave-
length in the low potential regime (Fig. 2b). However, the intensity 
of the optical absorption is around six times lower in the case of IrO2, 
consistent with this more crystalline and rigid structure having a lower 
density of redox-active iridium centres, as discussed above.

In optical spectroscopy, a change in absorbance between two 
potentials indicates a redox transition from one state to another. For 
each transition, we expect a distinct spectral shape for the change 
in absorbance27,28,36–38. To discern these transitions, we analyse the 
change in absorbance at each potential by subtracting the spectra at 
adjacent potentials in intervals of 20 mV and normalize these differ-
ences to their maximum values. This process defines our differential 
spectra, as shown in Fig. 2c. We note that all differential spectra are 
positive in the measured wavelength window, which is a result of a 
continuous increase in absorption with the increasing applied poten-
tial (Fig. 2a). This differs from typical molecular systems, which often 
display isosbestic points in absorption and thus both positive and 

negative regions in their differential spectra. However, this behaviour 
is not unique to our study and has been similarly observed in various 
metal oxide OER catalysts37–39. This is most likely because the widths of 
the observed spectral features are greater than the measured spectral 
range, in contrast to molecular systems which typically show narrower 
spectral features. From Fig. 2c, three distinct differential absorption 
spectral features can be obtained: a converging spectral shape with 
a peak at ~600 nm between 0.66 and 0.90 VRHE, a peak at ~800 nm 
between 1.1 and 1.3 VRHE, and a peak at ~500 nm at potentials >1.4 VRHE. 
In other potential regions, a continuously changing spectral shape was 
observed, implying a combination of more than one redox transition 
process occurring. These constant differential spectra (as shown in 
Fig. 2d) correspond to the change in absorbance from one redox state 
to another (that is, stateA → stateB, stateB → stateC and stateC → stateD), 
and thus are denoted, respectively, as redox transition 1, redox transi-
tion 2 and redox transition 3, in accordance with our previous work 
(see Supplementary Note 5 for a detailed discussion)27,28. Three distinct 
spectral components are also observed for IrO2, analogous to the 
three redox transitions observed for IrOx (see the detailed discussion 
in Supplementary Note 5 and Supplementary Fig. 14), with similar 
(but anodically shifted, see below) potential dependencies. For IrO2, 
the peak position of redox transition 1 is shifted to 700 nm, and thus 
exhibits greater spectral overlap with redox transition 2; however, our 
deconvolution analyses clearly indicate that these two components can 
still be clearly resolved and their potential dependencies determined 
(Supplementary Figs. 16–18). These results show that, although IrOx 
and IrO2 have substantially different CVs, they undergo the same redox 
transition processes, with both generating three similar redox transi-
tions in the applied potential range. This is in agreement with a recent 
study that observed comparable changes in iridium 4f XPS spectra and 
oxygen K-edge XAS spectra with potential on both amorphous IrOx and 
crystalline IrO2 (ref. 40).
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HClO4 electrolyte (curves are iR-corrected (i, current; R, resistance)). Cyclic 
voltammograms are obtained after five cycles. The inset shows an expansion of 
the cyclic voltammogram of rutile IrO2. e, Schematic showing procedures for 
using ToF-SIMS to detect proton penetration in iridium oxides. Dark red polygons 
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higher deuterium signal was observed compared to the background.



Nature Catalysis

Article https://doi.org/10.1038/s41929-024-01168-7

Quantification of redox transitions on IrOx and IrO2

To analyse the contribution of each redox transition to the observed 
spectra as function of the potential, we deconvoluted the absorption 
spectra through a linear combination fitting process. Specifically, 
we fitted the measured absorption spectra at each potential to a lin-
ear sum of the component spectra corresponding to different redox 
transitions. The fitting process, applied individually to the spectra 
at each potential, does not require assumptions about the potential 
dependence of various redox-state densities. It solely requires input 
of the spectral components, identified experimentally in Fig. 2d (see 
Supplementary Note 5 for the detailed fitting process and discussion). 
The deconvoluted absorbance intensities were converted to an area 
density of redox transitions using a potential step measurement in 
a single-redox transition regime, correlating the charge passed with 
the absorbance intensity according to the Lambert–Beer law (that 
is, the absorbance of an individual redox transition is considered to 
be linearly proportional to its density) (see Supplementary Figs. 19  
and 20 for details). The densities of the redox transitions, obtained 
directly from deconvolutions, show typical sigmoid shapes with 
increasing potential (top panel of Fig. 3a), with similar densities of 
redox-active states participating in all three redox transition processes. 
The saturated density of redox transitions in IrOx (~3.5 × 1016 cm−2) is 
more than six times higher than that for IrO2 (~5.5 × 1015 cm−2) (top 
panel of Fig. 3b), which we attribute to the higher proton penetration 
in addition to the higher porosity within the structure. Assuming that 
the saturating densities of redox transitions observed in our spectro-
electrochemical analyses indicate full coverage, the coverage θ of each 

redox state at a given potential is defined as θ = D/Dmax, where D is the 
density of states and Dmax is the maximum saturating density. Therefore, 
θ is a unitless value. Notably, the state generated from redox transition 
3 does not saturate within the observed potential regime, and therefore 
the maximum density was assumed to be the same as redox transition 1 
as both redox transitions occur on the same coordinatively unsaturated 
(CUS) site (see ‘DFT calculations’ in the Methods below).

The resulting coverage (θ) versus potential (U) data, that is, the 
electroadsorption isotherms, can be modelled using the Frumkin 
isotherm with coefficient of determination R2 values as high as 0.99, 
as opposed to a simple Langmuir isotherm (dashed line in Fig. 3a (top 
panel); see Supplementary Note 6 and Supplementary Figs. 23 and 
24 for details of the fitting). These excellent fits indicate the exist-
ence of lateral interactions between the redox states, as assumed in 
the Frumkin model. Similar Frumkin-type behaviour and the corres-
ponding interaction has also been observed in the redox transitions of  
an amorphous cobalt oxide by Risch and co-workers39. Mathematically, 
in a Frumkin electroadsorption model, the redox transition free energy 
∆Go

redox is a function of the redox-state coverage, that is, ∆Go
redox(θ) =  

∆Go
redox(θ=0) + rθ, where r (in electronvolts) is the interaction energy 

of the adsorbates at full coverage and θ is the coverage of the adsorb-
ates (0 < θ < 1). Analysing the θ–U data, we can obtain the value for 
the adsorbate–adsorbate interaction energy r. The fitted interaction 
energy r and the half-coverage potential U(θ=1/2) for both amorphous 
and rutile iridium oxides are labelled in Fig. 3a,b. Interestingly, we 
found that the adsorbate–adsorbate interaction energy r values fitted 
from redox transition 3 on amorphous IrOx and rutile IrO2 are similar, 
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0.66 VRHE. b, Differential absorption spectra of rutile IrO2 during a linear sweep 
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c, Differential analysis of absorption spectra for amorphous IrOx at every 20 mV. 

The differential absorption spectra are obtained by subtracting adjacent spectra 
and normalizing the maximum absorbance to unity, representing a change in 
absorbance that corresponds to a potential change of 20 mV. d, Extracted spectra 
for individual redox transitions in amorphous IrOx. The absorption spectra for 
redox transition 1 (blue), 2 (green) and 3 (red) in amorphous IrOx are extracted 
from the potential regime where the shapes of the spectra in c are invariant, 
corresponding to differential spectra between 0.84 and 0.82 VRHE, 1.18 and 
1.16 VRHE, and 1.46 and 1.44 VRHE, respectively.
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both at about 0.15 eV, indicating that the interaction strength between 
the adsorbates involved in this redox transition are similar despite 
the changes in the iridium coordination environment between the 
amorphous and crystalline iridium oxides. However, for surfaces with 
a substantially different surface structure and/or density of CUS sites, 
this interaction strength may differ.

The transient rate of potential-associated redox transitions is 
determined by the derivative of the density of redox transitions over 
the potential (Fig. 3a,b, bottom panels). The peak positions for redox 
transitions on the amorphous and crystalline iridium oxides, obtained 
from a deconvolution analysis of the optical signal, were found to be 
at about 0.82 and 0.90 VRHE for redox transition 1, 1.22 and 1.26 VRHE for 
redox transition 2 and 1.47 and 1.57 VRHE for redox transition 3 (Sup-
plementary Table 3 and Fig. 3a,b). These optically determined redox 
transition waves match well with the less-well-resolved redox transitions 
observed in the linear sweep voltammetry curves for amorphous IrOx. 
In addition, the predicted linear sweep voltammetry curves from the 
redox transitions are comparable to the experimentally observed curve, 
in terms of both curve shape and amplitude for both the amorphous 
and crystalline iridium oxides (grey line in the bottom panel of Fig. 3a,b 
and in Supplementary Fig. 21). The positions of redox transition 1 and 
redox transition 2 are also in agreement with the redox peak positions 
on amorphous IrOx and perovskite SrIrOx determined by Geiger et al. 
(both are at around 0.8 and 1.2 V)8. Notably, the redox current for redox 
transition 3, corresponding to the optical data at OER-relevant poten-
tials, is masked by the OER current measured electrochemically in the 
cyclic voltammogram. A redox peak at a similar potential (1.63 VRHE) has 

also been observed by Kuo et al. on an IrO2(110) surface30. It is clear that 
amorphous IrOx undergoes the redox transition 3 process (~1.3 VRHE) at a 
potential approximately 100 mV lower than rutile IrO2 (~1.4 VRHE; see Sup-
plementary Fig. 22 for a direct comparison of the absorbance signals). 
This suggests that the differences in coordination between the iridium 
centres in amorphous and crystalline iridium oxides result in stronger 
binding of the oxygenated intermediates in IrOx compared with IrO2.

The UV–visible absorbance changes in Fig. 2 can be assigned to 
changes in intervalence charge transfer within the iridium d orbitals, 
which correlates to the oxidation of iridium and the change of surface 
adsorbates coordinated to the iridium centre41–43. Previous operando 
XAS studies have indicated that the first and second redox transitions 
in similar amorphous IrOx may correspond to the Ir3+/Ir4+ and Ir4+/Ir5+ 
transitions44–46, although a consensus on the exact oxidation state, 
especially during the OER, still has not been reached27. In particular, 
in OER potential regions where redox transition 3 occurs, previous 
operando XAS or XPS studies have suggested the formation of Ir4+  
(ref. 47), Ir4.x+ (ref. 48) or Ir5+ species10,49,50. Recent findings have 
suggested the formation of electrophilic oxygen species (O1−) at 
OER-relevant potential regions20,21,26. Whereas the precise iridium oxi-
dation state on the surface remains under debate, the aforementioned 
literature suggest that the redox transitions involve adsorbed oxygen-
ated species. To verify the nature of these surface adsorbates, we first 
use DFT calculations (see the computational methods in Methods and 
Supplementary Note 7). We then use the behaviour of these adsorbates 
to represent the redox transition process, which is intrinsically linked 
to changes in the iridium oxidation state. We model the rutile IrO2(110) 
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surface, which consists of rows of iridium atoms coordinated by bridg-
ing oxygens separated by rows of CUS sites (inset of Fig. 3e; see details 
in Supplementary Fig. 25). The adsorption of *H, *H2O, *OH and *O on 
the CUS site and *H on the bridging oxygen (*Hb) was considered at full 
coverage. The calculations were performed at constant charge, and the 
computational hydrogen electrode51 was used to determine the most 
stable surface adsorbate structure at a given potential (Supplementary 
Fig. 26). The interaction between the adsorbates was explored by cal-
culating the free energy of the stepwise transition between the most 
stable adsorbates in a unit cell with three CUS sites, that is, at different 
coverages of the species. For selected surfaces the OER was modelled, 
two different reaction pathways were considered as described in previ-
ous work52 (Supplementary Fig. 27). On the basis of these energies, the 
redox transition potential at half coverage U(θ=1/2) and the interaction 
energy r were calculated and are plotted as adsorption isotherms in 
Fig. 3e. The calculated energies at half coverage for *OH (1.05 VDFT-RHE) 
and *O (1.52 VDFT-RHE) on the CUS site of rutile IrO2 match well with experi-
mental half-wave redox potentials for redox transition 2 (1.26 VRHE) 
and redox transition 3 (1.57 VRHE), considering the accuracy of DFT 
calculations53,54 (Supplementary Table 5). Our calculations are also in 
agreement with previous work, which attributed the redox transitions 
at around 1.20 VRHE and 1.63 VRHE on IrO2(110) surfaces in 0.1 M HClO4 to 
*OH and *O adsorption on the CUS site, respectively30. Redox transi-
tion 1 was considered to be *H desorbing from the CUS site or *H2O 
dissociating to form *OH on the CUS site, but the calculated potential 
values for both transitions (<0.19 VDFT-RHE) do not match closely with 
the experimental result of 0.90 VRHE, even if the possibility of an inter-
mediate structure with some CUS sites covered by *H2O is considered 
(see Supplementary Fig. 26 for details). This is to be expected as the 
rutile surface is at the limit of stability at this potential, and the num-
ber of possible surface structures thus becomes large. Given that the 
saturated densities of redox transitions 1 and 2 are relatively close 
(with a deviation of between 3 and 30%), we anticipate that all iridium 
CUS sites will participate in the first redox transition with the transfer 
of a single electron, similar to the other two redox transitions. The 
differences in the total saturated densities of redox transitions 1 and 2  
can be attributed to the polycrystalline nature of the sample where 
surface facets with an unequal number of bridge and CUS sites may be 
exposed. Therefore, opting for the simplest possible assignment for 
redox transition 1, we attribute these redox transitions to:

redox transition 1 ∶ ∗H2Ocus + ∗Hb → ∗OHcus + ∗Hb +H+ + e−

(1)

redox transition 2 ∶ ∗OHcus + ∗Hb → ∗OHcus + ∗
b +H+ + e− (2)

redox transition 3 ∶ ∗OHcus → ∗Ocus +H+ + e−. (3)

where *b represents the bridge oxygen adsoption site. The schematic in 
Fig. 3c shows the redox transitions and the redox states involved. The 
coverage of these redox states at CUS and bridge sites can be obtained 
using the fitted Frumkin isotherm and this DFT assignment (Supple-
mentary Fig. 29). For amorphous IrOx, the disordered surface structure 
cannot be modelled via periodic DFT calculations. Instead, as a repre-
sentative of a more open IrOx structure with a larger separation between 
the adsorbates, the (001) surface of hollandite IrO2 is modelled, and 
calculations are carried out for the transitions OHcus + *Hb → *OHcus +  
*b + H+ + e− and *OHcus → *Ocus + H+ + e− (Fig. 3d)18. The energy values of 
redox transitions 2 (0.97 VDFT-RHE) and 3 (1.34 VDFT-RHE) on hollandite IrOx  
are lower than on rutile IrO2 (Supplementary Fig. 28), in agreement 
with our experimental observations.

Our DFT calculations also capture the interaction strength 
between *OH adsorbates on both the rutile and hollandite surfaces, 
showing that the calculated redox potential increases from 0.89 VDFT-RHE 
at one-third coverage to 1.20 VDFT-RHE at full coverage of *OH for the rutile 

structure, and from 0.80 to 1.13 VDFT-RHE for the hollandite structure (see 
Supplementary Note 8 for details of interaction parameter calcula-
tions). However, the interaction of *O cannot be fully captured using 
this model. The calculated interaction energies of *O are only about 
0.02 and 0.08 eV for rutile and hollandite IrO2, respectively, which are 
considerably lower than the experimentally observed value of 0.15 eV. 
This observation is in agreement with recent work suggesting that the 
repulsive interactions for *O species can only be captured by including 
solvent effects in the DFT model as the *O interactions may propagate 
through the water layer26. Therefore, we hypothesize that these interac-
tions between *O species are mediated by the electrolyte, as also sug-
gested by the measurements of Hu et al. on well-defined single crystal 
RuO2(110), where only surface ruthenium sites are active55. The above 
experimental and theoretical results indicate the key role of repulsive 
interactions between the adsorbates, which give rise to the Frumkin 
electroadsorption isotherm (Fig. 3a,b) and change the free energy of 
elementary steps in the OER as a function of coverage.

Correlating accumulated *Ocus active states with the OER
Next, we investigated the lifetime of these accumulated redox states 
and their correlation with the water oxidation reaction on IrOx. We 
measured the decay kinetics of the accumulated states when the poten-
tial was released from an oxygen-evolving potential to an open-circuit 
potential using time-resolved UV–visible absorption spectroscopy 
(see Supplementary Note 9 for details of the decay kinetics measure-
ments)28,37,56. This experiment is shown in Fig. 4a, where two spectrally 
distinct decay phases were observed during open-circuit decay—a fast 
decay component (initial 1 s) with a dominant absorption decay peak 
at around 500 nm, and a slow decay component (100–200 s) with the 
maximum signal at around 800 nm (see Supplementary Note 9 and 
Supplementary Fig. 33 for detailed deconvolution of the decay data). 
The differential absorption spectra for these two phases are in excellent 
agreement with the differential absorption spectra of redox transition 
3 and redox transition 2, respectively (Fig. 4b), indicating that the fast 
decay of absorbance arises primarily from the decay of stateD to stateC 
(that is, the decay of *Ocus), whereas the slow decay arises mainly from 
the decay of stateC to stateB (that is, the decay of bridge oxygen Obri). 
Further comparison of the optical signal decay in different potential 
regimes shows that stateB (*OHcus) and stateC (Obri) remain stable even 
after the applied potential is switched off, indicating that these states 
are very stable once generated and will not be the catalytically relevant 
species (Supplementary Fig. 34). Conversely, the *Ocus species decays 
rapidly once the applied potential is removed, indicating the reactivity 
of *Ocus for forming molecular oxygen. Based on the established DFT cal-
culations on IrO2(110)26,57,58, which suggest that the formation of *OOH 
from *O is the RDS, we interpret the fast decay process as described in 
Fig. 4c: a site in the active state (*Ocus) proceeds along the reaction path 
via nucleophilic attack from a water molecule, forming the O–O bond 
and followed by the release of oxygen. Here, the charge is balanced by 
other active states through accepting a proton and becoming reduced 
to regenerate *OHcus on the surface (as no charge is passed through 
the external circuit during open-circuit conditions). To validate this 
decay mechanism, we measured oxygen using highly sensitive on-chip 
electrochemical mass spectrometry (EC-MS). This technique enables 
the in situ measurement of gas products during electrochemistry with 
a resolution down to subpicomole per second sensitivity59,60. The net 
amount of O2 produced during open-circuit decay from 1.46 to 1.40 VRHE, 
detected using EC-MS, is ~0.87 nmol cm−2. This amount of oxygen is 
in good agreement with the O2 release expected from decay of the 
accumulated *Ocus from 1.46 to 1.40 VRHE (0.70–0.96 nmol cm−2) (see 
supplementary Note 10 and Supplementary Fig. 37 for details). This 
analysis confirms that the decay of *Ocus is coupled with O2 release, 
with four *Ocus atoms being consumed per molecule of O2 generated. 
As a result, where τ is the time constant of this active-state decay, it 
implies an intrinsic rate for the RDS of 1/4τ for O2 released per second. 
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By varying the applied potential and probing the decay when the cell 
is switched to open circuit, we are able to control the density of *Ocus 
and investigate its effect on the intrinsic rate of the RDS (a detailed 
measurement of τ and calculation of the intrinsic rate can be found in 
Supplementary Note 9 and Supplementary Figs. 35 and 36).

Determining the intrinsic water oxidation kinetics
Having confirmed that the optically detected accumulated *Ocus are 
reactive towards O–O coupling and O2 release, we explored how these 
active states control the reaction rate on amorphous IrOx and rutile 
IrO2. We used two methods to estimate the intrinsic rate of the RDS as 
a function of the potential (and thus as a function of the *Ocus cover-
age). First, we normalized the O2 generation rate (obtained from the 
current) to the density of *Ocus, the active states from which the RDS  
(that is, O–O bond formation) proceeds. Such an RDS on IrO2 has  
also been supported by other literature reports25,26,57,58 Second, we 
accessed the *Ocus decay rate resulting from O–O bond formation using 
the previously described potential-decay measurement. The above  
two analyses yield the intrinsic rate of the RDS, which are described 
using TOF (O2 per *Ocus per s) and TOFdecay, respectively.

Figure 5a shows the active-state *Ocus coverage and the intrinsic 
rate of the RDS for amorphous IrOx and rutile IrO2. We find that whereas 
rutile IrO2 has fewer active states at a given potential, it has a similar 
intrinsic rate of the RDS as measured by the O2 evolution rate and a 
slightly lower intrinsic rate of the RDS as measured via the open-circuit 
decay within the studied potential regime. At more positive poten-
tials (thus higher current densities), the coverage of *Ocus cannot be 
measured due to the impact of severe bubble formation on the optical 
signal. We thus extrapolated the activity per *Ocus in the higher poten-
tial range using the measured current density at the higher potential 

and an estimated coverage of *Ocus from our Frumkin isotherm fitting 
results (Supplementary Fig. 39). We note that the TOF values obtained 
via both methods are in good agreement with those on mass-selected 
iridium oxide particles (which are presumably an amorphous/native 
oxide formed via the electrochemical oxidation of metallic iridium 
nanoparticles)61 (Supplementary Fig. 40). This notion is in agreement 
with recent work using the noise level from an electrochemical scan-
ning tunnelling microscope to probe catalytic activity locally, which 
showed that the OER rates are similar on a film of amorphous IrOx, 
with negligible surface sensitivity62. To further explore the view that 
most, if not all, redox-active sites are also active for the OER, we evalu-
ated the TOF per redox-active centre by normalizing the current to 
the total integrated charge in the first redox transition for films of 
varying thicknesses (see Supplementary Note 11 and Supplementary 
Fig. 41 for a detailed discussion). We find that the TOF is independent 
of the thickness, which is consistent with the notion that the sites  
that are redox-active are also OER-active in the hydrated amorphous 
oxide materials, and the observed redox transition states are thus 
less likely to be related to Faradaic processes of bulk sites that do not 
participate directly in the OER. Dau and co-workers came to similar 
conclusions with thickness-independent TOF values on hydrous amor-
phous cobalt catalysts63–65.

Given that the coverage of the adsorbates in the Frumkin isotherm 
plays a key role in the binding energetics of the adsorbates and thus 
controls the reactivity of the states, we next compare the TOF (O2 per 
*Ocus per s) and the TOFdecay for amorphous IrOx and rutile IrO2 as a 
function of the *Ocus coverage (Fig. 5b). We note that for both iridium 
oxides, the logarithm of the TOF increases roughly linearly with the 
*Ocus coverage in the observed range of coverage. This result is similar to 
the observation in a recent study by Nong et al.26 where they found that 
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Fig. 4 | Active states for iridium oxides and their water oxidation mechanism. 
a, Change in potential (versus RHE) during open-circuit decay (top) and the 
change in absorbance (A) as a function of time after beginning decay under 
open-circuit conditions (bottom). The changes in absorbance are calculated with 
respect to absorption immediately before turning to the open-circuit potential. 
The colour scale represents the decrease in absorbance compared with that 
before open-circuit decay. The white dashed lines denote the same levels of 
decay in absorption. At the initial time (1 s), the absorption decay is at a maximum 
at wavelengths of ~500 and ~800 nm, whereas after 100 s, the absorption decay 

is dominant at ~800 nm. b, Comparison of the differential spectra obtained from 
the decay and redox transitions during linear sweep voltammetry. Spectra  
from the initial 1 s after the decay (dark red) and from 100–200 s after the decay 
(dark green) were obtained from Supplementary Fig. 33c. The spectral shape of 
redox transition 3 (light red) and redox transition 2 (light green) are from Fig. 2d. 
All spectra are normalized to their maximum absorbance for comparison.  
c, Proposed mechanism for the OER, involving the nucleophilic attack of water on 
the accumulated *Ocus species to form molecular oxygen, corresponding to the 
fast decay phase in a, that is, the decay of stateD to stateC.
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the log(current) increases linearly with the total charge, and suggested 
from DFT that the activation energy of the RDS decreases linearly with 
the increase in *Ocus coverage because of the long-range interactions 
between the *O species. Combining experimental and DFT calcula-
tion results, they suggested a chemical RDS for the OER on iridium 
oxides. Here, by experimentally tracking the intrinsic rate of the RDS 
as a function of the *Ocus coverage, we observe similar results. We also 
note that the slope values of log(TOFdecay) versus *Ocus coverage in Fig. 5b 
are similar for amorphous IrOx and rutile IrO2, which is consistent with 
our observation that they have similar adsorbate–adsorbate interac-
tion energies r. The repulsive interaction observed here between oxo 
species causes a destabilization of the adsorbed *Ocus species (that is, 
ΔG°*O − ΔG°*OH becomes larger), thus reducing the free energy of the 
RDS (O–O bond formation from *Ocus). This suggests that the concentra-
tion of active species not only increases the reaction rate, by providing 
more sites where the reaction can occur, but also increases the rate  
by increasing the driving force or decreasing the reaction barrier 
caused by the change in chemical potential of these active species.

From Fig. 5b, it is also apparent that, at the same *Ocus coverage, 
the intrinsic activity of the RDS on rutile IrO2 is around one order of 
magnitude higher (as measured by TOF (O2 per *Ocus per s)) and factor 
of five higher (as measured by TOFdecay) than on amorphous IrOx. We 
rationalize this difference in activity to the potential-dependent bind-
ing energetics of *Ocus. From the experimentally observed energetics 
of *Ocus, the values of ΔG°*O − ΔG°*OH at *Ocus (θ*O = 0) for rutile IrO2 is 
around 0.1 eV larger than that of amorphous IrOx (that is, an extra 
0.1 V is required to form *Ocus on rutile IrO2), and the values for both 
increase with *Ocus coverage at a slope of roughly 0.15 eV per coverage 
increment due to the similar Frumkin interaction strengths (Fig. 5c). 
As a result, at a constant coverage of *Ocus, compared with amorphous 
IrOx, rutile IrO2 binds oxygen more weakly, which facilitates O–O bond 
formation from *Ocus in the RDS, leading to a higher intrinsic activity 
per active state. On the other hand, at a constant potential, for exam-
ple, at 1.48 VRHE, this binding energy difference decreases to around 
0.05 eV because amorphous IrOx has a higher coverage of *Ocus at this 
potential, thus weakening the *Ocus binding more greatly. Therefore, 
the intrinsic activity at a constant potential is similar, and the order 
of magnitude greater geometric-area-normalized current density 
observed for amorphous IrOx is mainly because it has a higher density 
of active states, as shown in Fig. 3a,b.

Design principles for highly active OER catalysts
The potential (and coverage) dependence of the intrinsic water 
oxidation kinetics determined herein show the importance of the 
adsorbate–adsorbate interactions in controlling the OER kinetics. 
The conventional approach for catalyst design has focused on devel-
oping catalysts with optimal binding energetics (ΔG°*O − ΔG°*OH) that  
correspond to ~1.6 eV (refs. 24,25,58). This implicitly assumes that  
this value is independent of the coverage. Here we have clearly experi-
mentally demonstrated the weakening of the *O binding energy with 
increasing coverage. This indicates that optimal binding energetics 
can also be obtained on surface sites that are strongly binding at low 
coverage (ΔG°*O − ΔG°*OH < 1.6 eV at θ*O ≈ 0) but have strong repulsive 
interactions, which weaken the *O binding energies at high coverage, 
thereby enabling these sites to achieve the optimal ΔG°*O − ΔG°*OH  
values under reaction conditions that correspond to higher coverage.

To include the influence of adsorbate–adsorbate interactions on 
ΔG°*O − ΔG°*OH values, and thus the intrinsic activity per state, we con-
struct a new three-dimensional volcano plot. This volcano plot can be 
seen as a deconvolution of the previous descriptor ΔG°*O − ΔG°*OH into 
two components: the binding energetics on a surface with zero *O cov-
erage (ΔG°*O − ΔG°*OH (θ*O = 0)), and the interaction strength between 
*O species, following a Frumkin-isotherm-related equation (ΔG°*O −  
ΔG°*OH = ΔG°*O − ΔG°*OH (θ*O = 0) + rθ*O). The relative activity per state 
is represented by the thermodynamic overpotential of the OER on the 
active state, and is calculated from the absolute difference between 
the ΔG°*O − ΔG°*OH value of the catalysts and the predicted optimal 
value of 1.60 eV (that is, relative activity = −|ΔG°*O − ΔG°*OH − 1.6 eV|), as 
reported in the studies of Rossmeisl, Nørskov and colleagues24,25. We 
first construct this plot assuming a near-saturated coverage, θ*O = 0.9. 
As shown in Fig. 6a, the optimal activity of the states can be achieved 
either via optimal *O binding at low coverage without any *O interaction 
(that is, ΔG°*O − ΔG°*OH ≈ 1.6 eV at θ*O ≈ 0, r = 0 eV), which is the top of a 
conventional volcano plot, or via a stronger than optimal *O binding 
and strong interaction (for example, ΔG°*O − ΔG°*OH = 1.0 eV at θ*O ≈ 0, 
r ≈ 0.7 eV). In the latter case, although each state binds *O much more 
strongly than optimal at zero coverage, the strong interaction strength 
results in weaker binding and optimum ΔG°*O − ΔG°*OH at high coverage.

We note that the applied potentials to achieve the same coverage 
are different for catalysts with different ΔG°*O − ΔG°*OH (θ*O = 0) and  
r values. To include both potential and coverage effects, we construct a 
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where ΔG°*O − ΔG°*OH (θ*O = 0) represents the binding energy of *Ocus assuming 
zero coverage, and r (in electronvolts) is the interaction energy of the 
adsorbates. The values of ΔG°*O − ΔG°*OH (θ*O = 0) and r were determined by 
fitting the electroadsorption isotherms in Fig. 3a,b. The dotted lines indicate the 
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the iridium oxides (see Supplementary Note 6 for details).
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volcano plot at a fixed overpotential of 250 mV (Fig. 6b and Supplemen-
tary Fig. 42). The steep part of the left side of the volcano (for example, 
when ΔG°*O − ΔG°*OH (θ*O = 0) < 1.28 eV in the curve of r = 0.15 eV) is where 
the *O coverage is saturated, whereas the less steep part represents 
where ΔG°*O − ΔG°*OH (θ*O) is changing due to the Frumkin repulsion 
term. The Frumkin repulsion term has a higher impact on increasing 
the activity for a material with a stronger *O binding energy, for a given 
interaction strength. This is evident from our data on amorphous and 
rutile iridium oxide catalysts, where the adsorbate–adsorbate inter-
action increases the relative activity of the two materials by different 
degrees, although they have a similar interaction parameter (~0.15 eV). 
This is because the stronger binding strength of *O on the IrOx surface 
results in a higher coverage for IrOx compared with IrO2 at this poten-
tial (Fig. 5a, top panel), and a consequently higher repulsion between 
adsorbates. However, both show a higher activity than the molecular 
iridium catalyst analysed previously, which has no adsorbate–adsorb-
ate interaction28. This observation is consistent with our previous sug-
gestion that, although the studied molecular iridium catalyst showed 
faster kinetics than amorphous IrOx at low overpotentials, it is less 
active than amorphous IrOx at higher overpotentials due to a lack of 
cooperative interactions between active states28. Similar analyses at 
overpotentials of 200 and 280 mV are also given in Supplementary 
Fig. 43. These results indicate that the potential can alter the cover-
age of *O species, which in turn can weaken the binding energies for 
catalysts that bind oxygen too strongly in a conventional volcano 
plot, hence improving the OER activity. This analysis elucidates the 
fundamental origin of the activity discrepancies between different 
iridium-based catalysts, including amorphous and crystalline iridium 
oxides.

Conclusions
In conclusion, our work combines experimental and theoretical tech-
niques to re-evaluate the design principles for water oxidation cata-
lysts by unravelling the role of active sites in terms of their density, 
ordering and interactions between them on the reaction rate. Here we 
have resolved the formation of the redox centres in amorphous IrOx 
and crystalline IrO2 as a function of the potential, using time-resolved 
UV–visible spectroelectrochemistry and as a function of depth using 
ToF-SIMS combined with deuterium labelling. We also used DFT to 
provide a molecular-level interpretation of our results. From DFT, we 
assign the third spectral redox wave (redox transition 3) to the change 

of *OH to *O on the Ircus site in both catalysts; in addition, the experimen-
tally obtained O2 evolution kinetics show an exponential dependence 
on the coverage of the species *O, corroborating predictions from 
earlier DFT-based models that O–O bond formation controls the reac-
tion rate24–26.

Our potential-decay results reveal that the intrinsic kinetics of  
O2 evolution, that is, the reactivity of active *O states for O–O bond 
formation, are comparable, or slightly faster, on amorphous IrOx  
compared with crystalline IrO2 at a given potential in the studied poten-
tial regime; however, the greater penetration and hence density of 
sites per unit geometric area of redox centres in amorphous IrOx, as 
measured using both optical spectroscopy and ToF-SIMS, account for 
the substantially higher geometric current density observed in this 
catalyst compared with crystalline IrO2. Amorphous IrOx binds more 
strongly to *O than to crystalline IrO2 at low coverage; nonetheless, 
under the same potential for the reaction conditions, the coverage 
of *O is much higher than that of crystalline IrO2, leading to greater 
weakening of *O as a result of repulsive adsorbate–adsorbate interac-
tions. These two opposing effects lead to comparable intrinsic reaction 
rates on the two types of iridium oxide under study. On the basis of 
these insights, we may expect that nanocrystalline iridium-based cata-
lysts, which exhibit the high stability8,32 and intrinsic rate of rutile IrO2  
but with the high site density of amorphous IrOx, will provide an  
optimal performance for O2 evolution.

Beyond iridium oxides, our work highlights the role of adsorbate–
adsorbate interactions on water oxidation catalysis; they are particu-
larly important for catalysts on the strong binding side of the oxygen 
evolution volcano, such as with non-precious metal oxide MnOx  
(ref. 25). Our work leads to a more accurate description of water 
oxidation kinetics than conventional models that are based solely on  
the binding energetics at zero coverage; moreover, it provides an  
additional, unexplored lever to aid the discovery of more active 
catalysts.

Methods
Synthesis of amorphous IrOx and crystalline IrO2

Amorphous IrOx was prepared using an electrodeposition method 
analogous to previous reports27,31. Typically, a solution with an iridium 
source was prepared by dissolving IrCl3 hydrate (0.2 mmol; Fluoro-
chem) and oxalic acid dihydrate (1 mmol; Sigma Aldrich) in water 
(30 ml). The pH was adjusted to 10 with K2CO3 (5 mmol; Sigma Aldrich, 
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≥99.0%). The volume of the solution was then increased to 50 ml by 
adding more water (20 ml). The solution was left to rest for four days at 
35 °C and then stored in a refrigerator at 4 °C. The electrodeposition of 
IrOx was conducted with a typical three-electrode set-up using this solu-
tion. A clean FTO glass substrate was used as the working electrode, and 
a platinum mesh and Ag/AgCl were used as the counter and reference 
electrodes, respectively. Polyimide tape was attached to the FTO sur-
face to limit the conductive surface to ~1 × 1 cm. The electrodeposition 
was carried out by applying an anodic current density of 35 µA cm−2 for 
1,000 s. The mass loading of the obtained IrOx was around 80 µg cm−2. 
For ToF-SIMS and XPS measurements, IrOx was deposited on a titanium 
substrate for a longer deposition time of 12,000 s to obtain a thicker 
layer sample. SEM images were obtained from the sample deposited 
on both titanium substrates and FTO substrates. Rutile IrO2 is obtained 
via thermal annealing of the IrOx sample in the atmosphere at 550 °C 
for 8 h, at a heating rate of 10 °C min−1. Thus, rutile IrO2 sample has the 
same iridium mass loading as the amorphous IrOx sample.

Characterization of materials
SEM images were obtained using a LEO 1525 scanning electron micro-
scope (FESEM, 5 kV). X-ray diffraction measurements were carried 
out to determine the phase composition of each catalyst, and were 
obtained using a Bruker-Axs diffractometer equipped with a PSD  
LinxEye detector. The X-ray diffraction patterns were collected in 
the range of 10 ≤ 2θ ≤ 70 with a step size of 0.05°. XPS spectra were 
obtained using a Thermo Scientific K-Alpha spectrometer equipped 
with an aluminium Kα X-ray source (1,486.6 eV) coupled with a 180° 
double-focusing hemispherical analyser with a 2 s detector at an oper-
ating pressure of 1 × 10−8 mbar and a flood gun to minimize charg-
ing effects from photoemission. The iridium L3-edge XAS data were 
collected using the B18 beamline at Diamond Light Source, United 
Kingdom. The beamline has an energy range of 2.05 –35 keV for spec-
troscopy. The energy of the incident X-ray beam was selected using a 
Si(111) monochromator, with a resolving power of λ/Δλ ≈ 5,000. The XAS 
measurements for amorphous IrOx and rutile IrO2 were performed in 
fluorescence. The XAS measurements for standard sample iridium pow-
der, IrCl3 and IrO2 (Alfa Sigma) were carried out in transmission mode.

Electrochemical measurements
All electrochemical measurements were carried out in 0.1 M HClO4 
prepared by dilution of concentrated perchloric acid (Suprapur 70% 
HClO4, Merck) in ultrapure water (>18.2 MΩ cm, Sartorius). The elec-
trochemical tests were conducted using a typical three-electrode 
set-up with an SP-150 or an SP-300 BioLogic potentiostat. The iridium 
oxides deposited on the FTO substrate (1 × 1 cm) were used directly 
as the working electrode. A platinum mesh and an Ag/AgCl electrode 
(KCl-saturated) were used as the counter and reference electrodes, 
respectively. The reference electrode was calibrated to the RHE in 
the same electrolyte using saturated H2 on a clean platinum surface. 
Potentials were iR-compensated by manually subtracting the product 
of current and resistance i× Ru, for which the resistance Ru (~25 Ω) was 
obtained from a high-frequency intercept of the real resistance during 
electrochemical impedance spectroscopy.

ToF-SIMS
ToF-SIMS measurements were performed using an IONTOF ToF-SIMS 
V instrument, with a sputter current of 75 nA. Bismuth ions were used 
as the primary analysis ion and 1 keV caesium ions were used as the 
sputter beam. The sputter beam was set to create a crater with a length 
and width of 300 µm. A square analysis area, with sides of 100 µm, 
was then set around the centre of the crater. Data were obtained over 
a mass range from mass-to-charge ratios (m/z) of 0–200 for negative 
secondary ions. Calibration was performed using C−, CH−, CH2

− CH3
−, O−, 

OH−, F− and 35Cl−. The differences between the expected and observed 
masses after calibration were less than 50 ppm. The samples were 

first electrochemically cycled in deuterated 0.1 M HClO4 electrolyte 
and then subjected to ToF-SIMS to record the deuterium signal over 
the sputtering time.

Operando UV–visible absorption spectroscopy
Operando UV–visible absorption spectroscopy measurements  
were conducted in transmission mode. A stabilized 10 mW tungsten–
halogen light source (SLS201L, Thorlabs) was used with a collimating 
package (SLS201C, Thorlabs). The light emitted from the lamp was 
transmitted through the sample and collected using a 1 cm diameter 
liquid light guide (Edmund Optics). Light transmitted to the spectro-
graph was first columnated and refocused using two 5 cm planoconvex 
lenses (Edmund Optics) to optimally match the optical components 
of the spectroscope (Kymera 193i, Andor) and charge-coupled device 
(CCD) camera (iDus Du420A-BEX2-DD, Andor). The detector was main-
tained at −80 °C during the measurements to reduce the dark current 
and ensure a high signal-to-noise ratio. An Ivium Vertex potentiostat 
was used for electrochemical measurements, where data acquisition of 
both the electrochemical signal (that is, the potential and current) and 
the optical signal is facilitated using custom-built LabVIEW66 software 
(see details in the Code availability statement). This custom-built soft-
ware also ensures that the two signal sources match in the same time 
stamp. The measurements were carried out in potentiostatic mode, 
with a potential step and equilibration time equal to that for typical CV 
at a scan rate of around 1 mV s−1. At each potential, 30 averages of the 
spectra were obtained (where each spectral acquisition takes ~30 ms), 
before moving to the next potential.

DFT calculations
All DFT calculations were performed using the grid-based projector 
augmented wave software package67,68. The atomic simulation environ-
ment was used to set up and control the calculations69. The calculations 
were performed with a plane-wave basis with an energy cut-off of 
500 eV. The revised Perdew–Burke–Ernzerhof functional was used to 
describe the effects of exchange and correlation70.

The (110) surface of rutile IrO2 was modelled as a 3 × 1 slab with 
four atomic layers, of which two were fixed in the bulk geometry 
at the computationally optimized lattice constants (a = 4.59 Å and 
c = 3.19 Å, which compare well with experimental values of a = 4.50 Å 
and c = 3.15 Å)71. Twenty ångstöms of vacuum separated the periodic 
images of the slab, and a dipole correction was used to decouple the 
electrostatic interactions on either side of the slab. The Brillouin zone 
was sampled using 4 × 4 k-points.

The surface of amorphous IrO2 cannot be modelled via periodic 
DFT calculations; however, to gain an understanding of the differences 
between rutile and amorphous IrO2 we modelled the (001) surface of 
IrO2 in the hollandite structure. This surface bears similarity to the 
rutile (110) surface; however, adsorbates are further separated (in the x 
direction) and the bulk is more open, as would be expected for an amor-
phous structure (see Supplementary Fig. 25 for a comparison of the two  
surfaces). This surface is modelled as a 3 × 1 slab with six atomic  
layers (three frozen), corresponding to 1.5 repeats of the unit cell, 
and sampled using 3 × 4 k-points. The calculated lattice constants are 
a = 10.13 Å and c = 3.18 Å, which compare well with the experimental 
data of hollandite-type KxIrO2 (a = 10.02 Å, b = 3.15 Å, c = 10.05 Å and 
β = 90.11°)72.

Data availability
The data that support the findings of this study are available within  
the main text and Supplementary Information. DFT optimized  
structures are available from https://nano.ku.dk/english/research/ 
theoretical-electrocatalysis/katladb/water-oxidation-activity- 
of-iridium-oxides/. Data are also available from the corresponding 
authors upon reasonable request. Source data are provided with this 
paper.
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Code availability
Scripts used for spectroelectrochemical data analysis are openly  
available at https://github.com/Caiwu-L/Paper_amorphous-IrOx_
vs_Rutile_IrO2. Details of the home-built spectroelectrochemistry  
set-up and the LabView-based software are openly available at  
https://opensourcespectroscopy.com/. Python scripts used to analyse  
the DFT data are available from https://nano.ku.dk/english/research/ 
theoretical-electrocatalysis/katladb/water-oxidation-activity- 
of-iridium-oxides/.
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7 Conclusions

While this thesis is primarily focused on theory, it operates at the interface of theory
and experimental work. In this regard it illustrates the importance of corroborative
work. Many of the conclusions and ideas would not have been possible without the
interplay with experimental groups. Another key focus of this dissertation has been the
role of reaction mechanisms on model accuracy, and catalytic properties. It highlights
the importance of understanding the basic assumptions of any modelling approach.

7.1 Modelling OER on RuO2

The first article presented (section 3.3) in this thesis showcased the relevance of assumed
OER reaction mechanism on the theoretical prediction of activity for rutile RuO2 (110).
It was shown that employing a reaction pathway with the protons of intermediates HO∗

and HOO∗ migrated to the bridge site significantly decreases the expected overpotential,
putting the material in line with experimental observations. This behaviour is rationalized
by the strong preference of RuO2 towards oxygen intermediates. While this approach does
lift the discrepancy between theory and experiments, another perspective from literature
holds that the discrepancy is due to anti-ferromagneticity of RuO2 [52]. That RuO2 is
magnetic is not necessarily in conflict with the view presented in the article, and both
things can be true simultaneously.

7.2 LOER prediction in oxides

For articles 2 (section 4.1) and 3 (section 4.2) a computational screening method is
introduced to determine the intrinsic LOER activity of oxide materials. In article 2
the method is applied to Ru1−xNixO2 and Ru1−xTixO2, while in article 3 it is applied
to Ru1−xMnxO2. For Ru1−xNixO2 the screening identifies weakened oxygen species on
Ru-Ni bridge sites, allowing evolution at elevated electrode potentials. Using a structural
characterization of this system from literature [63], a model was constructed to determine
the expected number of Ru-Ni bridge sites as a function of nickel content. The model is
found to be in good agreement with experimental DEMS data for the system. In the case
of Ru1−xTixO2, the screening method predicts minor lattice exchange at high Ti content.
Experimental evidence does however show a large contribution of lattice exchange in real
systems. This discrepancy can be explained by difficult to model structural defects, as
these are widely present in the Ru-Ti-oxide systems, and defects are known to correlate
with LOER tendency. Lastly for the Ru1−xMnxO2 in article 3, no significant LOER
tendency is predicted nor measured, indicating good agreement between experiments
and theory. For this system, the Mn content is shown to somewhat control the selectivity
between OER and ClER, with more Mn selecting for OER. The two reactions are shown to
be noncompeting, and LOER correlated to higher ClER selectivity. The DFT calculations
predict that Mn cus sites in this system are highly active towards OER, and this is
corroborated by a general increase in activity with increasing Mn content. Literature
has it that LOER tendency is closely related to the ability to stabilize oxygen vacancies
[36, 62]. From this perspective, it makes sense that messy samples with structural defects
would show high LOER tendency. Structurally messy regions would be expected to have
more weakly bound oxygen species, allowing LOER activation.
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7.3 Activating the semi-conducting TiO2

Article 4 (section 5.3) introduces the concept of co-doping TiO2 (and perovskite SrTiO3)
with n- and p-type dopants to achieve activation of the otherwise inactive (but stable)
semi-conductors. The co-doping approach introduces states in the band gap, and aligns
the Fermi level to favor water oxidation. These predictions were confirmed experimen-
tally, where it was found that only co-doped samples showed significant improvement of
activity. As follow up studies to these results, the semi-conductor conductor transition
for Ru1−xTixO2 was investigated, as well as the properties of Ti in HEOs. The semi-
conductor conductor transition for binding on Ti is found to be immediate, with the
binding energy being somewhat predictable from the knowledge of whether Ru is in the
structure or not. In the deep semi-conducting regime, the spread on binding energies for
Ti sites is found to be large. While this is potentially due to computational artefacts, it
mirrors results from a HEO system of (Rh,Os,Ir,Ru,Ti), where Ti binding energies also
show large spreads crossing highly active values. It is found that the binding energy of
oxygen on Ti correlates well to the Fermi level (as compared to the stable oxygen 2s
orbitals) of the material in the HEO system. Additionally the Fermi level of a HEO slab
is found to be well predicted by a simple weighted average of constituent oxide mate-
rials. In conjunction, these insights allow for the tuning of Ti active sites by choice of
composition.

7.4 Interplay between oxygen adsorbates in rutile IrO2 and amorphous IrOx

The fifth and final article included in this dissertation (section 6) studies the intermedi-
ates at the surface of amorphous and rutile iridium oxide during OER conditions. The
redox active centers are quantified by time-resolved UV-vis spectroelectrochemistry and
DFT is employed to identify the observed redox transitions. It is found that both sample
types undergo three transitions before OER activation: OH adsorption on CUS sites,
deprotonation of bridge sites, and finally deprotonation of CUS bound OH. Oxygen evo-
lution show exponential dependence on coverage of oxygen adsorbates, corroborating that
O-O bond formation is reaction rate determining. The activity per site is found to be
similar between rutile and amorphous despite amorphous IrOx binding oxygen stronger
at low coverage. This can be rationalized by the higher coverage displayed by the amor-
phous iridium oxide when comparing the systems at a specific potential. This increased
coverage leads to more adsorbate-adsorbate interactions, weakening the binding. This
work leads to a modified volcano plot, where the strong binding side is dependent on the
interaction strength between adsorbates.
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8 List of abbreviations

ASE Atomic Simulation Environment
BEEF-vdW Bayesian Error Estimation Functional - van der Waals
ClER Chlorine Evolution Reaction
CHE Computational Hydrogen Electrode
CHEAC Center for High Entropy Alloy Catalysis
DEMS Differential Electrochemical Mass Spectrometry
DFT Density Functional Theory
DOS Density Of States
DSA Dimensionally Stable Anode
GPAW Grid-based Projector Augment Wave
LOER Lattice Oxygen Evolution Reaction
OER Oxygen Evolution Reaction
ORR Oxygen Reduction Reaction
PDS Potential Determining Step
RHE Reversible Hydrogen Electrode
RPBE Revised Perdew-Burke-Ernzerhof
RRDE Rotating Ring-Disc Electrode
SCE Saturated Calomel Electrode
SEM Scanning Electron Microscopy
SHE Standard Hydrogen Electrode
UV-vis Ultraviolet-visible
VASP Vienna Ab initio Simulation Package
XANES X-ray Absorption Near-Edge Structure
EXAFS Extended X-ray Absorption Fine Structure
XRD X-ray Diffraction
XPS X-ray Photoelectron Spectroscopy
ZPE Zero-point Energy

9 Additional computational details

The construction of a surface slab is done by first relaxing a bulk (including lattice
parameters), then cutting it along the desired direction. For the case of rutile (110) slabs
in this thesis, the cut structure is then replicated to be a 1x3x4 slab. The bottom two
layers are constrained as to mimic bulk. Additionally 15 Å of vacuum is introduced above
and below the structure to avoid computational artefacts. Structures are relaxed until the
total forces in the system are below 0.05 eV Å−1. For the data presented in sections 5.4
and 5.5, a k-point mesh of 2x2x1 is used. ZPE and entropic corrections used for the OER
intermediates in this thesis are presented in table 2.

HO∗ O∗ HOO∗

Ccor(eV ) 0.35 0.05 0.40

Table 2: ZPE and entropic corrections used for the OER intermediates throughout this thesis. They
mirror those of [21].
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10 Link to Master’s Thesis

QR-link to Master’s Thesis. https://curis.ku.dk/ws/files/403981637/Adrian_Master_s_Thesis.
pdf
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