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Abstract

We find supermassive black holes in the central nucleus of all massive galaxies. They are thought
to have grown to their present-day masses through accretion episodes. We observe these accretion
episodes as Active Galactic Nuclei (AGN), including luminous quasars. AGN emit strongly across
the entire electromagnetic spectrum, from radio waves to Gamma radiation. AGN represent natural
laboratories for high-energy and strong-gravity physics, are believed to influence the evolution of
their host galaxies, and provide high-redshift cosmological probes. To make the most of these
opportunities requires a detailed understanding of the physics and geometry of their central engines.
In this thesis I present four different studies relating to AGN accretion.

Our current model of AGN accretion involves an optically thick, geometrically thin accretion
disk around the central black hole, which (in some cases) responds to illumination from a variable
X-ray emitting region. The disk sizes inferred from UV-optical continuum reverberation mapping of
local-Universe AGN are a factor ∼ 3 larger than those predicted by the thin-disk model. In Chapter
2 I explore the effects of diffuse continuum emission from the broad-line region on reverberation-
based disk size estimates. I find that, to first order, diffuse continuum contamination can explain the
observed excess delays relative to the thin-disk model.

Observations of changing-look AGN suggest that the accretion flow can be highly variable,
such that a given AGN can lose and/or regain its broad line and continuum emission on timescales
of ∼years. In Chapter 3 I present evidence that the changing-look AGN Mrk 590, which lost its
broad-line emission between 2003-2006, has re-ignited and now displays an ultraviolet to X-ray
spectral energy distribution consistent with those of typical Type 1 AGN. The X-ray luminosity has
returned to roughly half of its historic maximum, while the UV continuum emission has reappeared.
The soft X-ray component is not detected in Swift XRT and NuSTAR observations, and has not
returned to its previous bright state. I also present a reverberation mapping analysis during a recent
X-ray flare, finding that the UV emission is correlated with the X-ray component and lags it by
∼ 2−3 days.

A subset of quasars display strong, heavily blueshifted UV absorption lines with velocity
dispersions ∆V ≥ 2000 km s−1. These broad absorption line (BAL) quasars may represent ’ordinary’
quasars observed at a certain angle relative to the central engine. Alternatively, they may represent
an early stage in a quasar’s lifetime, during which a ’cocoon’ of gas and dust is expelled from the
central region. Both these scenarios have implications for the BAL host galaxies. If we observe BAL
absorption depending on the inclination of the central engine, the properties of BAL and non-BAL
host galaxies at a given AGN luminosity should be statistically indistinguishable. If BAL sources
represent young quasars, we may expect to see signs of recent mergers or on-going star formation in
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their host galaxies, depending on the triggering mechanism for AGN activity. In Chapter 4 I present
a study of the host galaxies of four FeLoBAL quasars. I find no evidence for starburst activity in their
hosts, and demonstrate that our data are consistent with quiescent elliptical hosts or dust-obscured
starburst galaxies.

In Chapters 5 and 6 I present UV-optical and X-ray SEDs for a sample of z ∼ 2 quasars, of
which roughly half are radio-loud, as part of an ongoing effort to i) study the dependence of the
observational properties of quasars on the SED shape, and ii) to investigate the origin of radio-
loudness in quasars. I demonstrate that our sample is representative of the broader quasar population,
in terms of UV-optical SEDs, X-ray emission properties, and inferred black hole masses. The
radio-loud and radio-quiet sources in our sample are matched in terms of redshift and V -band
apparent magnitude. I demonstrate that their optical-UV SEDs are statistically indistinguishable. I
also present an exploratory study of the opportunities to investigate accretion disk physics for our
z ∼ 2 sample. I find that observed-frame infrared observations are required in order to adequately
constrain the accretion disk properties and to test the thin-disk approximation for these quasars.

In Chapter 7 I offer some closing remarks on future prospects for each of these research projects.
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Chapter 1

Introduction: Active Galactic Nuclei

At the heart of most - perhaps all - massive galaxies, we find a supermassive black hole (SMBH).
These black holes are the most massive compact objects in the observed Universe, and are themselves
found in dense environments, i.e., the nuclei of massive galaxies. Until very recently, the existence
of SMBHs was only inferred indirectly, through their gravitational influence on their immediate
surroundings and through the radiation emitted due to accretion of mass onto them. The recent
sub-millimeter imaging observations of the SMBH in the galaxy M87, which resolve the ’shadow’
(i.e., the photon capture region) near the event horizon of a black hole, provides direct evidence for
the existence of supermassive black holes for the first time (Event Horizon Telescope Collaboration,
2019).

Most SMBHs appear as sleeping giants: they accrete mass at very low rates, and emit only
insignificant amounts of electromagnetic energy. The black hole at the center of our own Galaxy, Sgr
A∗, is a typical quiescent SMBH (e.g., Boehle et al., 2016, and references therein). Meanwhile, a
subset of SMBHs are very much awake, accreting nearby gas and emitting electromagnetic radiation.
SMBHs that produce sufficient electromagnetic radiation that they are detectable at cosmological
distances are referred to as Active Galactic Nuclei (AGN). They emit copious amounts of radiation
across the entire electromagnetic spectrum, from radio waves to Gamma rays. The most luminous
AGN are known as quasars; these can outshine the integrated stellar luminosities of their host
galaxies, and are observable out to redshifts z ∼ 7 (e.g., Bañados et al., 2016, 2018; Fan et al., 2019;
Wang et al., 2017).

What can AGN teach us about the Universe?

Firstly, given their large luminosities and distances, quasars are useful probes of the high-redshift
Universe. For example, their spectra provide excellent probes of the intervening medium, revealing
intervening galaxies through hydrogen and metal absorption. Thus, quasars allow us to study
galaxies in absorption (e.g., Fynbo et al., 2013; Mackenzie et al., 2019; Rafelski et al., 2016),
including their metallicities and star formation rates (e.g., Berg et al., 2016), and to test models of
large-scale structure (e.g., Padmanabhan and Refregier, 2017), as a function of cosmic time. The
most distant quasars also probe the reionization epoch. Sources at z ? 6 display strong, redshifted
HI absorption, the so-called Gunn-Peterson trough (e.g., Becker et al., 2001), due to the presence



2 Introduction: Active Galactic Nuclei

of neutral hydrogen prior to the reionization of the Universe. McGreer et al. (2015) use this to
demonstrate that reionization was complete by z ∼ 6. Greig et al. (2019) use the absorption profile
of the Lyα emission line to argue that the Universe was partially reionized even at z ∼ 7 .

Recently, several studies have demonstrated that quasars are potentially standardizable can-
dles, suitable for cosmological distance measurement. One promising method uses the redshift-
independent relationship between the rest-frame UV and X-ray luminosities as a luminosity indicator
from which the distance can be inferred (Lusso et al., 2019; Risaliti and Lusso, 2015). Alternatively,
relationships between the luminosities and the size scales of AGN (as measured using reverberation
mapping methods) yield redshift-independent luminosity estimates. These size-luminosity relation-
ships have been used as cosmological distance indicators for both the broad-line emitting region
(Loli Martínez-Aldama et al., 2019; Watson et al., 2011), and the dust reprocessing region (e.g.,
Hönig et al., 2017). (Cackett et al., 2007) also explore the possibility of using the accretion disk
size as a luminosity indicator. As quasars are observed out to redshifts ? 7.5, these techniques can
extend our distance versus redshift measurements to higher redshifts than those attainable using
Type 1a supernovae, and will valuable constraints on a potentially non-linear dark energy equation
of state (e.g., King et al., 2014). They will also provide a valuable complementary test of the
distance-redshift relationship already obtained at z > 1.4 using supernovae (e.g., Perlmutter et al.,
1999; Riess et al., 1998) and of the cosmological constraints obtained out to z > 3.5 using baryon
acoustic oscillations (e.g., eBOSS Collaboration et al., 2020; Eisenstein et al., 2005).

Since the advent of large telescopes with CCD detectors, and especially since the launch of
the Hubble Space Telescope, the evidence for the ubiquitous presence of SMBHs in the centers of
massive galaxies has been mounting (e.g., Kormendy and Ho, 2013). Thus, the processes that build
galaxies must also produce a SMBH, which grow through accretion episodes to reach their present
masses (e.g., Soltan, 1982). We observe correlations between SMBH masses and host galaxy bulge
luminosities or stellar velocity dispersions (e.g., Ferrarese and Merritt, 2000; Gültekin et al., 2009;
Magorrian et al., 1998; Marconi and Hunt, 2003; Tremaine et al., 2002). These correlations are
somewhat unexpected, as the mass of the SMBH dominates the gravitational potential only in the
very central regions of the host galaxy, whereas the bulge kinematics are governed by the stellar
and dark matter potentials. The observed empirical SMBH-bulge correlations may be due to AGN
activity expelling gas via radiation pressure or kinetic feedback, which would quench star formation
(e.g., Barnes and Hernquist, 1991; Hopkins et al., 2005; Sanders et al., 1988).1 The study of such
relationships, and their redshift evolution, requires accurate determinations of the SMBH masses
at both low and high redshift. For high-redshift galaxies, the only currently feasible way to obtain
mass estimates is based on the kinematics of AGN broad-line regions (§1.4.2).

In summary: quasars are useful cosmological probes, may supplement Type 1a supernovae as
standarizable candles for precision cosmology, and are an important piece of the puzzle of galaxy
formation and evolution. In order to fully exploit their potential, we must understand the central

1Alternatively, the correlations may be caused by the stochastic effects of mergers, with no feedback mechanism in
individual galaxies necessary (Hirschmann et al., 2010; Jahnke and Macciò, 2011; Peng, 2007). In the latter case, the
scatter in the relationships is expected to increase with redshift, as the convergence with a linear relationship between
black hole and bulge mass increases with the number of mergers a given host galaxy has undergone.
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engine that generates the AGN emission. We also require methods to accurately estimate the SMBH
masses, in order to understand the observed SMBH - host galaxy correlations.

Some efforts to understand the central engines of AGN

It is generally acknowledged that AGN activity is ultimately powered by the energy unleashed
through accretion of matter onto a black hole (e.g., Lynden-Bell, 1978; Lynden-Bell and Rees, 1971).
However, the detailed physical processes at play are still a puzzle. The accreting gas is expected to
form a disk in parts of the accretion flow. The physical processes in these accretion disks (§1.2) are
a vital ingredient in any AGN model.

Quasar spectra in the UV-optical are dominated by a continuum component, usually attributed
to the accretion disk itself. The continuum-emitting regions have radii of at most a few light-days,
as constrained observationally by variability timescales (e.g., Peterson, 2001), and confirmed by
microlensing of the continuum (e.g., Mosquera et al., 2013, and references therein). These size scales
are not yet accessible to UV–optical imaging for any AGN. We must therefore turn to alternative
techniques in order to study the central engine. One approach is to study the spectral energy
distribution (SED) emitted by the AGN, and isolate the component(s) due to direct emission from
the accretion disk. For the standard geometrically thin accretion disk models, the accretion disk
SED shape depends on the mass and spin of the central black hole, along with the mass accretion
rate onto it (§1.2). By studying AGN SEDs, we can test these thin-disk models. The integrated
accretion luminosity of the AGN also constrains the total power output of the disk, and thus places
upper limits on the mass accretion rate. In practice this analysis requires some model-dependent
assumptions, as a substantial part of the accretion power is emitted in the extreme-UV and therefore
suffers strong Galactic and extragalactic Hydrogen absorption. Nevertheless, SED studies provide
vital clues as to the nature of AGN central engines. The X-ray to radio SED is strongly inconsistent
with a single emission component (e.g., Elvis et al., 1994; Fiore et al., 1995), indicating that AGN
must have multiple emission and reprocessing regions (§1.1). The SEDs also reveal an important
dichotomy in the AGN population, where roughly 10% of sources are radio-loud (§1.1.8) and emit a
kpc-scale jet (e.g., Jiang et al., 2007; Kellermann et al., 1989).

Another way to probe the central regions of AGN is to quantify the response of various repro-
cessed emission components to variations in the driving continuum luminosity, in order to determine
their size scales and geometry. This reverberation mapping approach (§1.4) is used to measure the
size of the region that emits the broad emission lines (§1.1.4) seen in Type 1 AGN (e.g., Bentz et al.,
2010a; Blandford and Payne, 1982; Clavel et al., 1991). This allows for estimation of the black
hole mass via dynamical arguments. Recently, the same technique has also been used to make size
estimates of the accretion disk itself (e.g., Edelson et al., 2015; Fausnaugh et al., 2016, ; see Chapter
2).

Outline of this Thesis

This Thesis is comprised of four separate projects, all ultimately aimed at improving our understand-
ing of AGN accretion and of the resulting electromagnetic emission.
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In Chapter 2 I investigate how diffuse continuum emission from the broad-line region biases
disk reverberation mapping results. Accretion disk sizes measured using reverberation mapping
are somewhat larger than those predicted for the standard thin-disk model (e.g., Edelson et al.,
2017). Using a forward modeling approach, I demonstrate that diffuse continuum emission from
the Broad-line emitting region itself leads to an overestimation of inferred disk sizes. This effect is
important to consider when interpreting reverberation mapping data in the context of accretion disk
modeling.

In Chapter 3 I present an analysis of Swift XRT and UVOT monitoring observations of the
changing-look (§1.5) AGN Mrk 590 during 2013–2020. These changing-look objects display
disappearing and/or reappearing UV–optical continua and broad emission lines on timescales of
months to years. This behavior is not explained by simple thin-disk models for AGN accretion flows,
which predict significant continuum flux variations only on timescales of ∼thousands of years. I
find that Mrk 590 has returned to a brighter X-ray and UV luminosity than its historic low state, and
currently has the observational appearance of a bona fide (albeit highly variable) Type 1 AGN. I
also present an analysis of its hard X-ray spectrum observed by NuSTAR, which is dominated by a
power-law continuum but also displays faint X-ray reflection features.

In Chapter 4, I study the properties of the host galaxies of four FeLoBAL quasars. This rare
subset of quasars may represent an early stage of AGN activity, in which the young quasar expels
gas and dust from its vicinity (e.g., Voit et al., 1993). Alternatively, they may represent ‘ordinary’
quasars observed at a certain narrow range of viewing angles. In the latter scenario, we expect
their host galaxies to have statistically identical properties to the broader population of quasar host
galaxies. I find that the host galaxies of the four FeLoBAL quasars are consistent with being massive
quiescent galaxies, but I cannot exclude the possibility that they are dust-obscured starbursting
hosts. I also quantify the uncertainties on host galaxy brightness and morphological measurements
for Hubble Space Telescope imaging of bright quasars at 0.8 < z < 2, via an extensive series of
simulations.

In Chapters 5 and 6 I present the observed optical–UV–X-ray SEDs of 143 quasars at redshift
z ∼ 2. Using the Swift satellite, we have obtained simultaneous observations of the optical to X-ray
wavelength regime. This minimizes the uncertainty in the SED shape measurements due to quasar
variability, which is otherwise a significant source of uncertainty when different wavelength regimes
are observed at different times. I characterize the UV and X-ray luminosities and UV to X-ray SED
shapes for this sample, and establish to which extent these quasars are representative of the broader
quasar population at z ∼ 2. This catalog is selected to contain pairs of radio-loud and radio-quiet
sources matched in terms of redshift and V-band apparent magnitude, allowing a robust comparison
of their SED properties. I find no difference in the UV SED shape for radio-loud and radio-quiet
quasars.

In the remainder of this Introduction, I give a brief review of our current understanding of AGN,
concentrating on areas relevant to my thesis work. I outline our current model of the structure of
AGN in §1.1; introduce the predictions of standard thin-disk models that are relevant to my work in
§1.2; discuss AGN spectral energy distributions from an observational standpoint in §1.3; describe
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Fig. 1.1 Illustration of the standard model for AGN structure. Here, the smaller brown clouds
represent the broad-line emitting regions close to the central accretion disk, which produces the
ionizing continuum. The pale clouds further out from the accretion disk represent the narrow-line
emitting region. The dusty torus obscures the continuum, broad line, and X-ray emitting regions
along some viewing angles. Only the radio-loud AGN emit the jet depicted here. This image is
provided by NASA, and is adapted from the illustration presented by Urry and Padovani (1995).

reverberation mapping methods to estimate black hole masses and accretion disk sizes in §1.4; and
introduce changing-look AGN in §1.5.

1.1 The Current Model of AGN Structure

In this Section I outline our current best understanding of the structure of AGN, starting with the
central black hole, and moving outwards to larger size scales. The detailed geometry and physics of
each component described here are active research topics. However, the overall schematic layout
displayed in Figure 1.1 is consistent with various observational characteristics of AGN, including
their overall spectral energy distributions and their emission line variability behavior. In short, an
accretion disk (§1.1.2) around a central black hole (§1.1.1) provides an ionizing continuum that is
reprocessed in high-velocity broad-line emitting gas (§1.1.4) within light-days of the black hole, and
in the slower-moving, narrow-line emitting gas further out (§1.1.7). X-ray emission components
(§1.1.3) are produced in a compact, poorly understood region near the black hole. A dust structure
(§1.1.5) preferentially obscures the central engine at certain viewing angles, and emits a thermal
spectrum in the infrared. A subset of AGN launch collimated, relativistic jets from their central
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regions (§1.1.8), which emit radio, X-ray and γ-ray radiation. Each AGN resides in the nucleus of
its host galaxy (§1.1.9).

1.1.1 The Central Black Hole

The emission from AGN is ultimately powered by release of gravitational energy as mass accretes
onto a supermassive black hole. Here, I outline some of the properties of black holes that are relevant
to the study of AGN accretion flows.

Intrinsic properties of black holes: The concept of a black hole was originally suggested in
the framework of Newtonian gravity, requiring only that light has a finite speed and is affected by
gravitational acceleration (e.g., Michell, 1784). Today, we understand black holes in the theoretical
context of Einstein’s general relativity (Einstein, 1916). In particular, Schwarzschild (1916) and Kerr
(1963) derived vacuum solutions for the spacetime around a non-rotating and a rotating massive body,
respectively. These solutions provide excellent descriptions of the behavior of test masses around
massive objects, and reduce to the Newtonian case in the limits of weak gravity and slow-moving test
masses. They also allow for black holes, i.e., objects with sufficiently high density that their escape
velocity exceeds the speed of light at some radius. The imaginary surface for which the escape
velocity exceeds c is known as the event horizon of the black hole. It is located at the Schwarszschild
radius, rs, which scales with mass M as

rs =
2GM

c2 , (1.1)

where G is Newton’s gravitational constant. For low-density objects such as planets and stars, rs

is much smaller than their physical radius. In that case, the Schwarzschild radius corresponds to the
radius that a black hole with the equivalent mass would have. For black holes, the Schwarzschild
radius represents the ultimate limiting radius beyond which light cannot escape.

The gas and dust in galaxies has a net charge of zero, as the electromagnetic force is much
stronger than the gravitational force and will tend to break up any net accumulation of charge.
Thus, astrophysical black holes that grow through accretion of gas and dust will have zero net
charge, but can have non-zero mass and angular momentum (Kerr, 1963). The black hole spin is
usually parameterized by the dimensionless parameter a∗ = cJ(GM2

BH), where J denotes the angular
momentum of the black hole (e.g., Porquet et al., 2019). The spin of an accreting black hole is
thought to be related to its accretion history (e.g., King, 2008), and to interactions between the black
hole and accretion disk which may extract angular momentum from the black hole (Blandford and
Znajek, 1977).

Stable orbits around a black hole: An important concept for the study of accretion onto black
holes is the innermost stable circular orbit (ISCO), which occurs at a distance rISCO from the black
hole. This quantity corresponds to the innermost radius for which which circular Keplerian orbits
are stable to perturbations. The gas in accretion disks is thought to move in near-Keplerian orbits,
primarily supported by rotation (at least for standard thin disks; §1.2). The importance of rotational
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support suggests that the accretion disk cannot emit much radiation within rISCO, as the gas within
this radius will rapidly spiral in towards the event horizon. The innermost stable orbit scales with
black hole mass as

rISCO = f (a∗)
GMBH

c2 , (1.2)

where the factor f (a∗) depends on the black hole spin (King, 2016). For a non-spinning black
hole, rISCO = 3rs. The innermost stable orbit asymptotically approaches rs for a positively rotating
black hole (with regards to the spin direction of the accretion disk), and increases up to ∼ 5.8rs

for a retrograde black hole spin (Bardeen et al., 1972). The size of rISCO has a profound effect on
the emitted disk SED, as it determines the strength of the gravitational potential to which an inner
accretion disk can extend.

Supermassive black holes: Astrophysical black holes are categorized according to their mass.
Stellar-mass black holes are thought to be formed by the collapsing cores of dying massive stars
(‘collapsar supernovae’). The detection of black hole mergers in gravitational waves provides strong
evidence for the existence of stellar-mass black holes with MBH ∼ 25M⊙ (Abbott et al., 2016).
AGN are powered by accretion onto supermassive black holes (SMBHs), with masses of ∼ 106M⊙
or greater in massive galaxies, and masses as low as ∼ 5×104M⊙ in dwarf galaxies (Baldassare
et al., 2015). SMBHs have only been observed in the nuclei of massive galaxies. Stellar-dynamical
measurements indicate that SMBHs are ubiquitous in the centers of galaxies (e.g., Ferrarese and
Ford, 2005; Kormendy and Ho, 2013), including our own Milky Way galaxy (e.g., Boehle et al.,
2016; Reid and Brunthaler, 2004). The imaging of M87 obtained by the Event Horizon Telescope
basically settles the debate as to the existence of SMBHs, although previous indirect evidence of
compact dark objects at the centers of galaxies from stellar and gas dynamics were consistent with
them being black holes. In any case, accretion onto a black hole is required to produce the observed
AGN luminosities (e.g., Lynden-Bell, 1978; Lynden-Bell and Rees, 1971). SMBHs are therefore
an essential ingredient in our current model for AGN activity. The formation processes of SMBHs
detected as early as redshifts z > 6 (e.g., Fiore et al., 1995) are not currently well understood (e.g.,
Ardaneh et al., 2018; Bromm and Loeb, 2003; Pacucci et al., 2017; Sugimura et al., 2018).

The black hole sphere of influence: For SMBHs residing in the nuclei of galaxies, it is useful
to define a region within which the total gravitational potential is dominated by that of the black
hole. We refer to this region as the sphere of influence, rh, of the black hole (e.g., Kormendy and Ho,
2013), where

rh =
GMBH

σ2 . (1.3)

Here, MBH is the black hole mass, and σ denotes the velocity dispersion of stars near enough
to the black hole that its gravity dominates the gravitational potential. The sphere of influence
is important when estimating MBH using stellar dynamics, as these estimates require the stellar
motions to be influenced by the black hole potential. Gültekin et al. (2009) demonstrate that it is
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Fig. 1.2 The mean infrared to X-ray spectral energy distribution (SED) for 259 quasars, and
subsamples thereof, as compiled by Richards et al. (2006). The spectral energy distributions are
color coded as follows. Cyan curve: mean SED for the full sample. Red: optically red subsample,
as defined by Richards et al. (2006). Blue curve: optically blue subsample. Green curve: optically
luminous subsample. Orange curve: optically dim subsample. Black curve: mean SED for the
quasar sample presented by Elvis et al. (1994). The broad infrared emission feature at frequencies
below logν ∼ 14.5 is due to dust reprocessing. The broad ’big blue bump’ peaking at logν ∼ 15.3
is attributed to the accretion disk emission. Both these features are prominent in the mean SED for
the full sample, and also in the mean SEDs for the various luminosity and color subsamples. This
Figure is taken from the quasar SED catalog presented by Richards et al. (2006).

not necessary to fully resolve rh in the stellar observations, however, the uncertanties on MBH are
increased for lower spatial resolutions. The continuum, X-ray and broad line emitting regions are
located within the sphere of influence, and their dynamics are therefore largely governed by the
gravitational attraction of the black hole. However, rh is of order tens of parsecs for SMBHs (e.g.,
Kormendy and Ho, 2013), and thus much smaller than the host galaxy bulge itself. This implies
that the direct influence of the black hole on the host galaxy dynamics is negligible. The direct
gravitational influence of the black hole can therefore not explain the observed relationships between
SMBHs and their host galaxy bulge properties (e.g., the MBH−σ relationship, Ferrarese and Merritt,
2000; Gültekin et al., 2009; Onken et al., 2004).

1.1.2 The Accretion Disk

Figure 1.2 displays the mean spectral energy distribution (SED) for a sample of 259 spectroscopically
identified Type 1 quasars, selected from the Sloane Digital Sky Survey quasar catalog (Schneider
et al., 2005), and compiled by Richards et al. (2006). These authors also derive mean SEDs for
subsamples based on luminosity and on reddening (1.2). Two prominent, broad ’bump’ features
are commonly observed in quasar SEDs, irrespective of their optical luminosities. The broad UV–
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optical bump is attributed to thermal emission from an accretion disk around the central SMBH.
This primary emission source is thought to power many of the other emission features observed
in AGN SEDs. In particular, the prominent infrared emission feature displayed in Figure 1.2 is
due to reprocessed disk emission in hot dust (§1.1.5); the broad emission lines (§1.1.4) and narrow
emission lines (§1.1.7) are photoionized by the extreme-ultraviolet disk emission; and the X-ray
emitting regions are thought to be due to Comptonized disk photons (§1.1.3).

The accretion disk emission is commonly modeled (e.g., Capellupo et al., 2016; Davis and Laor,
2011; Raimundo et al., 2012) as a geometrically thin, optically thick accretion flow (Novikov and
Thorne, 1973; Shakura and Sunyaev, 1973). For these models, the accreting gas is thermalized, and
emits a multiple-temperature blackbody spectrum. The overall shape of this spectrum is roughly
consistent with the observed ’big blue bump’ feature. However, the detailed SED shapes, extreme
UV–optical variability, and observed accretion disk sizes for AGN are not fully consistent with the
thin-disk predictions.

In this Thesis, I investigate AGN accretion disk emission using disk reverberation mapping
techniques (Chapters 2 and 3), and via modeling of observed quasar SEDs (Chapter 6). To provide
the reader with a context for these investigations, I describe the observational characteristics expected
for geometrically thin disks in more detail later in this Introduction (§1.2). I also review previous
observational tests of the thin disk model via SED studies in §1.3 and via disk reverberation mapping
in §1.4.3.

1.1.3 The X-ray Emitting Region

Significant X-ray emission is nearly ubiquitous in optically selected quasars (Gibson et al., 2008).
The size of the X-ray emitting region is observationally constrained by variability timescales (e.g.,
Barr, 1986; Zamorani et al., 1984), hard-band to soft-band reverberation mapping (e.g., Chainakun
et al., 2019) and gravitational micro-lensing observations (e.g., Chartas et al., 2016; Dai et al., 2010;
Mosquera et al., 2013) to be of order 10 times the Schwarzschild radius. The main emission features
in the X-ray SED are the hard continuum, the soft excess, and the X-ray reflection features. My
work on the changing-look AGN Mrk 590 (Chapter 3) includes an analysis of the 0.3-79 keV X-ray
spectrum, including modeling of X-ray reflection features and constraints on the soft X-ray excess. I
also study the 0.3-10 keV spectra for a statistical sample of z ∼ 2 quasars in Chapters 5 and 6.

The Hard X-ray Continuum

To first order, the X-ray emission is characterized as a power-law continuum extending from ∼ 1
keV to several hundred keV (e.g., Nandra and Pounds, 1994). Hard X-ray observations reveal a
high-energy cutoff of this continuum emission at between ∼ 50 keV–250 keV (e.g., Brenneman
et al., 2014; Fabian et al., 2015). Thermal accretion disk models do not in themselves produce hard
X-ray emission for black holes in the SMBH mass range. Instead, the hard X-ray continuum is
commonly attributed to a hot corona above and below the disk, in which seed photons from the disk
are inverse-Compton scattered to X-ray energies (Ghosh et al., 2016; Haardt and Maraschi, 1993;
Zdziarski et al., 1996). For a thermal distribution of hot electrons with temperature Te and optical
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depth τe < 1, a seed photon with initial frequency νi will on average obtain the final frequency ν f

after traveling through the corona:

ν f = νi exp
(

4kτ2
i Te

mec2

)
. (1.4)

Thus, a hotter corona will produce a harder X-ray spectrum (i.e., one with a larger proportion of
high-energy photons). Measurements of the X-ray SED turnover constrain the electron temperature
to kTe ∼ 150 keV (e.g., Fabian et al., 2015). The illumination provided by the X-ray corona may in
turn heat the accretion disk (Haardt and Maraschi, 1993), which would cause deviations from the
predicted thin-disk temperature profile (Equation 1.12). Inverse-Compton scattering also cools the
corona, which must then be reheated using some fraction of the energy released in the accretion flow.
Observationally, the X-ray luminosity at 2 keV (thought to be produced in the corona) is correlated
with the UV luminosity (Miller et al., 2011; Steffen et al., 2006; Strateva et al., 2005; Vignali et al.,
2003). The non-linear nature of this relation, where brighter AGN produce relatively less X-ray
emission, may be an important clue towards understanding how accretion energy is reprocessed into
the X-ray emitting region (e.g., Lusso and Risaliti, 2017). It also provides a promising method for
cosmological distance measurements (Lusso and Risaliti, 2016). I examine the correlation between
UV and X-ray luminosities for our z ∼ 2 quasar sample in Chapter 6.

The Soft X-ray Excess

Many AGN display excess X-ray emission at rest-frame energies below ∼ 2 keV, relative to the
extrapolated X-ray continuum. Soft X-ray excess is detected in ∼ 90% of sources that have
sufficiently low redshifts that the rest-frame soft X-ray regime is observationally accessible (e.g.,
Crummy et al., 2006; Walter and Fink, 1993). Phenomenologically, the soft excess resembles a
blackbody component with temperatures ∼ 0.1 keV– 1 keV; the physical interpretation of this
result is ambiguous. Models where the soft excess represents the high-energy end of the thermal
accretion disk spectrum are disfavored due to its consistent temperature independent of black hole
mass (Done et al., 2012; Miniutti et al., 2009; Porquet et al., 2004). Instead, there may be a second
inverse-Compton scattering region with a cooler electron temperature (kTe ∼ 0.3 keV), such that a
fraction of seed photons from the inner disk are scattered to hard X-ray energies, while the remainder
are only scattered in the cooler region (Done et al., 2012; Jin et al., 2012; Porquet et al., 2004).
This second Compton scattering region is required to be optically thick and to cover much of
the UV disk (Petrucci et al., 2018); it may correspond to the disk atmosphere. Two alternative
mechanisms to produce soft excess are also suggested: relativistically blurred reflection in ionized
gas (Crummy et al., 2006; Ross and Fabian, 2005; Walton et al., 2013), or relativistically blurred
absorption (Gierliński and Done, 2004). I discuss the variability of the soft excess component in the
Changing-look AGN Mrk 590 in Chapter 3.
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X-ray Reflection Features

Superimposed on the power-law X-ray continuum are emission features thought to be due to
reflection in an optically thick medium. These include a Fe K emission complex at rest-frame
∼ 7 keV and a broad Compton reflection hump at rest-frame energies ? 20 keV (e.g., Nandra and
Pounds, 1994). These reflection features can occur in the ionized gas of the inner accretion disk, in
which case they will be relativistically broadened and smeared due to the high rotational velocities,
or in cool gas further from the black hole, which will produce only a narrow Fe K core (Nandra
et al., 2007). A relativistically broadened Fe K line is observed for a few AGN, and can be used to
estimate the radius of the ISCO, and thus the black hole spin (e.g., Brenneman and Reynolds, 2006;
Brenneman et al., 2011; Lohfink et al., 2012; Tanaka et al., 1995; Walton et al., 2013).

The Jet Contribution to X-ray Emission

Radio-loud quasars, which emit kpc-scale radio jets (§1.1.8), have brighter X-ray continua than
radio-quiet sources by a factor ∼ 3 at a given UV luminosity (Miller et al., 2011; Zamorani et al.,
1981). There is evidence that the radio jet itself emits X-rays (e.g., Marshall et al., 2018), which may
explain this excess X-ray brightness. Indeed, Miller et al. (2011) find that the excess X-ray emission
strength correlates with the radio loudness. I confirm the excess X-ray emission for radio-loud
quasars in our z ∼ 2 sample (Chapter 6). For X-ray binaries (i.e., accreting stellar-mass black holes),
Markoff et al. (2005) demonstrate that the X-ray SED can be fully explained by emission from the
jet and reflection in the disk, without requiring an X-ray corona. It therefore seems plausible that
there is a significant contribution to the X-ray SED from the inner regions of the jet, for radio-loud
quasars.

1.1.4 The Broad Line Region

Figure 1.3 shows a composite, median-combined UV-optical spectrum based on over 2200 quasar
spectra at redshifts 0.04 < z < 4.8 observed by the Sloan Digital Sky Survey (Vanden Berk et al.,
2001). Most of the emission between ∼ 1200 Å - 4000 Å consists of continuum emission, which is
attributed to the accretion disk (§1.2). Superimposed on the UV-optical continuum, we see several
emission lines, e.g., Ly-α , hydrogen Balmer lines, C IV and Mg II. This distinctive emission line
spectrum is typical of Type 1 AGN. Several transitions, e.g. the hydrogen Balmer lines, display
both a broad and a narrow component, while other emission lines such as [O III] display strong
narrow-line emission and have only a weak broad component; I address the narrow lines in §1.1.7. In
this Thesis, I model the response of the broad line emitting region (BLR) for NGC 5548 in Chapter
§2. I construct these models using 1) photoionization modeling techniques (as described below), and
2) BLR size estimates derived from reverberation mapping (§1.4). Here, I outline our current picture
of the BLR, emphasizing the photoionization physics and BLR geometrical constraints relevant to
my BLR modeling work.

The broad emission lines have linewidths in excess of ∼ 1200 km s−1 (Hao et al., 2005), and up
to 25000 km s−1 (e.g., Peterson et al., 2004). These large velocity dispersions are likely due to bulk
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Fig. 1.3 Composite UV–optical spectrum based on over 2200 quasar spectra in the Sloan Digital
Sky Survey (Vanden Berk et al., 2001). They fit the UV to optical continuum as a broken power-law,
using ’continuum-dominated’ windows assumed to be largely free of broad-line emission. The
inflection at ∼ 5000 Å is likely due to host galaxy stellar emission, which will be relatively stronger
for the fainter AGN included in their sample. In the extreme-UV, the AGN emission is absorbed
by intrinsic, intervening and Galactic neutral hydrogen. The broad emission lines are thought to be
reprocessed extreme-UV continuum emission in gas clouds at distances of a few light-days (up to a
few light-weeks) from the continuum source, based on reverberation mapping results. The narrow
emission lines, of which [OIII] is the most prominent, are produced in a more extended region on
∼ 100 pc to kpc scales. The drop-off beyond ∼ 1100 Å is due to Galactic and intergalactic Hydrogen
absorption.



1.1 The Current Model of AGN Structure 13

motion in the gravitational potential close to the black hole. The broad line emitting region (BLR) is
too compact to be imaged using conventional imaging techniques, and its detailed geometry is thus
not well understood. Much of our understanding of the BLR is derived from reverberation mapping
techniques. The BLR is stratified, with high-ionization lines generally being produced closer to
the continuum source (e.g., Fausnaugh et al., 2017). The velocity field in the BLR is dominated by
virial motion (e.g., Wandel et al., 1999), and often shows the kinematic signature of a thick disk
(e.g., Grier et al., 2017, 2013; Horne et al., 2020). In support of this thick-disk BLR geometry,
Gravity Collaboration et al. (2018) use infrared interferometry techniques to marginally resolve
the hydrogen Paschen BLR for the nearby quasar 3C 273. They find that the broad line-emitting
gas is undergoing ordered rotation perpendicular to the radio jet axis, with a mean radius broadly
consistent with previous reverberation mapping results. Thick BLR disks might be produced by a
line-driven wind (Murray and Chiang, 1995; Proga and Kallman, 2004) or dust-driven wind (Baskin
and Laor, 2018; Czerny et al., 2017) arising from the outer accretion disk. The presence of a large
quantity of virialized BLR gas is important, as it allows us to estimate the SMBH mass, if the radial
distance of the BLR is known (§1.4.2). However, there is increasing evidence for a variety of BLR
kinematics, e.g., outflowing disk winds (e.g., Dehghanian et al., 2020; Denney, 2012) and infall
(e.g., De Rosa et al., 2018; Denney et al., 2009; Grier et al., 2017).

Photoionization of BLR ’clouds’: Forbidden transitions such as the [O III] line cannot be pro-
duced at densities above ne ≈ 108 cm−3, due to collisional de-excitations. These forbidden lines
generally produce only a weak broad component, which is usually blueshifted and may be attributed
to outflowing gas (e.g., Mullaney et al., 2013). On the other hand, we see strong broad emission
from permitted transitions such as e.g., the Hydrogen Balmer lines and CIV, which can be produced
in high-density gas. As we do not observe strong broad forbidden-line emission, the density of the
broad emission line region (BLR) must be above ne ≈ 108 cm−3. The BLR is often conceived of as
an ensemble of high-density ‘clouds’, with a covering fraction of roughly 0.3 as seen from the central
source (e.g., Baldwin et al., 1995; Goad et al., 1993). Assuming discrete BEL clouds, the smoothness
of the observed line profiles implies that the total number of individual clouds in the BLR is ≥ 106,
after taking their thermal broadening into account (e.g., Laor, 2004). These dense clouds require
pressure confinement if they are not to expand and be destroyed by rotational shear in the black hole
gravitational potential. Baskin and Laor (2018) demonstrate that radiation pressure confinement
due to the continuum source is achieved at cloud densities of ne ∼ 1010 cm−3, consistent with the
lower limit due to collisional suppression, and with the densities required to roughly reproduce the
observed emission line flux for NGC 5548 (Chapter 2). Alternatively, dense clouds in the BLR
may be confined by magnetic pressure (e.g., Netzer, 2020; Rees, 1987). Instead of discrete clouds,
several authors suggest high-density regions in a continuous outflow as the source of BLR emission
(e.g., Elvis, 2000, 2017; Matthews et al., 2020; Murray and Chiang, 1995). Unfortunately, it is more
difficult to quantitatively predict the density distribution for continuous-flow models and to calculate
BLR emission spectra based thereon (e.g., Matthews et al., 2020; Netzer, 2020).

The ionization parameter, U(r), is an important concept for photoionization modeling of the
BLR. It is defined as
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U(r) =
Q(H)

4πr2cNH
. (1.5)

Here, Q(H) is the number of hydrogen-ionizing photons produced per second by the continuum
source. To ionize neutral hydrogen, a photon must have an energy exceeding 13.6 eV. Thus, the
ionization parameter is a unitless quantity describing the relative numbers of ionizing photons and
neutral hydrogen atoms at radius r. Broadly, clouds with column densities ∼ 1023 cm−2 emit lines
efficiently at U ∼ 0.01, although the optimal ionization parameter depends on the particular emission
line transition, and it is not possible to reproduce the observed BLR using a single value of U . At
large U , the gas becomes overionized and emits weakly; if U is too low, the gas is insufficiently
ionized to produce significant line emission. Thus, for any specified radial distribution of the cloud
density NH in the BLR, a given emission line will be produced efficiently only for a certain range of
radii relative to the ionizing source. This is the idea behind the Locally Optimally-emitting Cloud
model (Baldwin et al., 1995): given a broad distribution of BLR cloud densities at each radius, the
observed line emission is dominated by those clouds for which the ionization parameter allows
efficient line emission.

The ionization parameter provides a direct prediction of the minimum inner radius for broad line
emission. At small radii, the ionization parameter exceeds U ∼ 0.1 due to proximity to the continuum
source. The BLR gas then becomes overionized and emits weakly. At the dust sublimation radius,
rsub ≈ 0.2× (L/1046ergs−1)1/2, the continuum flux falls sufficiently to allow dust to survive. This
dust absorbs UV radiation efficiently, reducing the ionization parameter such that the gas is under-
ionized. The presence of embedded dust also suppresses line emission locally (Laor and Draine,
1993). Thus, while the BLR does not necessarily extend to the dust sublimation radius, it cannot
extend far beyond it.

Photoionization modeling provides detailed predictions of the emission line strength generated
in the BLR, for a given ionizing continuum SED. For this purpose, photoionization codes such as
Cloudy (Ferland et al., 2013) are first used to calculate the emission spectrum from individual BLR
clouds, spanning a range of densities and ionization parameters. The clouds have a fully ionized
zone near the surface facing the continuum source, which shields a partially ionized zone (an excited
HI zone). Thus, a single cloud can potentially produce both high-ionization lines such as Lyα ,
CIV and HeII, and low-ionization lines such as MgII and FeII. By assuming a BLR geometry and
cloud density distribution, the integrated BLR emission can then be calculated and compared to
observations. The response of the model BLR to variations in the ionizing continuum can also be
studied. I perform such an analysis for NGC 5548 in Chapter 2. An important result of my analysis
is that the BLR clouds also emit a significant diffuse continuum at all UV–optical wavelengths, as
previously suggested by Goad et al. (1993). I demonstrate that this effect produces systematically
longer observed inter-band continuum reverberation delays relative to those of the accretion disk
continuum itself.

Another advantage of photoionization modeling of ’dense cloud’ BLR models is that it provides
valuable constraints on the unobservable extreme-UV continuum necessary to reproduce the observed
line ratios and luminosities (e.g., Dietrich et al., 2002; Korista et al., 1997; Moloney and Shull, 2014).



1.1 The Current Model of AGN Structure 15

In particular, sufficient high-energy photons are required in order to produce strong high-ionization
lines. In Chapter 3 I make a rough estimate of the extreme-UV continuum in Mrk 590 using a very
simple power-law model. However, for this extremely variable source, an accurate determination of
the accretion luminosity would be valuable in order to investigate potential transitions in accretion
state (§1.2) during the observed changing-look events. In future work, I hope to use constraints
from the observed broad-line luminosities in the high-flux and low-flux states to derive a more
accurate model of the extreme-UV continuum, which is an important contribution to the bolometric
luminosity.

1.1.5 The Dusty Obscuring Structure

Dust grains cannot survive in the immediate vicinity of the accretion disk. The sublimation tempera-
ture for a given dust grain depends on its size and chemical composition, with graphite dust surviving
at temperatures below ∼ 1750 K and silicate dust surviving below ∼ 1400 K (Laor and Draine,
1993). The dust sublimation radius is expected to depend on continuum luminosity as rsub ∝ L1/2, as
supported by dust reverberation mapping (Suganuma et al., 2006, e.g.,). Beyond the dust sublimation
radius, any dust structure that forms will absorb continuum and BLR emission from the inner regions.
It will also suppress local BLR emission due to the photoionization considerations described above.
As the dust is heated by the continuum source, it will emit blackbody radiation, which is identified
with the observed AGN infrared emission bump (e.g., Barvainis, 1987). A torus-like AGN dust
structure (Antonucci, 1993) explains the lack of broad emission lines in many Type 2 AGN, but can
not explain the changing look AGN phenomenon discussed in §1.5 and Chapter 3. While I do not
work with AGN dust emission in this Thesis, I outline the dust unification model here, in order to
provide context to my work on changing-look AGN.

Type 1 and Type 2 unification via a dusty torus: Some AGN display both broad and narrow
emission lines, with a bright UV-optical continuum, while others display no broad lines in direct
emission, and only a weak or negligible continuum. Throughout this Thesis, I refer to sources with
broad lines in their spectra as Type 1 AGN, while those without broad lines are Type 2 AGN. For
historical reasons, lower-luminosity AGN are sometimes instead classed as Seyfert 1 and Seyfert 2
galaxies. Both types emit high-energy X-rays and and high-ionization narrow lines, indicating the
presence of an accretion flow. Antonucci (1993) suggests a unification scheme for Type 1 and Type
2 AGN, where an optically thick (in the UV-optical) dust structure in a toroidal geometry obscures
the accretion disk and BLR along sight-lines near the plane of the torus. The more extended narrow
line emitting region (§1.1.7) and the dust-penetrating high-energy hard X-rays are then visible at any
viewing angle. Thus, Type 1 and Type 2 sources are proposed to be intrinsically identical. Antonucci
and Miller (1985) see a typical Seyfert 1-type optical spectrum, with broad Balmer line emission,
in polarized, scattered light for the Seyfert 2 galaxy NGC 1068. Subsequent observations confirm
that the BLR is present, but obscured, for some Type 2 AGN (e.g., Cai et al., 2010; Inglis et al.,
1995; Moran et al., 2000; Young et al., 1998). The existence of so-called ‘True Type 2 sources’, i.e.,
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sources which actually lack broad-line emitting gas, is debated (Antonucci, 2012; Elitzur, 2012;
Elitzur and Netzer, 2016; Miniutti et al., 2013; Tran, 2003).

Recently, anisotropic AGN dust structures have been identified in infrared interferometry (e.g.,
Burtscher et al., 2016; Hönig and Kishimoto, 2017). These studies find a thin, hot dust disk in the
AGN equatorial plane, along with an elongated polar dust structure that produces the bulk of the IR
emission. Similarly, Alonso-Herrero et al. (2018) find evidence that the near infrared-emitting dust
and the anisotropic obscuration may be due to two distinct structures, with the polar dust structure
providing much of the infrared emission. Thus, the dust geometry in real AGN appears to be more
complicated than the usual ’dusty torus’ cartoon (e.g., Figure 1.1).

For a homogenous obscuring torus, the dust unification scheme predicts that individual objects
should not transition between Type 1 and Type 2. This requirement is softened in the case of
a ‘clumpy’ dust torus (e.g., García-Burillo et al., 2019) or a clumpy, dusty wind from the outer
accretion disk (e.g., Gallimore et al., 2016). In these cases, individual dust clumps may move in
or out of our line of sight, producing changes in the observed obscuration. Transitions between
Type 1 and Type 2 AGN due to motion of dust clumps should display corresponding changes in the
absorbing column density measured in, e.g., soft X-ray observations. Several type transitions on
timescales of months to years have now been observed: the so-called changing-look AGN (§1.5.
Many of these changing look events do not show evidence for variable obscuration (Denney et al.,
2014; LaMassa et al., 2015), and are thus not due to the motion of clumps in the dust structure. Given
that the narrow emission line region is extended (§1.1.7; Chapter 3) and will respond to continuum
variations only slowly, the lack of continuum and broad-line emission in ’turn-off’ changing-look
AGN instead suggests the disappearance of the ionizing continuum emission (e.g., Denney et al.,
2014).

In summary, while there is clear evidence for an obscuring dust structure in some Type 2 AGN,
the changing-look events I work with in Chapter 3 are likely due to dramatic variations in the
underlying continuum, and are not linked to changes in the dust structure.

1.1.6 Broad Absorption Lines and FeLoBAL Quasars

Approximately 15-25% of quasars display so-called broad absorption lines (BALs, Allen et al., 2011;
Guo and Martini, 2019). BALs have large velocity dispersions (∆v > 2000 km s−1 by definition),
and are highly blueshifted relative to the systemic velocity, implying high-velocity outflows. All
BALs display broad absorption in high-ionization lines such as C IV. The rarer low-ionization BAL
quasars (LoBALs) also display broad absorption in low-ionization lines such as Mg II. A subset of
these also display strong iron absorption, and are known as FeLoBALs. The reason only a small
subset of quasars display LoBAL absorption is not well understood. One suggestion is that LoBALs
represent an early stage of quasar evolution, as a young quasar expels a ’cocoon’ of gas and dust
(e.g., Green et al., 2001; Lansbury et al., 2020; Martocchia et al., 2017; Voit et al., 1993). The onset
of quasar activity may be triggered by a major galaxy merger, which would also cause intense star
formation (e.g., Hopkins et al., 2005; Wethers et al., 2020). In Chapter 4 I test this evolutionary
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scenario for FeLoBAL quasars, via a comparison of the star formation properties of FeLoBAL host
galaxies with those of non-BAL quasar hosts.

Elvis (2000) present a disk-wind model for the broad line region, which offers an alternative
explanation for BAL absorption features. In this scenario, the appearance of BAL absorption for a
given quasar depends on our viewing angle: we observe broad absorption when our line of sight
to the continuum source lies along the outflowing wind. Indeed, many of the observed features of
BAL absorption lines are reproduced in simulations of a clumpy biconical disk wind (Matthews
et al., 2016; Murray and Chiang, 1995). Models where BAL and non-BAL quasars are intrinsically
identical are supported by the similarity of their mid-infrared SEDs (Gallagher et al., 2007; Schulze
et al., 2017) and emission line properties (Weymann et al., 1991). Observations of strongly variable
BAL absorption on timescales of a few years (e.g., Gibson et al., 2010; Vivek et al., 2014; Yi et al.,
2019; Zhang et al., 2015) are currently not well understood, but may imply a clumpy BAL-absorbing
region rotating with the disk, or may be due to changes in the ionization state of the absorbing gas
(De Cicco et al., 2018; Wang et al., 2015).

The evolutionary and orientation-dependent explanations for BAL absorption make different
predictions for their host galaxy morphologies and star formation rates. If FeLoBAL absorption
depends only on the orientation of the central engine relative to our line of sight, their host galaxy
star formation rates should be statistically indistinguishable from those of non-BAL host galaxies. If
instead the BAL quasars represent the merger-triggered onset of quasar activity in a ’blowout phase’,
we expect to see evidence of merger-triggered star formation activity. We do not find enhanced
starburst activity for the FeLoBAL host galaxies relative to a comparison sample of non-BAL quasars
at similar luminosities (Chapter 4). However, the available Hubble Space Telescope imaging data
cannot exclude strongly star-forming galaxies with moderate amounts of dust reddening. Thus, our
results are consistent with either the ’evolutionary’ or the ’orientation’ scenarios. Future sub-mm
observations of star formation in (FeLo)BAL host galaxies will hopefully settle this issue.

In principle, an investigation of morphological features related to recent major merger activity
(i.e., tidal tails, multiple galaxy bulges, and other deviations from a Sersic luminosity profile)
of FeLoBAL and non-BAL host galaxies would be a valuable complimentary test of the merger
hypothesis. Unfortunately, our simulations show that detailed morphological studies are unreliable
for these 0.8 < z < 2 quasars, given the available data. Quasar host galaxies at these redshifts appear
very faint in the rest-frame optical, and the images are dominated by the point spread function of the
AGN emission component. For our observations, the inherent difficulties in separating the AGN
and stellar components are compounded by the lack of dedicated stellar observations to determine
the instrumental point spread function during the observations. I discuss these challenges in greater
detail in Chapter 4.

1.1.7 The Narrow Line Region

Both Type 1 and Type 2 AGN display narrow emission lines with ionization potentials too high-
energy to be excited by starlight. I do not study the narrow emission lines in this Thesis; for
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Fig. 1.4 Ionization map showing the ratio of [OIII] to Hα emission for the Type 2 AGN Mrk 573.
The overlaid white contours indicate the radio emission. As the [OIII] emission line requires a hard
AGN-like ionizing continuum to excite it, the ’butterfly’ shape of this ionization map is interpreted
as evidence that the continuum source is obscured by a torus-like dust structure. This figure is taken
from Falcke et al. (1998).

completeness, I briefly mention some key results relevant to our current understanding of AGN
structure here.

The narrow emission lines are ionized by the continuum source, but the physical conditions in
the narrow line-emitting region are very different from the BLR. The lower velocity dispersions for
the narrow lines indicate that they are produced further out from the central black hole. Narrow
lines are produced both in forbidden transitions, such as [O III], and in permitted transitions such as
the Balmer lines. The forbidden-line emission indicates that the gas is too diffuse for collisional
de-excitation to occur (e.g., Netzer, 2013). Thus, the narrow line-emitting region is less dense than
the BLR, and extends further into the host galaxy. For Type 2 AGN, resolved [O III] emission often
extends to kpc scales (Figure 1.4), and occasionally displays a well-defined bi-conical geometry (e.g.,
Fischer et al., 2013; He et al., 2018; Pogge, 1988a,b; Schmitt et al., 2003). Also, the narrow-line
emission is often extended along the radio axis in cases where extended radio emission is observed
(Haniff et al., 1988; Nagar et al., 1999). These observations are consistent with the Type 1 and Type
2 unification scheme (§1.1.5), in that the ionizing continuum emission is absorbed by the dust torus
along our line of sight, but is unabsorbed along the rotational axis of the central engine.

1.1.8 The Radio Jet

Sandage (1965) discovered that, for every ’quasi-stellar radio source’, there were ∼10 sources with
similar optical properties that were not detected in radio waves. Today, we use the labels radio-loud
quasars and radio-quiet quasars, or more generally, radio-loud or -quiet AGN. In Chapters 5 and
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6, I present optical–UV–X-ray spectral energy distributions for a statistical sample of radio-quiet
and radio-loud quasars. Our sample is selected so as to approximately match the radio-loud and
radio-quiet sources in terms of redshift and V -band luminosity, thus allowing a robust comparison
of the spectral energy distributions for the two radio classes. I find that radio-loud and radio-quiet
quasars have statistically indistinguishable UV-optical SEDs for this matched sample. I also confirm
the previously discovered factor ∼ 3 excess of unresolved X-ray emission for radio-loud quasars
relative to radio-quiet sources at a given UV luminosity (e.g., Miller et al., 2011; Zamorani et al.,
1981; Zhu et al., 2019). Most of this excess hard X-ray emission for radio-loud AGN is unresolved,
and is thought to be due to processes in a small-scale radio jet near the black hole (e.g., Miller et al.,
2011; Zamorani et al., 1981; Zhu et al., 2019).

Radio-loud AGN are typically defined as having R > 10, where R is the ratio of radio flux density
to optical flux density. While obscured RLQs may be observed as powerful radio galaxies (Barthel,
1989), RQQs cannot be explained as unbeamed, intrinsically radio-loud sources, but represent a
physically distinct class (e.g., Kellermann et al., 2016). Radio imaging reveals that RLQs launch
spectacular kpc- or Mpc-scale jets (Figure 1.5). Very Long Baseline Interferometry techniques
confirm that these jets extend down to ∼pc scales near the central black hole (e.g., Lister et al.,
2016; Readhead et al., 1978). The reason that only ∼ 10% of quasars launch a jet is not well
understood. Electromagnetic interactions between a Kerr black hole and an accretion disk can power
relativistic jets (Blandford and Payne, 1982; Blandford and Znajek, 1977; Narayan et al., 2014).
This mechanism requires rapidly rotating black holes (Maraschi et al., 2012), and may additionally
require that a strong magnetic field is formed in the accretion disk by external processes (Cao, 2016).
The black hole spin affects the predicted disk spectrum for thin-disk models (§1.2), suggesting that
the UV-optical SEDs for radio-loud AGN may deviate from those of radio-quiet AGN; however,
I find no evidence for this in our V -band luminosity matched z ∼ 2 sample. On the other hand,
Schulze et al. (2017) find evidence for radio-loud quasars having stronger ionizing continua at a
given mass accretion rate, which supports the suggestion that quasars with radio jets have more
rapidly spinning black holes. Schultze et al. find this result based on accretion rate estimates using
the optical continuum level, assuming an accretion disk SED with Fν ∝ ν1/3; I discuss opportunities
to investigate the black hole spin of RLQs and RQQs using an SED fitting method for our z ∼ 2
sample in Chapter 5.

1.1.9 The Host Galaxy

Supermassive black holes reside at the very centers of virtually all massive galaxies (Magorrian
et al., 1998; McConnell and Ma, 2013). The black hole masses correlate with various proxies
for the host galaxy bulge mass, such as the bulge stellar luminosity (Magorrian et al., 1998) and
infrared luminosity (Marconi and Hunt, 2003). The most well-studied of these relationships is the
black hole mass – bulge stellar velocity dispersion, or MBH–σ∗, relationship (e.g., Baldassare et al.,
2020; Ferrarese and Merritt, 2000; Gebhardt et al., 2000; Gültekin et al., 2009; McConnell and Ma,
2013). More massive black holes reside in galaxies with a larger bulge stellar velocity dispersion,
which implies an underlying relationship between black hole mass and bulge mass (e.g., Ferrarese
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Fig. 1.5 Composite Hubble Space Telescope V - and I-band imaging, and Very Large Array radio
imaging (purple) of the AGN 3C 348. For this radio-loud quasar, the kpc-scale radio jets extend
far beyond the host galaxy stellar component. Image credit: NASA, ESA and the Hubble Heritage
Team.

and Ford, 2005). This relationship is observed for both spiral and elliptical galaxies (Baldassare
et al., 2020). As the luminosity from a thin accretion disk scales with black hole mass (§1.2), the
MBH–σ∗ relationship implies that bright quasars reside in bulge-dominated elliptical galaxies, while
lower-luminosity AGN are found in disk-dominated galaxies. This prediction is borne out by AGN
host galaxy studies at low redshifts (e.g., Dunlop et al., 2003; McLeod and McLeod, 2001; Seyfert,
1943; Silverman et al., 2009) and is at least consistent with the results of high-redshift studies,
for which the host galaxy modeling results are more uncertain (e.g., McLeod and Bechtold, 2009;
Targett et al., 2012). The physical mechanism that produces the observed correlations between host
galaxy bulge and black hole mass are not well understood; various feedback mechanisms between
black hole accretion, outflows, and star formation are suggested (e.g., Barai et al., 2014; Begelman
and Nath, 2005; Ciotti and Ostriker, 2001; Ciotti et al., 2010; Hopkins et al., 2005).

In Chapter 4 I study the host galaxies of four Iron broad absorption line quasars (FeLoBALs;
§1.1.6), testing a scenario suggested by Voit et al. (1993), where FeLoBAL absorption is a sign of a
young, merger-triggered quasar during a ’blowout phase’ (e.g., Hopkins et al., 2005; Sanders et al.,
1988). The role of galaxy mergers in triggering AGN activity is, however, debated. Mergers are
suggested as a way to force large reservoirs of gas towards the black hole (Barnes and Hernquist,
1991; Hopkins et al., 2005; Sanders et al., 1988). In this framework, quasar host galaxies may be
expected to show signs of recent interactions and/or merger-triggered star formation, depending on
the timescales involved. However, quasars at z< 0.25 have elliptical host galaxies with similar colors
to quiescent ellipticals (Dunlop et al., 2003), and do not display excess signs of galaxy interactions
relative to the quiescent population (Zhao et al., 2019). Treister et al. (2012) find evidence of a
heightened merger rate (relative to the quiescent galaxy population) only for the most luminous
AGN. Glikman et al. (2018) find that roughly 30% of quasars are highly reddened, and that these red
quasars have high intrinsic luminosities. They suggest that the red quasars represent the ’blowout
phase’ during the early stages of quasar activity. It is not clear how FeLoBAL quasars fit into this
scenario. Glikman et al. (2012) find an excess of FeLoBAL quasars in their red quasar sample;
however, this may simply be due to FeLoBAL absorption and large-scale dust reddening producing
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similar color distributions. Several studies find evidence for starburst activity in FeLoBAL host
galaxies (e.g., Farrah et al., 2007, 2012; Pitchford et al., 2019), while Violino et al. (2016) find
that FeLoBALs have sub-millimeter spectral energy distributions consistent with non-BAL quasars,
suggesting similar star formation rates. (Villforth et al., 2019) find no morphological evidence for
recent merger activity in FeLoBAL hosts.

My results for the FeLoBAL host galaxy UV and optical luminosities are consistent with them
having moderate star formation rates, similar to non-BAL quasars in the same AGN luminosity
range. However, our Hubble Space Telescope observations do not constrain the dust reddening in
the host galaxy; it is possible that the FeLoBAL hosts have enhanced star formation rates that are
obscured by UV dust absorption. I am only able to constrain the overall rest-frame UV and optical
luminosities of the FeLoBAL hosts, while our observations are not sensitive to either the overall host
galaxy morphology (as parameterized by the Sersic luminosity profile) or to detailed morphological
features such as tidal tails. The main difficulty is in decomposing the bright point-source component
due to the AGN emission and the faint extended component due to the host galaxy. I discuss these
technical issues at length in Chapter 4.

1.2 Theoretical Accretion Disk Models

The UV–optical emission bump observed in observed AGN spectral energy distributions (§1.1.2)
is generally attributed to direct emission from an accretion disk. The disk emission provides the
ionizing continuum for the broad and narrow emission lines, and is also thought to provide seed
photons for the X-ray emission regions. The physical processes in the accretion flow itself - and
their dependencies on black hole mass, spin, and accretion rate - are therefore of key importance for
our overall understanding of AGN activity. Here, I highlight those predictions of theoretical disk
models that I work with in this Thesis. I compare the emission spectrum of theoretical accretion
disk models with the observed spectral energy distributions of quasars in Chapter 6. I also test the
theoretical disk sizes with those derived from continuum reverberation mapping (Chapters 2 and 3).

1.2.1 Geometrically Thin Accretion Disks

The most simple model for gas accretion onto a compact object is the spherically symmetrical case,
so-called Bondi accretion (Bondi, 1952). However, for a SMBH, gas accreted from the host galaxy
will have a non-zero angular momentum. The accretion flow is therefore expected to form some
kind of rotating disk. The most analytically tractable solutions for a disk accretion flow are the
thin-disk models, originally derived by Shakura and Sunyaev (1973) for Schwarzschild black holes,
and by Novikov and Thorne (1973) for Kerr black holes. These models have a temperature-stratified,
geometrically thin and optically thick disk which produces a bright, blue thermal continuum similar
(at least to first order) to the observed AGN continuum. Due to their analytical simplicity (relative
to other accretion disk models), and their rough correspondence to the observed continua, thin-
disk models are commonly used to estimate AGN mass accretion rates and black-hole spin (e.g.,
Capellupo et al., 2016; Davis and Laor, 2011; Raimundo et al., 2012). The theoretical basis for the
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thin-disk properties that I describe here are derived in detail in the textbooks by Choudhuri (1998)
and Netzer (2013).

Viscosity Parameterization for Thin Disks: For the thin-disk models due to Shakura and Sun-
yaev (1973) and Novikov and Thorne (1973), angular momentum is removed from the gas in the
disk via some form of local viscosity. The physical mechanisms that produce this viscosity are
not fully understood. Inter-molecular forces in the gas do not produce sufficient viscosity to yield
the observed accretion rates for bright AGN. Theoretical work (Balbus and Hawley, 1991) and
simulations (e.g., Hawley and Balbus, 1991; Hogg and Reynolds, 2018) point towards turbulence
due to a magneto-rotational instability as the dominant source of viscosity. In the thin disk models,
the local viscosity ν is parameterized

ν = αhcs. (1.6)

Here, cs is the local sound speed, h is the disk scale height, and the parameter α determines the
efficiency of angular momentum transfer. This parameter also sets the so-called viscous timescale,
i.e., the rate at which changes in the accretion rate can propagate through the disk. For accretion onto
supermassive black holes, assuming a typical viscosity parameter α = 0.1, the viscous timescale
is approximately 4×105 years (Noda and Done, 2018). According to the thin-disk model, large
changes in the accretion luminosity should occur only on timescales of thousands of years. This
prediction is at odds with the observed short-timescale UV variability of AGN. In particular, it
cannot explain the dramatic variability displayed by changing-look AGN (§1.5). In Chapter 3 I
present observations of an AGN for which the accretion disk emission reappears over only a few
years, with a factor ∼ 3 increase from a very low level on a timescale of only a few weeks. Such
extreme short-timescale variability presents a significant challenge to the thin-disk models (Dexter
and Begelman, 2019; Lawrence, 2018; Noda and Done, 2018).

Energy Release in the Accretion Disk: Gas with negligible self-gravity moving in a circular
Keplerian orbit of radius r around a central black hole of mass MBH has an angular velocity Ω given
by

Ω =

(
GMBH

r3

)1/2

. (1.7)

The dependence on r implies that the kinetic energy of the gas increases as it approaches the
black hole. In the thin-disk model, the accreting gas is explicitly assumed to follow Keplerian orbits.
Disks where radiation pressure is non-negligible in the radial direction might therefore deviate from
the thin-disk predictions; I discuss models with radiation pressure support in §1.2.3.

The total available mechanical energy for infalling gas is the sum of its rotational kinetic energy
and the gravitational potential energy. For a gas ring of thickness dm, the gravitational potential
energy is equal to

Epot =−GMBH
dm
r
. (1.8)
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Fig. 1.6 Histograms of the observed UV spectral index, α , for two quasar samples. The thin
solid curve shows the distribution of α measured between 1450–2200 Å for quasars at redshifts
1.67 < z < 2.09. The thick solid curve shows the distribution of α measured between 2200–4000
Å for quasars at 0.76 < z < 1.26. The prediction of the thin-disk approximation is α ≈ 0.3; the
observed spectra are much more shallow. This figure is taken from Davis et al. (2007).

The viscous interactions (parameterized by α as defined above) convert a fraction of the available
mechanical energy in the accretion flow into heat, which ultimately is emitted as the thermal
continuum radiation. For the thin-disk approximation, and assuming no torque on the disk from
within the innermost stable circular orbit, the differential luminosity dLr emitted per unit radius r
due to the dissipation of mechanical energy is

dLr

dr
=

3GMBHṀ
2r2

(
1−

√
rICSO

r

)
. (1.9)

Here, rICSO is the radius of the innermost circular stable orbit (ISCO), which depends on the
black hole spin parameter, a∗. The luminosity at a given radius scales linearly with the accretion rate,
Ṁ. Integrating this expression over all disk radii to rISCO yields an expression for the total accretion
luminosity of the thin disk:

Lacc =
GṀMBH

2rISCO
. (1.10)

Thus, the accretion luminosity depends on the black hole mass, the accretion rate, and the radius
of the ISCO. The accretion luminosity is exactly half of the total available power; the remainder
of the gravitational potential energy as measured at infinity is converted into kinetic energy of the
accreted material at the ISCO.

The Temperature Profile and Disk Size: In order to assess the disk sizes derived from continuum
reverberation mapping (Chapters 2 and 3) in the context of the thin-disk model, I require a prediction
of the accretion disk radii at which a given wavelength is emitted. The thin-disk models emit
locally as blackbodies, with a radially stratified temperature structure. Thus, the far-UV emission is
primarily due to the hottest regions of the disk, while the optical emission is primarily due to cooler
regions.
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Given the expression for the emission luminosity as a function of radius (Equation 1.9), and
assuming that the disk emits equal amounts of energy from the top and bottom surfaces,the surface
emissivity is given by

D(r) =
3GMBHṀ

8πr3

(
1−

√
rICSO

r

)
. (1.11)

Assuming that the disk emits locally as a blackbody, the resulting temperature profile is:

T (r) =
[

3GMBHṀ
8πσr3

(
1−

√
rICSO

r

)]1/4

, (1.12)

where σ denotes the Stefan-Boltzmann constant relating surface emissivity to temperature.
Thus, the inner disk has the highest temperature, and the temperature decreases with radius as
T (r) ∝ r−3/4. The overall scaling depends on the accretion rate as Ṁ1/4, i.e., the disk temperature
increases gradually with accretion rate for a given black hole mass and spin. For supermassive black
holes, the maximum disk temperature is ∼ 105 K. The resulting spectral energy distribution for this
disk is calculated by using the Planck law to determine the SED emitted by each radial annulus, and
integrating from rISCO to the outer radius. The disk temperature profile then provides a connection
between the disk size scales and emission wavelengths, which I use in the analysis of continuum
reverberation mapping data (§1.4.3).

The temperature profile T (r) ∝ r−3/4 translates into a spectral index Fν ∝ ν1/3 for the UV-optical
continuum of thin accretion disks. However, the observed UV continua of AGN are generally more
shallow than Fν ∝ ν1/3 (Figure 1.6, Cheng et al., 2019; Davis et al., 2007). I discuss this discrepancy
in §1.3. For the catalog of quasar SEDs presented in this Thesis, the continuum spectral indices are
also more shallow than those predicted by the thin-disk model (Chapter 6).

Examples of Relativistic Thin-Disk Spectra: The above temperature and luminosity profiles
are based on the Newtonian derivations for energy release in the disk, and become increasingly
inaccurate in the inner regions. The dependence on rISCO in the Newtonian expressions already
indicates that the black hole spin will affect the accretion luminosity, as a co-rotating black hole has
a smaller ISCO. In practice, the full relativistic treatment is required for low-mass and/or rapidly
spinning black holes. To illustrate the effect of black hole spin on the disk emission, I present
Novikov-Thorne disk model SEDs in Figure 1.7. The disk SEDs are generated using the Novikov
and Thorne (1973) disk model, including the hydrostatic equilibrium corrections presented by Riffert
and Herold (1995), which modify the scale height of the disk. I generate the model SEDs using
numerical code provided by Sandra Raimundo. The black hole spin is parameterized as a∗, i.e., the
ratio of the angular momentum of the black hole to its mass; a maximally spinning black hole has
a∗ ≈ 0.998 (Novikov and Thorne, 1973). Negative values of a∗ correspond to retrograde black hole
spin compared to the accretion disk rotation. The overall flux level is larger, and the SED turnover is
located at higher energies, for rapidly co-rotating black holes. I compare these models to observed
SEDs in Chapter 6.
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Fig. 1.7 The SED emitted by a Novikov-Thorne disk for a range of black hole spins, ranging
from near-maximally spinning (a = 0.99, solid magenta curve) to near-maximally counter-rotating
(a =−0.99, solid blue curve). The black hole mass is 4×109M⊙ in all cases, and the mass accretion
rate is Ṁ = 1M⊙ yr−1. The disk inclination is 30◦.

The Radiative Efficiency: Conversion of gravitational energy into radiation via an accretion disk
is a highly efficient source of energy, albeit somewhat impractical for humans to harness! The
efficiency of the accretion process is parameterized as the radiative efficiency η , where

Lacc = ηṀc2. (1.13)

Here, LEdd denotes the accretion luminosity, i.e., the bolometric luminosity released by the
accretion flow, which for thin disks is given by Equation 1.10. Thus, η = 1 corresponds to the
complete conversion of mass into energy. In the thin-disk approximation, the radiative efficiency
depends on the accretion rate and black hole spin, with the highest efficiencies requiring a maximally
spinning black hole, while the predicted efficiency is η ∼ 0.05 in the Schwarzschild case. Accounting
for various relativistic effects and physical effects in the inner disk, including the torque due to
magnetic field lines connecting the event horizon to the disk, (Agol and Krolik, 2000) demonstrate
that η > 0.36 for steady-state thin disks. While higher efficiencies may be possible in non-steady-
state situations, they will result in the black hole losing angular momentum (Blandford and Znajek,
1977). The efficiencies for accretion onto a black hole greatly exceed that of nuclear hydrogen fusion
in stars, which is of order 0.7%. The radiative efficiency is not directly observable, as it depends
on an estimate of the accretion rate Ṁ, which itself is model-dependent. One way to estimate the
accretion luminosity for thin-disk sources is to measure the monochromatic luminosity at sufficiently
low energies that the continuum emission follows the predicted Fν ∝ ν1/3 low-energy slope (Davis
and Laor, 2011; Raimundo et al., 2012). These estimates additionally require a determination of the
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black hole mass. In Chapter 6 I demonstrate that the radiative efficiency is poorly constrained by the
available data for our z ∼ 2 quasar catalog.

1.2.2 The Eddington Limit, and its Relevance to AGN Activity

In the context of the stability of stars against radiation pressure, Eddington (1917) found a limit at
which the radiation pressure on a gas equals the force of gravity, assuming spherically symmetric
emission. This limit is also relevant to spherically symmetric accretion, as radiation pressure will
halt any further accretion as the luminosity increases. For fully ionized hydrogen, the gravitational
force on each proton-electron pair is approximately equal to

Fg ≈
MBHmpG

R2 , (1.14)

where mp is the proton mass and R is the distance from the center of mass. As photons primarily
interact with the electrons, the force due to radiation pressure is

Frad ≈
σeL

4πcR2 , (1.15)

where σe is the Thomson cross-section for the electron. At the Eddington limit, these two forces
are equal, and the Eddington luminosity LE is given by

LE =
4πcMBHmpG

σe
. (1.16)

While the above derivation is for Thomson scattering on pure ionized hydrogen, a similar
expression can be found for different gas compositions, and considering alternative sources of
opacity. The Eddington luminosity ratio λEdd is defined as

λEdd =
Lacc

LEdd
, (1.17)

where the accretion luminosity for thin-disk models is given by Equation 1.10. Importantly, the
thin-disk solutions are only valid at Eddington luminosities exceeding λEdd ∼ 0.01 (e.g., Narayan
et al., 2014). In Chapter 3 I present observations of a flare-up event in the changing look AGN
Mrk 590, for which the Eddington luminosity crossed this threshold, potentially transitioning to a
thin-disk type accretion flow with a thermal UV continuum.

Determination of the Eddington ratio depends on the black hole mass, MBH, and the bolometric
equivalent isotropic-emission accretion luminosity. Given the thin geometry assumed for accretion
disks, the observed luminosity depends on our viewing angle to the disk, which is often poorly
constrained by the data (e.g., Raimundo et al., 2012). Black hole mass estimates are also generally
only constrained to within a factor ∼ 4–5 (Vestergaard and Peterson, 2006) for distant quasars. As
both these quantities are difficult to measure observationally, measurements of λEdd for individual
AGN are fraught with large uncertainties. However, studies of statistical samples of quasars generally
find accretion luminosities corresponding to λEdd ≤ 1 (e.g., Kollmeier et al., 2006; McLure and
Dunlop, 2004). Low Eddington ratios correspond to low luminosities, so flux-limited surveys are
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biased against detecting sources with low Eddington ratios; Jones et al. (2016) estimate that the
majority of AGN (including low-luminosity AGN) have λEdd ∼ 0.01 when the observed samples are
corrected for this bias. Kelly et al. (2010) find that the Eddington ratio distribution peaks at ∼ 0.05
for Type 1 quasars in the SDSS. I discuss the distribution of λEdd, and its associated uncertainties,
for our z ∼ 2 quasar sample in Chapter 6.

The Eddington luminosity provides a limit on the mass accretion rate for spherical accretion,

ṀEdd =
LEdd

ηc2 , (1.18)

where η is the mass-to-luminosity conversion efficiency (Equation 1.13). However, accretion
disks are not spherically symmetric. For a disk geometry, mass outflow and/or electromagnetic
radiation may preferentially be directed along the rotation axis, whereas the mass infall happens in
the disk plane. Also, while thin-disk solutions have ṀEdd ∝ L̇Edd, advection-dominated accretion
flows may have mass accretion rates larger than inferred from their accretion luminosities. For these
reasons, the Eddington limit does not represent an absolute limit on AGN accretion rates. In the
context of AGN studies, it is most usefully regarded as a measure of the accretion rate normalized
by the black hole mass. For example, a low-mass AGN might be accreting at a slower absolute rate
than a massive quasar, yet be accreting closer to the Eddington rate.

Nevertheless, λEdd does appear to have a physical significance for quasars. This can firstly be
inferred from the rarity of super-Eddington AGN (e.g., Kollmeier et al., 2006; McLure and Dunlop,
2004). Also, the Narrow-line Seyfert 1 AGN, initially defined spectroscopically as sources with
Hβ broad emission line widths less than 2000 km s−1 (Osterbrock and Pogge, 1985), appear to be
distinct in terms of their accretion properties, with low black hole masses and large Eddington ratios
(e.g., Mathur, 2000; McLure and Dunlop, 2004). This may be due to them being young AGN in
a rapid growth phase (e.g., Williams et al., 2018), although Viswanath et al. (2019) suggest that
their black hole masses may instead be underestimated. Collin and Kawaguchi (2004) find that
Narrow Line Seyfert 1 sources are accreting at Ṁ/ṀEdd ≫ 1, whereas their luminosities saturate at
a few times the Eddington ratio, consistent with slim-disk models (discussed below). In summary,
while super-Eddington accretion is possible for AGN, the Eddington ratio (viewed as a normalized
accretion rate) is still a useful diagnostic of AGN accretion.

1.2.3 Alternatives to thin-disk models

While commonly used and analytically tractable, the thin-disk models described above may not be
applicable to all (or any) AGN, for several reasons. Firstly, the thin-disk approximations themselves
break down at both low and high accretion rates. At accretion rates corresponding to λEdd < 0.01,
the accretion flow may become optically thin and geometrically thick. The advection-dominated
accretion flow (ADAF) model (Narayan et al., 1998) is more appropriate in these cases. For ADAF
disks, the density of the accreting gas is too low for it to cool radiatively, and thermal energy is
instead advected onto the black hole, producing a much weaker optical-UV emission from the disk.
The nearby low-luminosity AGN in M81 is a candidate ADAF source, as it displays a bright, compact
X-ray source characteristic of AGN accretion, but shows no evidence for a thin, radiatively efficient
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disk (Young et al., 2018, 2007). The changing look AGN that I study in Chapter 3 also displayed
no AGN emission in the UV during its low state, while still emitting in the X-rays, consistent with
an ADAF disk. On the other hand, for Eddington ratios exceeding λEdd ≈ 0.3, real accretion disks
may also diverge from the thin-disk approximation. At these high accretion rates, the scale height
of the disk ceases to be small relative to its radial extent. These ’slim disks’ (Abramowicz et al.,
1988, 1997) become radiatively inefficient as the thermal emission is trapped in the thick, advective
inner disk. At high accretion rates, the slim-disk models produce outflows from the disk surface
(Feng et al., 2019), which require 3D magneto-hydrodynamical simualtions to fully capture (e.g.,
Kitaki et al., 2018). Both the ADAF and the slim-disk models are under-luminous compared to the
thin-disk prediction for a given accretion rate, and the relationship ṀEdd ∝ L̇Edd no longer holds, due
to the advective nature of the accretion flow.

Secondly, even for AGN that are accreting in the intermediate regime for which the thin-disk
approximation is applicable, a key prediction of the thin-disk model is not yet confirmed observa-
tionally. Namely, the thin-disk continuum SED has a spectral turnover at an energy determined by
the ISCO radius, and thus by the black hole mass and spin. Observed AGN spectra, however, display
a remarkably consistent SED turnover at wavelengths ∼ 1000 Å (Shang et al., 2005; Stevans et al.,
2014), irrespective of inferred black hole mass. Several authors suggest modifications to the ’naked’
slim-disk model in order to explain the observed spectral turnovers. These suggestions include
Comptonization in the disk atmosphere (Done et al., 2012; Hubeny and Hubeny, 1997), line-driven
disk winds that moderate the temperature of the inner disk (Laor and Davis, 2014), and truncation of
the inner thermal disk (Done et al., 2012). I discuss this issue further in §1.3.3.

Finally, as discussed above, the thin-disk models predict large variations in UV–optical luminos-
ity only on the viscous timescale. Currently, the short-term UV–optical variability is best explained
as being due to reprocessing of X-ray luminosity variations that are thermalized and heat the disk
(§1.4.3). However, changing look AGN present a challenge to this explanation, as the disk emission
is observed to fully disappear. In that case, the reprocessing scenario would require that the disk
itself is only heated by X-rays and does not otherwise emit strongly in the UV, which is inconsistent
with thin-disk models.

In summary, thin-disk models are likely only appropriate at intermediate accretion rates, and
even in the appropriate accretion regime, they may not capture all the relevant physical processes at
play in real AGN disks.

1.3 Observed Spectral Energy Distributions (SEDs)

In Chapters 5 and 6, I present broad-band UV–optical–X-ray spectral energy distributions for a
statistical sample of radio-loud and radio-quiet quasars. I use these SEDs to ascertain whether this
sample is representative of typical z ∼ 2 quasars. I also investigate potential differences in the SED
shapes of radio-loud and radio-quiet sources, as predicted if jetted quasars require higher black hole
spins (§1.1.8). I use the SEDs to estimate the accretion luminosities for these quasars, and investigate
whether our Swift observations constrain thin-disk model parameters (§1.2). Here, I discuss the use
of broad-band SED studies as probes of AGN central engines, in order to contextualize my work on
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Fig. 1.8 Examples of radio-loud (top panel) and radio-quiet (bottom panel) quasar SEDs. The main
differences for the two radio subtypes are the enhanced radio luminosity and X-ray luminosity for
the radio-loud sources. The component marked ’XUV excess’ in the upper panel is now commonly
referred to as the soft X-ray excess (§1.1.3). While the radio-loud quasar shown here displays a
harder X-ray continuum, I do not find a significantly different distribution of the continuum photon
index for the two radio types (Chapter 6). Figure taken from Elvis et al. (1994). I note that the
example quasars shown here are rather X-ray bright relative to the broader quasars population, due
to the selection criteria employed by Elvis et al. (1994).
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quasar SEDs. I focus on the observational challenges in obtaining UV–optical–X-ray SEDs due to
quasar variability (§1.3.1), on the challenges in estimating the accretion luminosity (Equation 1.10;
§1.3.2), and on comparisons of the UV–optical SED to thin-disk predictions (§1.3.3).

AGN emit over the entire electromagnetic spectrum, from radio waves to gamma rays. For bright
AGN, much of this emission is non-stellar, although there is also a contribution from stars and gas
in the host galaxy (§1.1.9). The broad-band SEDs for typical radiatively efficient AGN display
a ‘big blue bump’ feature in the UV-optical, a broad emission feature in the infrared, and strong
X-ray emission (Figure 1.8). Typical SEDs for radio-loud and radio-quiet quasars are included in
Figure 1.8 as a visual guide . Radio-loud and radio-quiet sources differ in their relative flux levels in
the radio and X-ray bands. I do not find any significant difference in their broad-band UV–optical
SEDs for z ∼ 2 quasars (Chapter 6). X-ray emission is detected in all AGN (given sufficiently deep
observations), but is enhanced in radio-loud sources (§1.1.8), as I also find for our z ∼ 2 quasar
sample).

The big blue bump is thought to be the observational signature (e.g., Czerny and Elvis, 1987) of
thermal emission from an optically thick accretion disk (§1.2). Far-UV observations reveal a flux
turnover at rest-frame ∼ 1000 Å (e.g. Stevans et al., 2014). AGN displaying broad emission lines
(i.e., Type 1 AGN) display this continuum feature, whereas Type 2 AGN (lacking broad emission
lines) have weak or negligible UV–optical continua. An additional ’small blue bump’ at 2000–4000
Å is attributed to a blend of iron emission lines and Balmer continuum (e.g., Shang et al., 2005). The
infrared bump redward of rest-frame 1 µm is attributed to dust emission Barvainis (1987); Hughes
et al. (1993)), which I do not study in this Thesis.

1.3.1 SED Variability for Individual AGN

AGN display variable luminosities in every wavelength regime, from the radio (e.g., Kutkin et al.,
2019) through the UV-optical (e.g., Sánchez-Sáez et al., 2019) to the X-rays (e.g., Zamorani et al.,
1984) and γ-rays (e.g., Angioni et al., 2019). This variability is vital to reverberation mapping studies
(§1.4) and can be used to select AGN candidates in wide-field surveys (e.g., Kutkin et al., 2019).
However, it is a practical obstacle for SED studies. Due to scheduling constraints and instrumental
limitations, it can be difficult to obtain simultaneous observations of the SED across all wavelength
regimes of interest. If a given AGN varies in overall luminosity between the observations of, for
example, the UV–optical and the X-ray component, the observed UV to X-ray SED shape will not
represent the emission at any one observational epoch. Kilerci Eser and Vestergaard (2018) find
that the integrated accretion luminosity of individual AGN can vary by a factor 2 or more between
observations, introducing a substantial additional scatter to the observed SED shapes and bolometric
luminosities for SED studies based on non-contemporaneous observations. In the SED catalogs
presented in this thesis (Chapters 5 and 6), I harness the capability of the Swift satellite (Roming
et al., 2005) to observe simultaneously in the UV–optical and X-ray regimes, in order to avoid this
additional uncertainty.
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1.3.2 Measuring the Accretion Luminosity

How accurately can we measure the accretion luminosity Lacc (§1.2), i.e, the luminosity ultimately
due to conversion of gravitational potential energy into radiation? One might guess that the best
approach is to integrate the luminosity across the entire electromagnetic spectrum. This integral is
commonly referred to as the bolometric luminosity, Lbol. The bolometric luminosity can be estimated
(with significant uncertainties, due to the unobservable extreme-UV gap and to the diversity of AGN
SEDs) using broad-band SED observations (e.g., Elvis et al., 1994; Kilerci Eser and Vestergaard,
2018; Richards et al., 2006).

However, the bolometric luminosity is not expected to equal the accretion luminosity, for a few
reasons. Secondly, the geometry and kinematics of the other components powered by the accretion
disk lead to differences between the bolometric luminosity and that of the underlying accretion
component. In particular, the infrared dust emission feature is due to reprocessed UV–optical
continuum emission. For Type 1 AGN, for which we have a direct view of the continuum source, the
dusty obscuring structure does not intersect our line of sight to the accretion disk. When measuring
the bolometric luminosity, we receive an energy contribution from the continuum emission absorbed
by the dust region, while still observing the unabsorbed continuum, leading to a ’double-counting’
of continuum photons. For our z ∼ 2 quasar sample, I approximate the UV–optical continuum using
a power-law model; the continuum contribution is minimal in the infrared. I do not include the
observed infrared emission in my accretion luminosity estimates. The UV–optical broad emission
lines are also due to reprocessed continuum emission, in this case the unobservable extreme-UV
continuum. To avoid a similar ’double-counting’ of continuum luminosity, I use a broad emission
line template to correct the observed UV–optical SEDs (in a statistical sense) for broad-line emission.

Secondly, the accretion disk itself is not spherically symmetric, and this introduces an inclination
dependence into the observed disk continuum luminosity for individual objects, with face-on disks
appearing brighter. A variety of approaches to this issue are applied in the literature. Some
studies simply assume isotropic emission (e.g., Runnoe et al., 2012), or assume a disk inclination
(e.g., Davis and Laor, 2011; Raimundo et al., 2012), which will introduce an additional scatter
to the observed accretion luminosities (relative to any intrinsic scatter) if AGN are observed at
a wide range of inclinations. Alternatively, thin-disk models can be fitted to the observed SEDs
including the inclination as an additional free parameter (e.g., Capellupo et al., 2016); however, this
approach depends on the validity of the thin-disk models, and requires high-quality photometric or
spectroscopic data sampling a large range of rest-frame UV–optical wavelengths in order to capture
the disk profile. In my accretion luminosities (Chapters 5 and 6), I make the simple assumption that
the disk emission is isotropic, as I lack strong constraints on the inclination for individual sources in
our z ∼ 2 sample.

Thirdly, outflowing material with relativistic velocities projected along our line of sight will be
beamed, and thus highly anisotropic. Beaming is particularly relevant for jet-dominated sources
observed at small angles to the radio axis, e.g., blazars and BL Lac AGN (e.g., Urry and Padovani,
1995). As I do not study the SEDs of blazars or BL Lac sources in this Thesis, beaming effects
should not strongly affect the work presented here. Finally, stars and gas in the AGN host galaxy will
contribute to the observed SED; separating this host galaxy contribution from the AGN continuum
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is non-trivial. I discuss this issue in Chapter 4, where I require a quantitative measure of the host
galaxy emission for four FeLoBAL quasars. For the z ∼ 2 quasar sample, I assume that the host
galaxy contribution to the UV-optical emission is negligible, as these quasars are thought to be much
brighter than their host galaxies. At least at z ∼ 0.3, quasars tend to have elliptical host galaxies
with low star formation Dunlop et al. (2003), in which case their contribution to the rest-frame UV
should be very faint.

In the SED studies presented in this thesis (Chapters 5 and 6), we make a rough estimate of
the accretion luminosity for individual sources in our z ∼ 2 sample. Our approach is to isolate
the accretion disk emission component in the observed SEDs, along with the X-ray component.
While the physical mechanism transferring energy to the X-ray emitting component is not well
understood, current models involve the X-ray corona extracting energy from the accretion disk
(§1.1.3). Thus, it is appropriate to include the X-ray component in our Lacc estimate. Our sample
quasars are unlikely to be strongly beamed, given that we select against blazar sources. We do not
include the infrared dust emission, due to the ‘double-counting’ effect outlined above. While it
is in principle appropriate to include the radio emission for RLQs, which is also powered by the
accretion flow, this component is several orders of magnitude fainter than the UV–optical emission
in terms of radiative energy (Figure 1.8), and its contribution to the total accretion luminosity is
therefore negligible. We therefore estimate Lacc as the sum of the integrated UV-optical and X-ray
luminosities. The main uncertainty in our estimate of the accretion luminosity is the unobservable
extreme-ultraviolet regime, which for Swift UVOT and XRT observations spans the rest-frame
∼ 1000 Å–1 keV range. Unfortunately, a significant fraction of the accretion luminosity is emitted
at these unobservable energies, as predicted by thin-disk models (§1.2) and confirmed by statistical
studies of the extreme-UV SED (e.g., Stevans et al., 2014). In order to include this contribution in
our accretion luminosity estimates, we perform a simple power-law function interpolation between
the observed Swift UVOT UW2 and XRT 0.3 keV luminosity densities, as discussed in Chapter 5.
Kilerci Eser and Vestergaard (2018) find that this interpolation introduces a ∼ 25% uncertainty to
the measured accretion luminosity.

1.3.3 Testing Accretion Disk Models using SEDs

SED catalogs of radiatively efficient AGN provide an opportunity to test the predictions of thin-disk
models described in §1.2. The UV-optical SED turnover (i.e., the emission peak of the big blue bump
feature), and its dependence on black hole mass and spin, is an key prediction of the thin-disk model.
Individual AGN suffer strong Lyman forest and Galactic Ly-α absorption in the extreme-UV. This
makes it difficult to determine the SED turnover (and thus the implied ISCO radius) on a per-object
basis, as it requires a statistical correction for the Lyman forest and Galactic absorption (e.g., Shang
et al., 2005). This issue is alleviated if the SED turnover occurs at low energies, corresponding to
wavelengths redward of ∼912 Å. As the thin-disk SED turnover energy decreases as a function of
black hole mass, and increases at high black hole spin, we would expect to detect SED turnovers
in the UV–optical regime only for massive black holes with near-zero spin. For quasars in our
z ∼ 2 sample (Chapter 6), we find evidence of an SED turnover in the UV–optical for only a few
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objects. Most sources in this sample display power-law like continua extending into the unobserved
extreme-UV. Given the estimated black hole masses of these quasars, this behavior is consistent with
near-maximal black hole spin. However, our Swift UVOT and auxiliary observations do not strongly
constrain the model parameters for individual quasars, as they do not sample the long-wavelength
tail of the predicted thermal disk emission. This makes it difficult to detect the SED turnover for
individual sources using the available broad-band photometry. In contrast, Capellupo et al. (2015)
obtain satisfactory thin-disk model fits to VLT X-shooter spectroscopy of 37 z ∼ 1.55 quasars, out
of a sample of 39 observations. Importantly, their spectroscopic data allow for a determination of
the intrinsic AGN continuum on a per-object basis, correcting for broad-line emission, and their
spectra extend to longer rest-frame wavelengths, providing constraints on the low-energy power-law
tail of the accretion disk component. They find non-zero black hole spins for all 37 quasars, with
spin parameters ranging from a∗ = 0.6 to maximal spin. The resulting spectral turnovers occur in
the far-UV spectral regime; while our Swift UVOT observations do observe these energies for the
z ∼ 2 sample, it is likely that spectroscopic observations are required in order to reliably detect the
curvature of the continuum component on a per-object basis.

I also investigate whether the distributions of UV–optical SED shapes, as parameterized by the
UV spectral index, differ significantly for radio-loud and radio-quiet quasars. Any such difference
might be due to radio-loud quasars having higher black hole spins, as discussed in §1.1.8, which
would result in bluer UV continua relative to radio-quiet sources. I do not find any significant
difference in the UV–optical SED properties for the two radio classes. While Capellupo et al. (2015)
do not explicitly address the radio loudness of their sample, their findings indicate that the majority
of z ∼ 1.5 quasars have high black hole spins, which would explain their similar UV–optical SED
characteristics. I also confirm that our radio-loud and radio-quiet subsamples are well-matched in
terms of black hole mass distributions and UV–optical luminosities. These samples are therefore
well-suited to future investigations of the properties of accretion disks for RLQs and RQQs.

1.4 Reverberation Mapping of the BLR and Accretion Disk

While great progress has recently been made on interferometry techniques to directly image the
central regions of active galaxies (e.g., Event Horizon Telescope Collaboration, 2019; Gravity
Collaboration et al., 2018), the BLRs and accretion disks of AGN are not generally resolved in
direct imaging, as they have sub-parsec length scales and are located at extragalactic distances.
Reverberation mapping (RM, Blandford and Payne, 1982) techniques are invaluable tools to study
the compact central regions of AGN, and will likely remain so for the foreseeable future. In this
Thesis, I work with reverberation mapping techniques to study the accretion disk and X-ray emitting
region of the changing-look AGN Mrk 590 (Chapter 3), and to investigate the discrepancy between
predicted and measured accretion disk sizes for NGC 5548 (Chapter 2). In my work on the spectral
energy distributions of z ∼ 2 quasars, I use a method for black hole mass estimation which is based
on results from broad line region reverberation mapping observations. Here, I present the theoretical
framework for 1-dimensional reverberation mapping (§1.4.1), outline the methods for estimating
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black hole masses based on reverberation mapping (§1.4.2), and introduce continuum reverberation
mapping of AGN accretion disks (§1.4.3).

1.4.1 Reverberation Mapping Methodology

Put simply, RM uses measurements of the light travel time between the ionizing source and reprocess-
ing regions to glean information about the size and geometry of the central engine. The mathematical
formalism for RM outlined below was developed by Blandford and Payne (1982). Broadly speaking,
there are two approaches to reverberation mapping of emission lines: ’one-dimensional reverbera-
tion mapping’, which uses the integrated emission line flux, and ’two-dimensional reverberation
mapping’ which uses the velocity information in the line profile, and therefore requires high-quality
spectroscopic data in order to measure the reverberation signal as a function of wavelength. Most of
the studies of BLR geometry discussed in §1.1.4 rely on the 2D methods in order to simultaneously
constrain the distance from the continuum source and the velocity structure of the BLR. In this
Thesis I work exclusively with one-dimensional reverberation mapping, and do not discuss the 2D
methods further.

The one-dimensional approach to reverberation mapping is an analysis of the response of the
velocity-integrated emission line flux to changes in the ionizing continuum. In practice, the ionizing
continuum is largely unobservable, and the UV-optical continuum is used as a proxy, under the
assumption that its flux variations follow those of the ionizing continuum. The 1D transfer function
Ψ(τ) corresponds to the impulse response of the BLR to a delta-function continuum emission event,
and thus encodes physical information about the BLR-emitting gas:

L(t) =
∫

∞

0
C(t − τ)Ψ(τ)dτ (1.19)

Here, L(t) is the broad-line flux at time t, C(t) is the continuum flux, and τ is a time delay
parameter. This prescription assumes that the BLR response is linear. While this is not true for large
fluctuations in ionizing flux (as the photoionization conditions in the clouds depend non-linearly on
the ionization parameter), it is common to linearize the continuum and broad-line flux levels around
their average values for a given set of observations:

C(t)≃C0 +∆C(t) (1.20)

L(t)≃ L0 +∆L(t) (1.21)

The response function Ψ ′ then encodes the response of the system to variations in luminosity,
and is valid even for non-linear responses provided that the continuum fluctuations are sufficiently
small:

∆L(t) =
∫

∞

0
∆C(t − τ)Ψ′(τ)dτ. (1.22)
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Fig. 1.9 The intersection of isodelay surfaces as measured by an observer with the line-of-sight
plane correspond to parabola. In this diagram, the continuum source is located at the center of the
circle; the circle illustrates a surface of constant radius from the black hole. The curve intersecting
the circle represents an isodelay surface. Thus, a given observed delay does not uniquely correspond
to any single radius. Figure taken from Peterson et al. (2004).

Interpreting the response function in terms of the BLR geometry is ambiguous: different
geometries can produce identical response functions. E.g., axisymmetric inflows and outflows can
produce identical measured response functions (Horne, 1994). This is due to the lack of a one-to-one
correspondence between the delay time τ and the distance between BLR cloud and black hole, as
illustrated in Figure 1.9.

In general, different emission lines respond differently to continuum variations, and a given
emission line will respond differently depending the overall ionizing flux level, due to the local
photoionization physics in the reprocessing regions. This effect must be taken into account when
modeling the response of the BLR as a whole (e.g., the study I present in Chapter 2). The responsivity
η(r) of a given BLR cloud at radius r is defined as

η(r) =
∆ log[Lc(r)]
∆ log[ΦH(r)]

(1.23)

where Lc(r) is the line luminosity emitted by that cloud, and ΦH(r) is the ionizing continuum
flux. The responsivity can be small (i.e., the line does not respond strongly to continuum variations),
or negative (i.e., the line becomes increasingly overionized and its emissivity falls as the continuum
increases). As we do not spatially resolve the BLR, the observed responsivity for a given emission
line depends on the emissivity-weighted responsivities integrated over the BLR.

Determining the full 1D response function based on sparsely and/or non-uniformly sampled
lightcurves is challenging. A more easily attainable goal is to extract a mean delay between
continuum variations and emission line responses. This provides an emissivity-weighted mean
radius for the line-emitting gas. In my investigations of the BLR diffuse continuum contribution to
the observed inter-band UV–optical continuum delays (Chapter 2), and my investigation of the UV
response to X-ray flux variability for Mrk 590 (Chapter 3). I determine the mean delay time using
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Fig. 1.10 BLR radius - 5100 Å continuum luminosity relationship for z < 0.3 Type 1 AGN. Figure
taken from Bentz et al. (2013).

two different techniques. Namely, the interpolated cross-correlation function method developed by
White and Peterson (1994), and the Javelin method developed by Zu et al. (2011). I describe these
methods in detail, and compare the resulting time delays and uncertainties, in Chapter 3.

1.4.2 BLR Reverberation Mapping and Black Hole Mass Estimates

The BLR is the AGN emission component most studied in reverberation mapping. Importantly,
reverberation mapping studies indicate that the velocity field of the BLR is dominated by virial
motion in the gravitational potential of the central black hole; I highlight some of these results in
§1.1.4. Another important finding is that the mean radius RBLR of the broad line region for a given
emission line,

τ = cRBLR, (1.24)

scales with continuum luminosity (e.g., Koratkar and Gaskell, 1991; Peterson, 1993). When a
careful treatment of the host galaxy contribution to the continuum luminosity is applied, the best-fit
scaling is RBLR ∝ L0.53±0.03

5100 (Figure 1.10, Bentz et al. (2013)). This is consistent with the expectation
RBLR ∝ L0.5 due to photoionization considerations in a Locally Optimally-emitting Cloud model
(§1.1.4), assuming that the optical continuum luminosity is a proxy for variability in the unobserved
ionizing continuum. Kaspi et al. (2007) and Hoormann et al. (2019) find similar relationships for
luminous, high-redshift AGN using the C IV emission line. Different emission lines display different
delay times (e.g., Bentz et al., 2010b), indicating a stratified BLR, which is again consistent with
photoionization conditions in a LOC model.
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Fig. 1.11 Single-epoch MBH estimates for quasars in the Bright Quasar Survey (red squares), Large
Bright Quasar Survey (green triangles), and a subset of the Sloan Digital Sky Survey (blue dots), as
a function of redshift. Representative MBH error bars are shown for each sample. Figure taken from
Vestergaard and Osmer (2009).

Given that the broad-line emitting gas undergoes virial motion in the gravitational potential of
the central black hole, its line-of-sight velocity dispersion ∆VBLR depends on the black hole mass,
MBH, and on RBLR. Reverberation mapping thus provides an estimate of MBH:

MBH = f
RBLR∆V 2

BLR
G

. (1.25)

The velocity dispersion for a given emission line, ∆VBLR, can be measured directly from the
linewidth of the variable component of the line profile, which is usually determined using the
root-mean-square spectrum for the observing campaign. The factor f depends on the geometry of
the BLR, which is currently not well constrained, and the potential deviations from virialized motion
due to radiation pressure on the BLR. This factor is generally determined as a sample average, ⟨ f ⟩,
by calibrating the AGN black hole mass scale (e.g., Onken et al., 2004) to the MBH–σ∗ relationship
derived for quiescent galaxies (e.g., Ferrarese and Ford, 2005). Onken et al. (2004) find a sample
average of ⟨ f ⟩= 5.5±1.8, with a typical uncertainty of a factor ∼ 3 on MBH (Onken et al., 2004).

In order to estimate the Eddington luminosity ratios of our z ∼ 2 quasar sample, and to test
thin-disk modeling of these sources (Chapter 6), I require estimates of MBH for each source.
Reverberation mapping-based mass estimates are not available for this sample. However, due to the
RBLR - continuum luminosity relationship described above, MBH can be estimated using single-epoch
spectra. These single-epoch spectroscopic mass estimates use the continuum luminosity as a proxy
for RBLR, and estimate the BLR velocity dispersion using the emission line profile (e.g., Vestergaard
and Osmer, 2009; Vestergaard and Peterson, 2006; Wandel et al., 1999). ARM campaigns are
observationally expensive, and require long monitoring programs, especially at higher redshifts
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at which we typically observe luminous AGN and for which the cosmological time dilation is
significant. For this reason, MBH estimates for large AGN samples rely on the single-epoch method.
It is therefore a vital tool for studying the MBH distribution of quasars, and dependent properties
such as the Eddington ratio (Shen et al., 2011; Vestergaard and Osmer, 2009). The most massive
black holes in quasars have MBH ∼ 1010 Solar masses (Figure 1.11).

1.4.3 Disk Reverberation Mapping

Short-term variability in the AGN optical-UV continuum is not explained by standard thin-disk
models, which predict significant flux variability only on the viscous timescale (§1.2). However, we
observe the X-ray emitting region to be highly variable on short timescales (§1.1.3). A common
explanation for the observed UV-optical variability is that the X-ray corona illuminates the accretion
disk (the so-called lamp-post model, Cackett et al., 2007). Assuming that the disk temperature profile
adheres to the thin-disk prediction, Equation 1.12, yields a prediction for the disk reprocessing time
delay τ as a function of wavelength, λ :

cτAD ≈ 0.09
(

X
λ

1928

)4/3

M2/3
8

(
ṁEdd

η

)1/3

. (1.26)

(e.g., Cackett et al., 2007). Here, M8 is the black hole mass in units of 108 M⊙, ṁEdd is the ratio
of the accretion rate to the Eddington rate, and η is the radiative efficiency of the disk. The scaling
factor X = 2.49 encapsulates the mapping from disk surface temperature to effective wavelength
(Fausnaugh et al., 2016). Thus, if the lamp-post model is the correct interpretation of the observed
UV-optical continuum variability, the measured disk reverberation signal provides a test of the
thin-disk models.

Recently, high-cadence UV-optical and X-ray monitoring campaigns with the Swift observatory
have measured an inter-band reverberation signal in the UV-optical continuum (e.g., Edelson et al.,
2019; McHardy et al., 2014; Shappee et al., 2014) and in some cases a lag between the X-ray
and UV lightcurves (e.g., Edelson et al., 2019). The results for the X-ray to UV lag are puzzling.
Firstly, for several sources (e.g., NGC 4151, NGC 4593), the far-UV bands lag the X-ray source by
0.5−2 rest-frame days. This is inconsistent with the lamp-post model, for which the X-ray emitting
region is assumed to be very close to the central black hole, and the far-UV emission from the inner
disk should also be located close to the innermost stable circular orbit. I find a similar ∼ 2.5 day
delay between the X-ray and UV variability for Mrk 590 (Chapter 3). In other sources, e.g., Mrk
509 (Edelson et al., 2019), the X-rays lag the far-UV bands, which is inconsistent with the disk
responding to variable X-ray heating. In general, the observed correlations between the X-ray and
UV bands are rather weak, while the lamp-post model predicts a strong correlation (Edelson et al.,
2019; Gardner and Done, 2017). I find an unusually strong correlation between the X-ray and UV
lightcurves for Mrk 590, as predicted by the lamp-post model. However, given the observed ∼ 2.5
day time delay, the standard lamp-post model, where both the X-ray source and the UV disk are
near the innermost stable orbit, is ruled out (Chapter 3).
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The disk sizes implied by the inter-band UV-optical time delays are also somewhat larger than
the thin-disk predictions for sources where UV–optical inter-band delays are detected (Cackett et al.,
2007; Edelson et al., 2019, e.g.,). Assuming that these time delays are due to disk reverberation,
the large disk sizes would require modifications to the thin-disk model in order to be consistent
with it. A key assumption used to interpret continuum reverberation mapping results is that all the
observed continuum emission variability is due to thermalization of X-ray photons in the disk itself.
However, the BLR clouds must also emit Balmer continuum, given the photoionization conditions
required to emit strong broad lines (Goad et al., 1993). In Chapter 2 I demonstrate that the diffuse
Balmer continuum from the BLR contaminates the disk RM signal at all optical-UV wavelengths,
given the ionizing continuum luminosity and broad-line spectrum of NGC 5548. The resulting
overestimation of accretion disk sizes can explain, to first order, the inferred sizes for this source
(Edelson et al., 2015; Fausnaugh et al., 2016; Starkey et al., 2017). In particular, our results explain
the factor ∼ 2 excess delay for the Swift U band, for which the diffuse BLR continuum contribution
is strongest. Using spectroscopic reverberation mapping, Cackett et al. (2018) find ’smoking gun’
evidence for excess UV lag consistent with Balmer continuum emission for NGC 4593. Korista
and Goad (2019) perform diffuse continuum modeling similar to the work presented in Chapter
2, but using a Locally Optimally-emitting Cloud BLR model (Baldwin et al., 1995) instead of the
pressure-law model used in my work. They also find substantial diffuse continuum emission across
the entire UV–optical spectrum. It therefore appears that diffuse continuum emission contributes to
the observed inter-band delays for a wide range of BLR models.

In summary, the modeling presented in Chapter 2 and the complimentary work of Korista and
Goad (2019) demonstrate that it is essential to include the diffuse continuum contribution to the
entire UV–optical spectrum in analyses of continuum inter-band delays. Although the diffuse
continuum contribution can be ameliorated by excluding time delay measurements near the Balmer
continuum feature from the disk modeling (e.g., Edelson et al., 2015), this procedure will still lead to
overestimated accretion disk sizes, due to the diffuse continuum contribution at other wavelengths.

1.5 Changing-Look AGN

Recently, an increasing number of so-called changing-look AGN have been observed, both for
lower-luminosity AGN (e.g., Denney et al., 2014; Parker et al., 2014; Ricci et al., 2020; Shappee
et al., 2014). and in quasars (e.g., LaMassa et al., 2015; Runnoe et al., 2016). During changing-look
events, the observational appearance of the AGN transitions between a Type 1 AGN with broad-line
and continuum emission, and a Type 2 AGN state where only the narrow emission lines are observed
in the UV–optical spectrum. This transition has been observed in either direction, i.e., from Type
1 to Type 2 or vice-versa. The changing look events occur on timescales of months to years. In
Chapter 3 I study the possible re-ignition of the changing-look AGN Mrk 590, which began to dim
in the late 1990s, and lost its broad-line emission at some point during 2006–2012 (Denney et al.,
2014). Its soft X-ray excess component disappeared at some point between 2004-2011 (Rivers et al.,
2012). It currently displays intermittent X-ray and UV flares, which have generally increased in
brightness since 2016. I discovered a flare-up event in the UV and X-ray bands during August 2017.
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Since that time, it has displayed a UV to X-ray spectral energy distribution consistent with those
of bona fide AGN. Also, Raimundo et al. (2019) detect a reappearance of the broad emission lines
shortly after the 2017 flare-up. Mrk 590 is thus one of the few AGN for which we have observed
both a ’turn-off’ changing look event, and a subsequent re-ignition.

The physical mechanism governing changing look behavior is poorly understood. As discussed
in §1.1.5, the unification of Type 1 and Type 2 AGN via an obscuring dust structure cannot explain
changing-look events, as this would require extreme variations in the X-ray absorbing column
density, which are usually not observed (e.g., Denney et al., 2014). A natural explanation is an
extreme variation in the continuum luminosity, coupled with an extended narrow-line region: as
the continuum flux decreases rapidly, the narrow line emitting gas ’sees’ the ionizing continuum
emitted in an earlier high accretion state. LaMassa et al. (2015) favor this interpretation for the
changing-look quasar J0159+0033, although they cannot rule out variable obscuration. However, the
variability timescales are inconsistent with the predictions of the thin-disk model, for which large
flux variations should only occur on viscous timescales (e.g., Noda and Done, 2018). Ross et al.
(2018) suggest that a dramatic drop in the torque on the inner accretion disk will cause a cooling
front to propagate through the disk, leading to luminosity variations on much shorter timescales than
the viscous timescale. Alternatively, Jiang and Blaes (2020) demonstrate that density inversions in
the accretion disk due to Iron opacity fronts can produce extreme AGN variability consistent with
changing-look behavior. Intriguingly, their model prediction for the Eddington luminosity ratio as a
function of time displays flaring behavior on timescales of ∼ 1 year, which are qualitatively similar
to the behavior I find for Mrk 590 (Chapter 3).

The disappearance of the thermal continuum component during the low-flux state for changing-
look events may also be due to the inner accretion disk transitioning into a radiatively inefficient
state (§1.2) at a sufficiently low accretion rate (Noda and Done, 2018; Ruan et al., 2019). In this
scenario, a temporary lack of gas in the inner accretion flow results in the ’puffing up’ of the inner
disk, which is no longer radiatively efficient and ceases to produce sufficient ionizing photons for
the broad emission lines. In Chapter 3 I estimate the Eddington luminosity ratio for Mrk 590 before
and after the 2017 flare-up, and find that the accretion luminosity crosses the threshold Eddington
ratio required for a standard thin-disk model between 2014 and 2017. Thus, Mrk 590 may have
undergone a transition between the thin-disk and advection-dominated accretion flows. In that case,
the transition was only temporary, as my Swift monitoring during 2017–2020 reveals that the UV to
X-ray spectral energy distribution is now consistent with that of a Type 1 AGN.



Chapter 2

Quantifying the Effects of BLR Diffuse
Continuum Emission on AGN Continuum
Inter-band Delays

This chapter is comprised of the paper ‘Quantifying the Diffuse Continuum Contribution of BLR
Clouds to AGN Continuum Inter-band Delays’ (Lawther et al., 2018a), accepted for publication
in Monthly Notices of the Royal Astronomical Society. The authors are Daniel Lawther, Michael
Goad, Kirk Korista, Otho Ulrich and Marianne Vestergaard.

The main scientific questions addressed by this paper are:

• For a simple pressure-law BLR model, what is the approximate contribution of diffuse
continuum emission in the BLR to the observed continuum SED, for conditions thought
relevant to typical Seyfert 1 sources?

• For these simple models, how much additional lag does the BLR diffuse continuum emission
induce in the measured inter-band continuum delays?

• Are the additional delays induced by the diffuse continuum important in the context of the
larger than expected accretion disk sizes inferred from inter-band continuum reverberation
mapping? Might the observed delays be consistent with standard thin-disk models, accounting
for the additional lags induced by the response of the diffuse continuum?

The main practical questions addressed by this paper are:

• What are the limitations of simple pressure-law BLR models? Can they roughly reproduce
the observed broad emission line strengths? Pressure laws are unlikely to capture the detailed
physics of real BLRs. So, are the physical conditions in these simple models at all relevant to
the study of real AGN?

• Recent studies detect an elevated continuum delay signal near the Balmer continuum feature,
relative to other wavelengths. This is interpreted as a signature of diffuse continuum emission.
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Delays

Wavelengths immediately blue-wards of the Balmer break are therefore often excluded when
modeling the delay structure of the UV–optical continuum (e.g., Edelson et al., 2015). What
are the limitations of this approach? In particular, are there any UV–optical wavelength ranges
that are not affected by additional delays induced by the diffuse continuum response?

2.1 Statement of Authorship

I (Daniel Lawther) performed the modeling and analysis described in this chapter. Otho Ulrich
generated the Cloudy model grids for individual BLR clouds. I worked closely with Michael Goad
on the programming and on interpretation of the results. I wrote the journal publication, which
benefited from comments and suggestions from all authors over several drafts. I include a signed
statement of authorship with this Thesis (Chapter 8).

2.2 Published Work
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ABSTRACT
Disc reverberation mapping of a handful of nearby active galactic nuclei (AGNs) suggests
accretion disc sizes that are a factor of a few too large for their luminosities, apparently at odds
with the standard model. Here, we investigate the likely contribution to the measured delay
signature of diffuse continuum emission arising from broad-line region gas. We start by con-
structing spherically symmetric pressure-law BLR models (i.e. P(r)∝r−s) that approximately
reproduce the observed emission line fluxes of the strong UV–optical emission lines in the
best-studied source, NGC 5548. We then determine the contribution of the diffuse continuum
to the measured continuum flux and inter-band delays, accounting for the observed variability
behaviour of the ionizing nuclear continuum. Those pressure-law models that approximately
reproduce the observed emission-line luminosities unavoidably produce substantial diffuse
continuum emission. This causes a significant contamination of the disc reverberation signa-
ture (i.e. wavelength-dependent continuum delays). Qualitatively, the diffuse continuum delay
signatures produced by our models resemble that observed for NGC 5548, including the de-
viation of the lag spectrum above that of a simple power law in wavelength, short-ward of the
Balmer and Paschen jumps. Furthermore, for reasonable estimates of the BLR covering frac-
tion, the delay induced by diffuse continuum emission causes elevated inter-band delays over
the entire UV–optical regime; for these pressure-law models, there are no ‘disc-dominated’
wavelength intervals. Thus, the diffuse continuum contribution must be taken into account in
order to correctly infer AGN accretion disc sizes based on inter-band continuum delays.

Key words: accretion, accretion discs – methods: numerical – galaxies: active – galaxies:
Seyfert.

1 IN T RO D U C T I O N

The immense energy outputs of active galactic nuclei (AGNs) are
ultimately fueled by gas accretion onto supermassive black holes
(e.g. Lynden-Bell & Rees 1971), which reside at the centres of
most – perhaps all – massive galaxies (e.g. Kormendy & Gebhardt
2001). Thus, supermassive black holes in the local Universe prob-
ably achieved their current masses through bouts of AGN activity.
The details of these accretion episodes are not well-understood. The
in-falling gas is thought to form an accretion disc that heats up and
emits much of the observed continuum radiation; Shakura & Sun-
yaev (1973) develop the standard α-disc model of steady-state disc
accretion, originally in the context of X-ray binaries. The nuclear

� E-mail: unclellama@gmail.com

continuum in turn excites fast-moving gas (clouds) near the cen-
tral engine, which emit the observed broad emission lines (BELs);
these clouds reside in the so-called broad line region (BLR). On
larger scales, the nuclear continuum also excites the dusty obscur-
ing structure (e.g. Antonucci 1993) to produce the infrared dust
emission feature (e.g. Barvainis 1987), and excites gas in the host
galaxy bulge to produce the narrow emission lines, the kinematics
of which are dominated by the host galaxy potential (e.g. Nelson &
Whittle 1996).

The large distances to AGN, coupled with the small sizes of
their central regions means that the central regions of AGN remain
unresolved, even for the nearest objects, defying scrutiny using con-
ventional techniques (e.g. direct imaging). Indirect methods must
therefore be used to probe their internal structure. Reverberation
mapping (hereafter, RM) (Blandford & McKee 1982) is one such
method, and has proven a particularly powerful probe of the central

C© 2018 The Author(s)
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regions of AGN. In its traditional form, RM utilizes correlations
between continuum and emission-line variations to map the spa-
tial distribution and (with high quality velocity-resolved data) the
kinematics of the broad emission-line gas (e.g. Bentz et al. 2010b;
Denney et al. 2010; Skielboe et al. 2015). This has revealed a com-
pact, yet spatially extended BLR, sitting deep within the gravita-
tional potential of the central supermassive black hole. RM studies
of multiple emission lines, spanning a broad range in ionization state
in a handful of individual sources, suggest that the BLR is radially
stratified, with strong gradients in gas density and/or ionization.
Importantly, the gas appears to be largely virialized (Peterson &
Wandel 1999), a property that when coupled to measured BLR
sizes (Peterson et al. 2004) has been usefully exploited to measure
the mass of the central supermassive black hole in ≈60, mostly
nearby, AGN (Bentz & Katz 2015). Ongoing multi-object spec-
troscopic surveys (e.g. King et al. 2015; Shen et al. 2015) should
vastly increase the number of reverberation mapped AGN, albeit at
reduced fidelity, and importantly, extend the number of objects for
which black hole mass estimates are available to higher luminosity
and redshift.

1.1 Disc reverberation mapping

More recently, correlated multiwavelength inter-band continuum
variations have been used to test the standard model for accretion
(Collier et al. 2001; Collier & Peterson 2001; Sergeev et al. 2005;
Cackett, Horne & Winkler 2007; Troyer et al. 2016; Edelson et al.
2017, see also Section 1.2), with some surprising results. With a
few assumptions (a standard α-disc irradiated from above by a
compact variable X-ray emitting source), the wavelength-dependent
variations reveal the disc radial temperature profile T(R) and, if the
black hole mass is known, the mass accretion rate through the disc.
Formally, in the standard model the inter-band continuum delays
τ (λ) increase with increasing wavelength λ according to

τ (λ) ∝ (MṀ)1/3λ4/3 (1)

(e.g. Fausnaugh et al. 2016), where M is the black hole mass, and
Ṁ the mass accretion rate through the disc. However, results from
the most intensive multiwavelength monitoring campaigns (most
notably NGC 5548; see Section 1.2) reveal continuum inter-band
delays which are too large (by a factor of a few) for an α-disc emit-
ting at the observed luminosity (Edelson et al. 2015; Fausnaugh
et al. 2016; Edelson et al. 2017; Starkey et al. 2017; Cackett et al.
2018; Fausnaugh et al. 2018). That is, the standard model for accre-
tion developed for accreting binaries may be incorrect when applied
to AGN. Similarly, quasar microlensing studies also point to larger
than expected disc sizes (Poindexter, Morgan & Kochanek 2008;
Morgan et al. 2010; Mosquera et al. 2013).

So, are AGN accretion discs non-standard? In order to address
this question, it is crucial that all known variable contributions to
the measured continuum bands are properly accounted for. Since
the nuclear regions are unresolved, there will be additional contri-
butions to the measured disc continuum emission, some of which
may vary. Known contaminants include the non-variable contribu-
tions to the observed continuum emission from stars in the host
galaxy, and the variable broad emission lines. The latter are partic-
ularly problematic for broad band photometric data. Their contri-
butions to the observed delays may be estimated given an estimate
of the BEL delays, together with the relative flux contribution to
the filter bandpass, as determined from single epoch spectra (e.g.
Fausnaugh et al. 2016). However, a factor often neglected from
these studies is the possibly substantial contribution to the con-

tinuum bands by variable continuum emission arising from the
same gas responsible for emitting the broad emission-lines, the
so-called diffuse continuum component (hereafter, DC)1 (e.g. Ko-
rista & Goad 2001). As noted by Korista & Goad (2001), the DC
component, if significant, introduces a delay signature that broadly
mimics the disc continuum interband delays, with delays generally
increasing with increasing wavelength. Importantly, these authors
show that the DC emission introduces a delay signature over and
above that arising from simple disc reprocessing, particularly in the
Balmer and Paschen continua. This contaminant may be partially
responsible for the larger than expected disc sizes. Thus, interpret-
ing the measured continuum interband delays (and thus disc sizes)
solely in terms of a simple disc reprocessing scenario is formally
incorrect.

1.2 AGN STORM monitoring of NGC 5548: a test-bed
for AGN accretion disc physics

NGC 5548 is a low-redshift (z = 0.01718) Seyfert 1.5 galaxy that
has been a target of multiple RM campaigns, including the 13-y
AGN Watch campaign (Clavel et al. 1991; Krolik et al. 1991; Ko-
rista et al. 1995; Peterson et al. 2002). In 2014, the AGN Space
Telescope and Optical Reverberation Mapping (AGN STORM;
Peterson, PI) campaign observed NGC 5548 using the Hubble
Space Telescope, obtaining 171 usable epochs with ≈ daily ca-
dence (De Rosa et al. 2015). The target was observed concur-
rently in the UV-optical to X-ray regime using Swift (Edelson
et al. 2015) and in the optical from ground-based observato-
ries spanning a range in longitude (Fausnaugh et al. 2016; Pei
et al. 2017). In terms of cadence and spectral coverage, the AGN
STORM program is arguably the most intensive RM campaign to
date. Key findings of the AGN STORM campaign on NGC 5548
include:

(i) The response of the BELs appears to ‘decouple’ from the
continuum variations during a substantial portion of the 2014 cam-
paign, showing very little response to the UV continuum variations
(De Rosa et al. 2015; Goad et al. 2016).

(ii) The lags obtained during the ‘coupled’ portion of the cam-
paign suggest BLR size scales substantially smaller than those ex-
pected given the global BLR radius–luminosity relation (Pei et al.
2017), or indeed, the single-object radius–luminosity relation for
NGC 5548 (Kilerci Eser et al. 2015).

(iii) High-cadence Swift UVOT monitoring reveals inter-band
continuum delays (Edelson et al. 2015; Fausnaugh et al. 2016).
These delays generally increase with increasing wavelength and
are broadly consistent with a τ (λ)∝λ4/3 dependency (equation 1).
However, they are larger (by a factor of a few) than those predicted
given the estimated M and Ṁ for NGC 5548 (Fausnaugh et al. 2016;
Starkey et al. 2017). Thus, if the measured delays are solely due to
disc reprocessing, the disc in NGC 5548 is larger than predicted by
the standard α-disc model.

(iv) The continuum lag for the Swift U band, which samples the
continuum in the vicinity of the Balmer jump, is elevated relative to
the best-fitting τ (λ)∝λ4/3 delay model (Edelson et al. 2015; Faus-
naugh et al. 2016).

1The narrow line region will also emit a diffuse continuum component,
though the size scales for the NLR would imply that their contribution, as
for the narrow emission-lines, is non-variable on the time-scales relevant to
RM campaigns.
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1.3 Outline of this work

Here, we determine the likely contribution of the diffuse contin-
uum emission from BLR gas to the measured continuum inter-
band delays for AGN. We use the well-studied source NGC 5548
(Section 1.2) as a test case. Of particular relevance to this work is
the larger than expected UV–optical inter-band continuum delays
measured during the AGN STORM 2014 campaign. These delays
may be affected by DC emission, as evidenced by the elevated lag
signal near the Balmer jump. Our intention is not to model the AGN
STORM 2014 data in detail. Rather, by constructing a straw-man
model which approximately reproduces the observed emission-line
luminosities of the strongest UV and optical emission lines in NGC
5548, we aim to quantify the DC contribution arising from its BLR,
in terms of both flux and variability behaviour, and thereby assess
its influence on the measured inter-band continuum delays. This
prepares the necessary groundwork for more detailed models of
NGC 5548 and other AGN at comparable luminosities.

While studies of inter-band continuum delays exist even for
quasar-luminosity objects (Mudd et al. 2018), the highest-cadence
RM data available are for lower-luminosity AGN in the local Uni-
verse. Thus, we expect our modeling results to be broadly relevant
to current and future studies of disc inter-band delays. We proceed
as follows: in Section 2 we construct a model BLR for which the
run of gas physics with radius is completely specified by a simple
radial pressure-law, P∝r−s (Rees, Netzer & Ferland 1989; Netzer,
Laor & Gondhalekar 1992; Goad, O’Brien & Gondhalekar 1993;
Kaspi & Netzer 1999). We then use photoionization calculations to
determine the emergent emission-line fluxes ε(r) as a function of
radial distance r, integrating over the cloud distribution to determine
the total emission-line luminosities (Section 3). We investigate both
constant ionization and constant density models, and assess their
ability to match the gross properties (i.e. BEL luminosities, their
ratios, and their variability time-scales) of the strongest UV–optical
broad emission lines (Section 4.1). From these same models, we
then compute the wavelength-dependent flux and delay distribu-
tion of the DC emission (Section 4.3), and its dependence on the
density and ionization state of the BLR gas (Section 4.4). Finally,
we perform Monte Carlo calculations, driving our model BLR with
simulated continuum light curves, in order to estimate the measured
delays of both the BEL and the diffuse continuum bands, and their
dependence on the characteristics (amplitude and variability time-
scale) of the driving continuum light curve (Section 5). We make a
rough estimate of the total continuum lag spectrum (including that
due to reprocessing in an α-disc), and compare with the measured
delays for NGC 5548, in Section 6. In what follows we adopt a
luminosity distance DL = 72.5 Mpc to NGC 5548 (Bentz & Katz
2015), assuming a � CDM cosmology with �� = 0.7 and �M =
0.3.

2 PR ESSUR E- LAW BROAD-LINE R EGION
M O D E L S

We refer to models for which the pressure P depends on the radial
distance r from the central continuum source,

P (r) ∝ r−s , (2)

as pressure-law models. In this work, we examine two limiting
cases, s = 0 and s = 2, representing constant density and constant
ionization parameter models, respectively. We here adopt a spheri-
cally symmetric BLR geometry spanning more than two decades in
radial extent. This model is chosen for (i) its simplicity, and because

(ii) we can compare our radial pressure-law models with the Local
Optimally emitting Cloud model for this source presented by Ko-
rista & Goad (2001), which also adopts spherical symmetry. Here,
we summarize the radial dependencies of various physical quanti-
ties for spherically symmetric pressure-law models; the derivations
in this section follow Rees et al. (1989) and Goad et al. (1993).
We make the simplifying assumption that the cloud temperature
does not vary with radius; for solar composition, photoionization
equilibrium is achieved at temperatures T ∼ 104 K across a wide
range of ionization parameter (equation 5), and the gas tempera-
ture will therefore vary weakly with radius (e.g. Netzer 1990; Ilić,
Kovačević & Popović 2009). For constant cloud temperatures, the
cloud hydrogen gas density nH is proportional to the pressure, P,
and so

nH(r) ∝ r−s . (3)

Thus, s = 0 corresponds to a constant nH throughout the BLR. The
ionization parameter U is defined as

U (r) = QH

nH(r)4πr2c
, (4)

where QH is the number of hydrogen-ionizing photons emitted by
the central continuum source per second. Thus, s = 2 corresponds
to a constant ionization parameter model, since:

U (r) ∝ rs−2 . (5)

The surface area per cloud, Ac, is proportional to R2
c , where Rc

denotes the radius of a cloud. In general, Rc depends on the pressure
P, and is therefore constant for s = 0. If we demand that the mass of
each cloud is conserved as the clouds move radially outwards (i.e.
clouds do not break up or coalesce within our region of interest),
mass conservation implies that R3

c nH = constant. Thus, we obtain
the relation

Ac(r) ∝ R2
c (r) ∝ r2s/3 . (6)

The column density of each cloud, Ncol, depends on the gas density
and cloud radius:

Ncol(r) ∝ RcnH ∝ r−2s/3 . (7)

The above relations determine the local physical conditions, as
parametrized by Ncol, nH and incident ionizing photon flux 
H, at
any radius in a spherically symmetric pressure-law BLR model.
These conditions determine the local surface emissivity ε(r) of
a BLR cloud at radius r (as determined via CLOUDY modeling;
Section 3.1). The total luminosity for an emission line is then found
by integrating over the distribution in cloud properties such that

Lline = 4π

∫ rout

rin

ε(r)Ac(r)nc(r)r2dr , (8)

where rin and rout are the inner and outer BLR radii, respectively,
Ac is the surface area of a single cloud, and nc is the local number
density of clouds. As dust grains strongly absorb UV photons, routis
chosen to approximately coincide with the distance at which dust
grains can form and survive (≈140 light-days for NGC 5548).

Finally we determine the local cloud surface area, d(Acnc). Given
our assumption that clouds do not break up or coalesce, mass con-
servation implies that the term ncvr2 is constant, for cloud velocity
v. We make the additional simplifying assumption that the clouds
are in virial motion (v(r)∝r−1/2). In that case, a cloud number den-
sity distribution nc(r)∝r−3/2 fulfills the requirement of mass con-
servation, and the differential covering factor of the BLR obeys the

MNRAS 481, 533–554 (2018)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/481/1/533/5076066 by guest on 14 August 2020



536 D. Lawther et al.

relation

dC(r) ∝ Ac(r)nc(r)dr ∝ r2s/3−3/2dr . (9)

This allows us to determine a normalization K(s, rin, rout) for the
total line-emitting surface of the clouds, for a given BLR covering
fraction. The luminosity integral becomes:

L = 4πK

∫ rout

rin

ε(r)r2s/3+1/2dr , (10)

while the normalization, for � = 4π steradians at rout, is given by

K =
[

2√
rin

− 2√
rout

]−1

(s = 0)

or K = 5

6

[
r

5/6
out − r5/6

in

]−1
(s = 2) . (11)

3 ME T H O D : FRO M PH OTO I O N I Z AT I O N
G R I D S TO B L R M O D E L S

3.1 Photoionization models for individual clouds

To obtain the local surface emissivity ε(r) for a cloud located at ra-
dius r, we generate a grid of photoionization models using CLOUDY

version C13.05 (Ferland et al. 2013). CLOUDY performs photoion-
ization modeling of individual spherical clouds of gas with radius
Rc, situated at a radial distance r from the central ionizing contin-
uum source. We generate the photoionization models assuming that
the covering fraction for the BLR is small, so that only a single re-
processing occurs,2 and with r sufficiently large that the clouds are
effectively plane parallel slabs. In that case, the emission from both
the inwards-facing (i.e. directly illuminated by the continuum) and
outwards-facing surfaces eventually escapes to infinity. The ratio of
inwards-facing to total emission does, however, affects the form of
the emission-line response functions (Section 3.4.2).

For the incident ionizing continuum, we utilize the continuum
SED for NGC 5548 as presented by Mehdipour et al. (2015) (Fig. 1)
based on multiwavelength (X-ray–UV–optical–IR) observations
performed 2013 June – 2014 February. This SED is composed of an
accretion disc emission feature, a power-law hard X-ray continuum
component, and a reflection feature producing the Fe K emission
complex. The hard X-ray component has a photon index � ≈ 1.8,
a high-energy cut-off set to Te = 400 keV and a low-energy cut-off
at ∼1 keV. The accretion disc component includes Compton up-
scattering of seed photons at temperature Tseed ≈ 0.8 eV in a corona
with Tc ≈ 150 keV; this up-scattering produces the observed soft
X-ray excess. Much of the intrinsic continuum emission responsible
for powering the broad emission lines is produced in the unobserv-
able extreme-UV spectral region (photon energies ≥ 1 Ryd), which
for this model is dominated by the Compton up-scattered accretion
disc component.

Our model grids span two decades in hydrogen gas column den-
sity, 22 ≤ log[Ncol /cm−2] ≤ 24, seven decades in hydrogen gas
density, 7 ≤ log[nH /cm−3] ≤ 14, and seven decades in incident
ionizing photon flux, 17 ≤ log[
H /cm−2s−1] ≤ 24, with a resolu-
tion of 0.25 in the logarithm of each of these quantities. For each
grid point, we use CLOUDY to obtain the local surface emissivi-
ties not only for an extensive list of atomic transitions, but also
for reprocessed continuum emission (the diffuse continuum, DC)
at UV-optical and infra-red wavelengths emitted from the same

2Such geometries are referred to as ‘open’ in the CLOUDY modeling parlance.

Figure 1. The NGC 5548 continuum SED presented by Mehdipour
et al. (2015), which we use to generate the CLOUDY photoionization
grids. The SED is scaled to the source-frame luminosity based on the
observed mean continuum flux for the 2014 AGN STORM campaign,
Fλ(1367 Å) = 42.64 ± 8.6 × 10−15 erg s−1 cm−2 Å−1, applying the red-
dening curve presented by Cardelli, Clayton & Mathis (1989) with E(B −
V) = 0.03 and R(v) = 3.1 (as discussed in Section 4.1), and assuming a
luminosity distance of DL = 72.5 Mpc (Bentz & Katz 2015).

gas. For the s = 2 models, given the steady-state luminosity and
BLR size for NGC 5548, we subsequently found that a substantial
emission line flux is produced by gas with log[Ncol /cm−2] ∼ 21.5.
For the particular s = 2 BLR we study in-depth (Model 2, Sec-
tion 4.1), we therefore generate additional CLOUDY models with
log[Ncol /cm−2] ≥ 21, so as to obtain accurate emissivity and re-
sponsivity functions in the outer BLR.

In Fig. 2 we present representative CLOUDY emission line equiv-
alent widths (hereafter, EW), measured relative to the incident
continuum at λ1215 Å for two of the strongest observed emis-
sion lines, Lyα and C IV, for a fixed hydrogen gas column density
log[Ncol /cm−2] = 23 cm−2. The Lyα emission line emits most effi-
ciently at low-ionizing photon fluxes; indeed, its efficiency increases
towards log[
H /cm−2s−1] < 17, the lower limit of the parameter
space probed by our photoionization grids. This implies that the
hydrogen lines could in principle be produced very efficiently at
low ionizing fluxes. However, such conditions are unlikely to be
relevant here: the outer edge of the BLR is most likely determined
by the dust sublimation radius (at which log[
H /cm−2s−1] > 17),
as the ionizing continuum is efficiently absorbed by dust grains. In
contrast, high-ionization lines such as C IV tend to be produced effi-
ciently along a diagonal ‘ridge’ in (
H,nH) space, corresponding to
a particular ionization parameter, U; for C IV the optimal ionization
parameter, i.e. one that passes through the peak EW, is log (U) ∼
−1.5. We present photoionization grids for two representative DC
bands in Fig. 3. These may be compared to the more extensive model
grids of DC bands presented in Korista & Goad (2001) spanning the
entire UV–optical continuum. While their results differ from ours
in detail, mainly due to the use of different ionizing continua, the
gross shapes of their contour plots are similar to those used here.

In general, the gas becomes overionized at high ionization pa-
rameters, thus the DC does not emit efficiently at high 
H and low
nH (upper left regions of the photoionization grids), while the DC
is not strongly sensitive to 
H and nH (hence the widely spaced
contour lines) once the ionization parameter becomes sufficiently
low.
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Figure 2. Example CLOUDY photoionization grids for Lyα (left-hand panel) and C IV(right-hand panel), for log[Ncol /cm−2] = 23. The contours display the
total line equivalent width, i.e. the sum of the emission from the directly illuminated and the outward-facing cloud faces, normalized to the incident continuum
flux at λ1215 Å. The solid curves represent increments of 1 dex in equivalent width, while the dashed curves show 0.25 dex increments; the lowest contour
represents an equivalent width of 1. Black triangles show the maximum value of the line fluxes; black stars indicate the location in (nH,
H) space of a
representative BLR cloud that approximately reproduces the emission-line strengths of Lyα and CIV in a typical AGN (Davidson & Netzer 1979). Vertical
‘slices’ through these grids represent constant-density (s = 0) pressure law models, while diagonal slices (at a 45◦ angle to the horizontal) represent constant
ionization parameter (s = 2) models; we note that the latter require an interpolation across multiple CLOUDY grids, as Ncol is constant only for s = 0 pressure
laws. The C IVemission line emits most efficiently along a ‘ridge’ centred on an ionization parameter log (U) ∼ −1.5, while the Lyα emission line emits
efficiently at low incident ionizing photon fluxes.

Figure 3. Example CLOUDY photoionization grids for the diffuse continuum at various UV-optical wavelengths, for log[Ncol /cm−2] = 23. The contours
display the sum of the emission Fλ from the directly illuminated and the outward-facing cloud faces, normalized to the incident continuum flux at λ1215 Å.
The solid curves represent increments of 1 dex in equivalent width, while the dashed curves show 0.1 dex increments; the lowest contour represents
log [λFλ/λFλ(1250 Å)] = −1. Symbols as Fig. 2. At short wavelengths (λ � 2000 Å) the brightest DC component is electron scattering, mostly free-free,
which is most effective at low densities and low ionizing fluxes. Immediately bluewards of the Balmer break (λ = 3646 Å), the DC is dominated by Balmer
continuum emission, which emits most effectively at high densities and fairly high ionizing fluxes.

3.2 Extent and geometry of the model BLR

In the absence of a clear consensus on the broad line region ge-
ometry, we limit this investigation to spherical BLR geometries
only. Pêrez, Robinson & de La Fuente (1992b) showed that, in
the absence of additional constraints, a well-determined 1-d trans-
fer function cannot uniquely determine the geometry of the BLR,
while even 2-d transfer functions reveal some ambiguity. For NGC
5548, the highest fidelity reverberation maps for the strong UV and
optical emission lines from the AGN STORM campaign suggest

that the variable BLR may occupy a more flattened configuration
(Horne, private communication). Our objective in this paper, how-
ever, is simply to illustrate the dependencies of the flux and lag
spectra of the DC on a range of BLR cloud physical conditions and
radial distributions, as a prelude to more detailed models for which
constraints on the geometry are also included. In this context, a
spherical BLR geometry allows a more intuitive interpretation of
the model flux and delay spectra in terms of the cloud distribu-
tion and local photoionization physics. Alternative BLR geometries
would introduce additional assumptions for which we currently
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Figure 4. Cumulative sky coverage (as seen from the continuum source),
as a function of radial distance r, for BLR models with a total cumulative
covering fraction of � = 4π steradians at the outer radius. For a given �,
the constant-density (s = 0) models distribute the clouds at smaller radii
relative to the s = 2 models.

lack strong independent constraints, e.g. the BLR viewing angle
and opening angles. Adoption of a spherical BLR geometry also
aids comparison with the spherically symmetric locally optimally
emitting cloud model for NGC 5548 presented by Korista & Goad
(2001). We note that deviations from spherical symmetry may prove
necessary in any future work aimed at reproducing the observed flux
and delay spectra in detail (Section 6).

For a spherical BLR, the integrated emission-line luminosities
produced by our models depend on our choice of inner and outer
BLR radii (rin and rout), the total covering fraction at the outer radius
(equation 10), and our chosen normalization, i.e. for a given s, the
value of 
H, nH, and Ncol at some fixed radial distance r. The constant
pressure models (s = 0) distribute a large fraction of the BLR clouds
close to the inner radius (Fig. 4). This causes the emission line
luminosities to depend strongly on rin for s = 0 models: much of
the BLR becomes overionized as rin decreases, and the emission line
luminosity decreases sharply. The s = 2 models are less sensitive
to this effect, as they are constant in ionization parameter, U. In
this work, we adopt rin = 1 light-day, and rout = 140 light-days
(the approximate dust sublimation radius, given the luminosity of
NGC 5548). We note that due to the central concentration of BLR
clouds for s = 0, rin cannot be much smaller than 1 light-day if our
constant-density models are to produce the required emission line
luminosities for reasonable values of the total covering fraction. In
their phenomenological BLR model for NGC 5548, Pancoast et al.
(2014) find rin = 1.39+0.80

−1.01 light-days, consistent with our adopted
value.

3.3 Radial distribution of clouds

Our CLOUDY modeling assumes that the BLR clouds do not self-
shadow, and that there is no intrinsic reddening of the nuclear con-
tinuum as seen at the inward-facing cloud surface. In that case,
the ionizing continuum at the inward-facing surface of a given
cloud scales as r−2. We parametrize the radial dependence of
log[
H /cm−2s−1] as

log(r) = −0.5(log[
H /cm−2s−1] − 20) + 15.413 + r20 . (12)

Here r20 is the radius (in light-days) at which log[
H /cm−2s−1] =
20. The value of r20 depends on the continuum SED and its luminos-

ity. For NGC 5548, r20 ≈ 14.8 light-days, as determined using the
observed continuum flux, Fλ(1367 Å) = 42.6(± 8.6) × 10−15 erg
cm−2 s−1 Å−1 (De Rosa et al. 2015), corrected for Galactic extinc-
tion adopting E(B − V) = 0.03 (Korista & Goad 2000; we discuss
this choice in Section 4.1), and assuming a luminosity distance to
NGC 5548 of DL = 72.5 Mpc (Bentz & Katz 2015).

In combination with the pressure-law relations (Section 2), r20

allows us to convert the emergent surface emissivities ε(
H, nH,
Ncol) extracted from our photoionization grids into radial emissivity
functions ε(r). For s = 0 models, both Ncol and nH are constant
throughout the BLR (Section 2). Therefore, the relevant emissivities
for such models comprise a vertical ‘slice’ through a single nH, 
H

grid. We perform a linear interpolation in log-space over 
H to
obtain ε(r). For s = 2, the ionization parameter U is constant,
nH∝r−2, and Ncol∝r−4/3. Such models correspond to diagonal lines
in (nH, 
H) space, with Ncol decreasing radially as per equation (7).
To obtain ε(r) for these models, we perform a linear interpolation
in log-space over 
H, nH, and Ncol.

With the emissivity distribution ε(r) in hand, we numerically
integrate equation (8) from rin to rout to obtain the total luminosity
for a given BEL (or diffuse continuum band), assuming full coverage
(� = 4π steradian) as seen from the continuum source, at the BLR
outer radius. A reduced covering fraction (i.e. <4π steradian) then
corresponds to a downwards linear scaling of the emission-line
luminosity.

3.4 Determining the response functions

The observed BLR emission signal is due to the integrated emis-
sion of individual BLR clouds located at radii rin < r < rout. Thus,
the BLR responds to continuum variations over a distribution of
time delays 0 ≤ τ ≤ 2rout/c; the detailed shape of the emission line
response function will depend on BLR geometry and on viewing
angle (e.g. O’Brien, Goad & Gondhalekar 1994), as well as on
the detailed gas physics. (e.g. Goad et al. 1993). In addition, the
measured emission-line response will depend on the variability be-
havior (i.e. amplitude and characteristic time-scale) of the ionizing
continuum source (see also Section 5.1; Goad & Korista 2014).

For a given BEL, the luminosity-weighted effective radius of the
BLR is given by the centroid of the differential luminosity as a
function of radius:

rε =
∫ rout

rin
rLline(r)dr

∫ rout

rin
Lline(r)dr

. (13)

A similar relation can be defined for the diffuse continuum bands, re-
placing Lline with λFλ, the monochromatic diffuse continuum emis-
sion at r.

3.4.1 Why responsivity matters

If the emission of each BLR cloud varies linearly (though not neces-
sarily 1:1) with respect to the nuclear continuum variations, and the
clouds emit isotropically, rε would also represent the observed ef-
fective reverberation radius. However, the responsivity and isotropy
of realistic BLR clouds depend on the local photoionization physics
of the individual clouds. We define the local responsivity η(r) for
the contribution Lline(r) to a given emission line from radius r as

η(r) = � log[Lline(r)]

� log[
H(r)]
. (14)

If 0 < η < 1 for all r, the line equivalent width decreases when the
continuum luminosity increases (i.e. an intrinsic Baldwin effect;
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Goad, Korista & Knigge 2004), while η < 0 produces an inverse
correlation between line flux and continuum luminosity.

For s = 0 models, given our assumption that there is no inter-
nal extinction or cloud–cloud shadowing in the BLR, a change in
ionizing flux corresponds to an instantaneous ‘shift’ of the clouds
along the radial axis, allowing us to measure η(r) directly for each
CLOUDY (nH, 
H) grid as

η(r) = − δ log(ε)

2δ log(r)
; (s = 0), (15)

where the factor 2 is due to the radial dependence of the ionizing
flux. For a constant steady-state ionization parameter U (i.e. s = 2
models), as both nH and 
H follow inverse-square laws in radius, a
small increase in flux corresponds to a constant increase in U at all
radii:

η(r) = δ log(ε)

δ log(U )
; (s = 2). (16)

RM measures the effective radius of those BLR regions that respond
to luminosity variations. In the specific case of η(r) = 1 for all r, the
line equivalent widths remain constant as the continuum luminosity
varies, and the effective variability radius of the BLR is equal to rε .
Otherwise, the measured time delays will approximately correspond
to the responsivity-weighted BLR radius,

rη =
∫ rout

rin
rη(r)Lline(r)dr

∫ rout

rin
η(r)Lline(r)dr

. (17)

In general, η(r) is luminosity-dependent. In the linear regime (i.e.
small fluctuations about some mean level), the responsivity is sim-
ply the logarithmic slope of the 
H versus ε relationship at a given
r. This linear approximation will break down for large changes
in continuum luminosity. Formally, under these circumstances, the
responsivity corresponding to a particular continuum level is best-
determined directly from a grid of photoionization model calcula-
tions.

3.4.2 Accounting for anisotropic emission

If the BLR clouds emit anisotropically, the expected values of both
rε and rη will be modified accordingly (e.g. Ferland et al. 1992;
O’Brien et al. 1994). For example, consider a BLR cloud located
along the line of sight to the observer. If this cloud emits isotropi-
cally, it will contribute to the response function at a time delay τ =
0 relative to the ionizing continuum. However, if this cloud emits
only from its inwards-facing surface, it is not observed, and does
not contribute to the response at τ = 0. On the other hand, an iden-
tical cloud located on the opposite side of the broad-line region will
contribute to the response function at a time delay τ = 2 r/c. Thus,
while the steady-state line luminosity is not affected by anisotropy
(assuming spherical symmetry), the line response is shifted towards
larger delays if the BLR clouds preferentially emit from their illu-
minated face.

Following O’Brien et al. (1994), we define an anisotropy factor,
F(r) = εinwd(r)/εtot(r), where εinwd and εtot are the inwards-facing
emissivity and effective total emissivity for the cloud, respectively.
Isotropic emission corresponds to F = 0.5. The value of F depends
upon the local photoionization physics for individual clouds, and
thus are determined directly from our CLOUDY modeling. The ‘ob-
served emissivity’ of a given cloud then depends on the fraction
of the inwards-facing and outwards-facing surfaces we observe.
Since the cloud geometry is unknown, we choose an emission line

radiation pattern that approximates the phases of the moon:

εobs(r, θ ) = εtot(r) [1 − (2F (r) − 1) cos(θ )] . (18)

Here, θ denotes the angle between the line of sight and the cloud
radial vector. Given that there is a linear mapping between cos (θ )
and the time delay τ at a given radius, we numerically integrate out
the angular dependence, and reformulate equations (13) and (17)
in terms of τ to obtain an emissivity-weighted effective delay, τ ε ,
and a responsivity-weighted effective delay, τ η. These quantities
correspond to rε/c and rη/c, respectively, for isotropically emitting
clouds. The total luminosity can then be recovered by integrating
dL(τ ) over 0 < τ < 2 rout/c, where dL(τ ) is the 1-d response func-
tion. We note that, as the responsivity of a given emission line may
be negative at some or all radii, the response function may not have
a well-defined responsivity-weighted centroid τ η; in practice, we
find that s = 2 models tend to display negative responsivity at large
radii.

4 STEADY-STATE MODELS

As the available parameter space for our pressure-law BLR models
spans several orders of magnitude in 
H, nH, and Ncol, we first
determine which steady-state models are roughly consistent with the
observed luminosities of the strongest UV and optical BEL in NGC
5548. This allows us to exclude models for which the BEL emission
is too weak to be relevant for this test case. We then select two
representative models, one each for s = 0 and s = 2 (Section 4.1). For
these models we investigate the BEL responses (Section 4.2) and, of
particular relevance here, the relative contribution and wavelength-
dependent behavior of the diffuse continuum (Section 4.3). Lastly,
we examine the dependence of the diffuse continuum luminosity,
response functions, and measured lags, on the parameters nH, 
H,
and U, for the broader class of s = 0 and s = 2 pressure laws
(Section 4.4).

4.1 BEL luminosities

Here, we determine the range of pressure law models able to roughly
reproduce the observed BEL luminosities. Ideally we require our
model integrated BEL luminosities (as calculated for a covering
factor of 4π steradian) to exceed their corresponding measured
values. This is because our model does not account for BLR self-
shadowing, making it unreliable at high covering factors. Reducing
the covering factor corresponds to a linear scaling of the BEL lu-
minosities, e.g. for a covering fraction of 4π /3 steradian, the model
luminosities given by equation (10) should exceed observations by
a factor of 3.

4.1.1 Observed line luminosities

We compare our models to the observed UV BEL (De Rosa et al.
2015) and optical BEL (Pei et al. 2017) luminosities for NGC
5548 during the 2014 AGN STORM campaign. While Schlafly &
Finkbeiner (2011) find a Galactic reddening of E(B − V) = 0.02
towards NGC 5548, Kraemer et al. (1998) find that the narrow-line
region in NGC 5548 has an additional intrinsic reddening of E(B −
V) ≈ 0.04. For consistency with previous photoionization studies
of this AGN (e.g. Korista & Goad 2000), and given the uncertainty
on the total (Galactic plus intrinsic) reddening of the BLR, we
adopt E(B − V) = 0.03. We de-redden the observed luminosities
using the reddening curve presented by Cardelli et al. (1989), with
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Table 1. Observed Llineand line lags for NGC 5548

Line log [Lline] Lag Reference
[days]

(1) (2) (3) (4)

Lyα 42.4 6.2+0.3
−0.3 de Rosa+

C IV 42.6 5.3+0.4
−0.5 de Rosa+

H β 41.7 6.14+0.74
−0.98 Pei+

He II 1640 Å 41.7 2.5+0.3
−0.3 de Rosa+

He II 4686 Å 40.7 2.46+0.49
−0.25 Pei+

Notes. (1) Broad emission line name. (2) Log of the line luminosity in units of
erg s−1, corrected for Galactic reddening and with narrow-line components
subtracted; we use the decompositions presented by Korista & Goad (2000)
for the UV lines, and those of Peterson et al. (1991) for the Balmer lines. (3)
Observed CCF centroid for the 2014 RM campaign, as measured using the
ICCF method. (4) References: De Rosa et al. (2015) and Pei et al. (2017).

R(V) = 3.1. For C IV and H β, we subtract a narrow emission-line
component from the observed BEL luminosities, as determined by
Peterson et al. (1991) and Korista & Goad (2000), respectively;
while the narrow emission line strengths for NGC 5548 have shown
some variation on multiyear time-scales (Peterson et al. 2013), we
only require a first-order correction for the purposes of this study.
The inferred emission-line luminosities, corrected for reddening
and for narrow-line emission, are listed in Table 1.

4.1.2 Model 1, constant density (s = 0)

We calculate the BEL luminosities produced by constant-density
(s = 0) models spanning the full range of hydrogen gas den-
sities 7 ≤ log[nH /cm−3] ≤ 14 and gas column densities 22 ≤
log[Ncol /cm−2] ≤ 24. A density of log[nH /cm−3] > 10 is required
to produce sufficient C IV luminosity to match the 2014 observations
(Fig. 5), and to produce stratification in the emission-line delays
(Fig. 7). For a column density of log[Ncol /cm−2] = 22.5, our model
emission-line luminosities cannot simultaneously exceed the mea-
sured Lyα, H β, C IV, and He II 4686 Å BEL luminosities (Fig. 5,
upper left). In terms of observed line ratios, the model H β line
is underproduced relative to Lyα except at very high gas densities
(log[Ncol /cm−2]� 13). While we do find one model that marginally
exceeds the observed luminosities of all four lines (namely, that
with log [nH/cm−3] = 9 and log[Ncol /cm−2] = 24), this extreme
case would imply a Compton-thick yet low-density BEL at all r.
The diameters of individual BLR clouds are ∼0.5 light-day for this
extreme case; the smoothness of observed BEL velocity profiles
excludes such large sizes (e.g. Laor 2004). Thus, if the underlying
photoionization modeling is correct, a single s = 0 pressure-law
component cannot account for the measured BEL strengths in NGC
5548. At least one additional high-density (log[nH /cm−3] � 12.5)
component would be required to produce sufficient luminosity in
all BELs. However, the underproduction of H β in our models may
instead be an issue with the treatment of radiative transfer in our
photoionization modeling. The CLOUDY algorithm uses the local
escape probability formalism, which becomes unreliable at the very
high hydrogen optical depths typical of BLR clouds (Netzer 1990;
Kaspi & Netzer 1999). In the absence of an exact treatment of ra-
diative transfer, it is difficult to determine whether the low H β line
emission for single-component models actually implies the exis-
tence of additional BLR emission regions with higher densities. All
else equal, the simplicity of a single-component model is attrac-
tive in the context of studying the diffuse continuum component
(Section 4.3).

We therefore define our Model 1 as an s = 0 pressure-law
BLR with log[nH /cm−3] = 10.75 and log[Ncol /cm−2] = 22.5;
this model fulfills our luminosity criterion for all of the strongest
UV and optical BEL apart from H β. Our choice of Ncol here is
somewhat arbitrary; the emission-line luminosities and response
function centroids are only strongly sensitive to Ncol for low col-
umn densities, log[Ncol /cm−2] < 22.5. Specifically, the observed
C IV, Lyα and He II 4686 Å luminosities are exceeded for 10.25
<log[nH /cm−3]<11.25 for 22.5 ≤ Ncol ≤ 24.

4.1.3 Model 2, constant ionization parameter (s = 2)

The family of constant ionization parameter (s = 2) models de-
scribed here display an increasing column density and increasing
density towards the centre (equations 3 and 7). The s = 2 models
generally produce more BEL luminosity than do the s = 0 models
because they distribute a larger fraction of the BLR clouds at large
r (Fig. 4), i.e. at lower incident ionizing photon flux, at which the
optical recombination lines (H α and H β) and Mg II tend to have
higher surface emissivities. In contrast to our chosen s = 0 model,
constant U models are capable of exceeding the measured emission
line luminosities of all of the strong UV–optical emission lines (in-
cluding H β) for log (U) � −1.1 (Fig. 6). We do not explore models
with log U < −2.1, as for these models nH lies outside the bounds
of our model grids for radii ≤rin. We define Model 2 as an s =
2 pressure law BLR with constant ionization parameter log (U) =
−1.23. This is the s = 2 model for which the H β and C IV BEL
luminosities are maximized (Fig. 6). By construction, Model 2 has
locally identical steady-state physical conditions (i.e. nH, Ncol, and
U) to Model 1 at r20, where r20 ≈ 14.8 light-days for NGC 5548.
For rin = 1 light-day and rout = 140 light-days, Model 2 spans
21 � log[Ncol /cm−2] � 24, and 8.8 < log[nH /cm−3] < 13.1.

4.2 BEL response functions

We summarize the measured broad emission line delays for the
strong UV and optical emission lines for the AGN STORM 2014
monitoring campaign in Table 1, and present the response function
centroids generated by our models in Table 2. For Model 1, the
lines tend to be most responsive at lower ionizing photon flux, i.e.
in the outer BLR. Thus, we see τ η > τε for Model 1. Model 2 tends
to produce larger emissivity-weighted response function centroids
than Model 1; this is a direct consequence of the s = 2 pressure law
distributing more coverage (and, therefore, more line-emitting gas)
at larger radii relative to the s = 0 models (Fig. 4). However, Model
2 has small (and often slightly negative) line responsivities at large
radii. Thus, the lines respond most strongly in the inner BLR, and
we have τ η < τε for Model 2. For Lyα, C IV, and H α, the response
functions are positive in the inner regions but strongly negative at
large r for Model 2. They therefore lack a well-defined centroid;
however, the effective radius that would be measured using RM
observations can still be estimated by calculating the BEL response
to continuum variations, as we explore via Monte Carlo modeling
(Section 5).

For lines with a well-determined response function centroid τ η,
both models produce values of τ η that are somewhat larger than
the measured lags reported for the strong UV and optical broad
emission lines in NGC 5548 prior to the AGN STORM campaign
(Clavel et al. 1991; Korista et al. 1995; Peterson et al. 2002; Bentz
et al. 2010a; Denney et al. 2010; Cackett et al. 2015). For example,
for Model 1, we find a H β response function centroid of τ η ≈ 62 d,
which is significantly larger than the H β lag predicted by either
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Figure 5. Top left: Model BEL luminosities as a function of nH (solid curves). Here we assume that the BLR covers 4π steradian of the continuum source
(see discussion in Section 4.1). The measured broad emission-line luminosities for NGC 5548 (De Rosa et al. 2015; Pei et al. 2017) are shown as dashed
lines. For the observed C IV and H β luminosities, we subtract a narrow emission-line component (see Section 4.1 for details). The black vertical line shows
log[nH /cm−3] = 10.75, corresponding to our Model 1. The main conclusion to be drawn here is that the measured emission-line luminosities for Lyα, C IV, and
He II 4686 Å are exceeded for 9.75 � log[nH /cm−3] � 12.25, while higher densities are required to reproduce the H β luminosity (Section 4.1). Other panels:
Predicted BEL luminosities for C IV (top right), H β (bottom left), and He II 4686 Å (bottom right), relative to Lyα, for a grid of our s = 0 BLR models. Each
of the three ‘tracks’ represents a single value of log[Ncol /cm−2]; the density nH ranges over 7 ≤ log[nH /cm−3] ≤ 14, and increases in a counterclockwise
direction. We indicate the location of selected values of nH for the log[Ncol /cm−2] = 22 track; the tracks with larger column densities have higher line
luminosities at low nH but are similar at high gas densities. As a visual aid, the dashed black lines indicate 1:1 line ratios. Black circles represent the observed
line luminosities for NGC 5548, after correcting for reddening and narrow-line contamination. In general, we note that gas densities of log[nH /cm−3]∼11
tend to maximize the line intensities, and that the relative intensities of the BELs investigated here are not strongly sensitive to Ncol (as the ‘tracks’ are not
widely separated) for the range of column densities explored here.

the empirically determined global radius–luminosity relationship
(Bentz et al. 2013), or by the single-object L(1350) Å-H β RL
relationship for NGC 5548 as determined by Kilerci Eser et al.
(2015). Much of the discrepancy with the pre-2014 RM results can
be attributed to the variability behavior of the continuum source, as
discussed in Section 5.

The AGN STORM campaign detected anomalously short (given
the source luminosity) BEL lags, of less than 10 d, for NGC 5548
in 2014. None of our s = 0 models produce H β response function
centroids of less than ∼50 d (Fig. 7), nor do the s = 2 models with
−2 ≤ log (U) � −0.5. While s = 2 models with log (U) > −0.5 do
produce centroids at shorter delays (τ η ≈ 10 d for H β), such models
do not produce sufficient luminosity in C IV to match observations
(Fig. 6).

4.3 The diffuse continuum for Models 1 and 2

Using CLOUDY, we generate radial surface emissivity distributions
ε(r, λ) for the DC emission at more than 60 discrete wavelengths,

sampling the UV to near-infrared regime from λλ 910–41137Å.
This range encompasses the Lyman limit to just beyond the K band,
the longest wavelength band sampled from the ground in disc and
dust reverberation mapping studies (e.g. Kishimoto et al. 2007;
Mandal et al. 2018).

Each continuum wavelength is processed separately as per the
methodology described in Section 3. We first determine the DC lu-
minosity νLν(diff.) at each wavelength, by integrating equation (8)
from rin to rout (Fig. 8, top panels), replacing the emission line
surface emissivity ε(r) with the monochromatic DC emissivity
ε(r, λ). For both s = 0 and s = 2 models, the diffuse contin-
uum represents a significant fraction of the total continuum (in-
cident+diffuse), contributing up to ∼40 per cent of the measured
continuum luminosity blue-wards of the Balmer jump, assuming
that the nuclear source is fully covered by the BLR (more realistic
covering fractions are explored in Section 6). Furthermore, both
models display strong Balmer and Paschen continua, rising towards
longer wavelengths, with a significant drop in emission redwards of
the Balmer (λ3648 Å) and Paschen (λ8204 Å) jumps.
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Figure 6. Model BEL luminosities for Lyα, C IV, H β, and He II 4686 Å, for
the s = 2 (constant ionization parameter) steady-state model. These values
of Llineassume that the BLR covers 4π steradian of the continuum source
(see discussion in Section 4.1). The measured emission-line luminosities
(dashed lines) are exceeded for ionization parameters log (U) � −1.1. The
solid vertical line indicates log (U) = −1.23, corresponding to our Model 2;
for our chosen normalization of Ncol, this value approximately maximizes
the line intensities.

Next we determine the wavelength-dependent response functions
for each of the DC bands. We include the effects of responsivity
(Section 3.4) and anisotropy (Section 3.4.2) in the same fashion
as for the BELs. The inclusion of anisotropic emission does not
strongly affect the measured centroids for either model; this demon-
strates that the DC emits fairly isotropically. The Model 1 (s = 0)
DC has a higher responsivity at large radii, so τ ε < τη (Fig. 8,
bottom left). For Model 2 (s = 2), the DC is more responsive in the
inner regions, thus τ ε > τη for that model (Fig. 8, bottom right).
We also highlight that the DC delays at wavelengths near Hβ are
significantly smaller (by a factor of ∼2) than the delays predicted
for the H β BEL itself.

While the wavelength dependence of the DC luminosities for the
two models are broadly similar, their temporal behavior is markedly
different. For Model 1, the lags are larger blue-wards of the Balmer
and Paschen jumps, while Model 2 displays the opposite behaviour,
with elevated lags red-wards of the jumps. Whether such differences
in temporal behaviour are ever realized in practice will depend on
the fractional contribution of the DC emission to the total continuum
emission Fdiff (see Section 5.4 for details).

4.4 Comparison of diffuse continuum properties
for pressure-law BLRs

As noted above, our single-component pressure-law models do not
reproduce the measured emission-line luminosities or their ratios for
NGC 5548 in detail; multiple components (spanning a broad range
in density and/or ionization) would be required. For this reason,
we now extend the analysis of Section 4.3 to encompass models
spanning a broader range of nH and U.

4.4.1 Density dependence

We investigate the DC emitted by a range of s = 0 models span-
ning 8 ≤ log[nH /cm−3] ≤ 14, with other parameters identical to
Model 1. The behaviour of the DC depends strongly on nH. At

low densities, the gas is highly ionized, and the reprocessed con-
tinuum is dominated by electron scattering, mostly free–free. For
log[nH /cm−3] = 8, the DC luminosity is almost two orders of mag-
nitude smaller than that of the incident continuum, and is produced
at radii of ∼20 light-days (Fig. 9, top panels). As nH increases, the
DC emission becomes more prominent, its SED becomes dom-
inated by the Balmer and Paschen continuum features (mostly
free-bound recombination continuum), and it is produced at larger
radii, 20 � τ η � 80 light-days (Fig. 9, middle panels). The delay
centroid τ η shows a strong wavelength dependence, with longer
lags blue-wards of the Balmer and Paschen jumps. At the highest
nH (log[nH /cm−3] > 1012 cm−3), the BLR reprocesses so much of
the ionizing continuum that, for full source coverage, the DC actu-
ally exceeds the brightness of the incident nuclear continuum over
much of the UV–optical regime. At these high densities, unlike H β,
the DC is dominated by gas at small BLR radii (high incident ion-
izing photon flux), and therefore responds on comparatively shorter
time-scales, τ η < 20 d (see also Korista and Goad 2001, their Figs 1a
and b).

4.4.2 Ionization parameter dependence

We investigate a range of s = 2 models spanning −1.98 ≤ log (U) ≤
0.52, altering the density normalization at r20, and keeping the Ncol

normalization the same as before, i.e. a high U model corresponds
to a lower density normalization at r20 (the highest U model shown
here has a density at r20 of log nh = 9.0 cm−3). For s = 2 models, the
response function centroids τ η(λ) show the opposite trend in wave-
length to s = 0 models, that is, τ η(λ) is slightly smaller blue-wards
of the Balmer and Paschen jumps (Fig. 10). The DC contribution is
not strongly sensitive to the ionization state of the gas over a broad
range in U, as the gas is cooled primarily by line emission in this
regime; the flux contours for the DC bands on the nH–
H plane are
widely separated (e.g. Fig. 3). At high values of U the reprocessed
continuum is dominated by weak free–free continuum and electron
scattering and thus resembles a power law. This continuum is weak
relative to the incident UV–optical continuum (<1 per cent of the
total), while the total line emission from such gas is insufficient to
match the measured broad emission-line luminosities.

5 MO N T E C A R L O MO D E L I N G O F B L R
L I G H T C U RV E S

The values of τ (λ) presented thus far, for both the broad emission
lines and reprocessed continuum, represent the ‘steady-state’ val-
ues. In practice, such values are seldom (if ever) realized because
measured values depend not only on where the lines and continuum
form, but also on the nature of the driving continuum (i.e. amplitude
and characteristic variability time-scale), and on the precise details
of the monitoring program (e.g. campaign duration and sampling
rate). See Goad & Korista (2014) for details. A possible exception
would be for a short sharp continuum event (i.e. a delta-function
pulse in the continuum). Here, we simulate an ensemble of driv-
ing continuum light curves that have similar statistical properties to
those observed for NGC 5548, and combine these with the response
functions of our BLR models to obtain simulated light curves for
the broad emission lines and diffuse continuum bands. We then
measure the lags directly from the cross-correlation of our model
light curves with the driving continuum light curve, mimicking a
real observing situation. In general, this process results in measured
delays that are significantly shorter than the ‘steady-state’ values
(as indicated by the centroid of the response function).
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Diffuse continuum contribution to AGN delays 543

Figure 7. The emissivity-weighted effective radii, rε (left-hand panel), and emissivity-weighted delay τ ε (right-hand panel), as a function of nH, for s =
0 models with log[Ncol /cm−2] = 22.5. The delays shown in the right-hand panel accounts for anisotropic emission from the BLR clouds, which acts to
increase the time delays relative to the isotropic case. In general, lower values of nHresult in a BLR that emits most efficiently at larger radii, increasing the
emissivity-weighted delay. The black solid lines show the location of log[nH /cm−3] = 10.75 , corresponding to our Model 1.

Table 2. Steady-state models

Line log [Lline] rε rη τ ε τ η τCCF, peak τCCF, cent

[light-days] [light-days] [days] [days] [days] [days]
(1) (2) (3) (4) (5) (6) (7) (8)

Model 1: s = 0, log[nH /cm−3] = 10.75, log[Ncol /cm−2] = 22.5
Lyα 42.8 36.2 46.5 47.7 61.6 35.7 ± 6.6 39.4 ± 8.6
C IV 42.7 20.9 35.0 24.6 40.9 29.7 ± 3.5 33.6 ± 4.8
H α 41.9 58.9 70.2 68.3 81.4 41.2 ± 25.6 44.9 ± 24.4
H β 41.3 46.3 52.8 56.0 63.6 34.1 ± 4.7 33.3 ± 7.2
He II 4686 Å 41.1 21.4 30.1 22.3 31.2 17.6 ± 1.2 20.5 ± 2.7
Mg II 42.0 74.4 101.3 92.7 126.8 76.8 ± 65.7 77.4 ± 65.1

Model 2: s = 2, log (U) = −1.23, log[Ncol /cm−2](r20)=22.5, log[nH /cm−3](r20)=10.75
Lyα 43.1 50.5 Cx 50.5 Cx 28.6 ± 3.6 29.8 ± 3.8
C IV 43.1 51.0 Cx 55.5 Cx 32.9 ± 10.7 36.1 ± 10.6
H α 42.0 53.7 Cx 59.0 Cx 21.7 ± 10.2 22.4 ± 10.6
H β 41.4 53.7 32.4 57.9 34.3 23.3 ± 10.1 27.6 ± 12.8
He II 1640 Å 42.2 56.7 39.4 63.9 47.8 36.0 ± 19.8 40.4 ± 19.1
He II 4686 Å 41.3 54.3 37.3 54.6 37.8 26.0 ± 8.1 30.6 ± 9.7
Mg II 41.2 22.2 35.9 24.0 37.3 − 25.2 ± 89.8 − 25.2 ± 89.6

Notes. The responsivity of the MgII BEL in our models is very low; thus, the CCF lags measured for that line are highly uncertain and would not be accurately
measurable in a real observing situation. (1) Broad emission line name. (2) Log of the line luminosity in units of erg s−1, for a BLR covering 4π steradian of
the continuum source. (3) Emissivity-weighted BLR radius, in units of light-days. (4) Responsivity-weighted BLR radius, in units of light-days. ‘Cx’ denotes
lines that have negative repsonsivity for a non-negligible fraction of the radial extent of the BLR; the integrated line luminosities may respond positively or
negatively to continuum changes, and their response functions do not have a well-defined responsivity-weighted centroid. (5) Emissivity-weighted transfer
function centroid, in days, allowing for anisotropic emission. (6) Responsivity-weighted transfer function centroid, allowing for anisotropic emission. ‘Cx’
denotes lines that have negative repsonsivity for a non-negligible fraction of the radial extent of the BLR. (7) Mean CCF peak delay time for the continuum
versus line response, using response functions that include the effects of local anisotropy and responsivity. The BELs are driven using a Damped Random Walk
continuum with a 500-day baseline (Section 5.1). The measurement is repeated for 10 000 realizations of the DRW continuum; for each realization, the CCF is
obtained using the methodology of White & Peterson (1994) (Section 5.2). The uncertainty shown is the standard deviation of the peak values. (7) Mean CCF
centroid, and its standard deviation, for 10 000 realizations of the DRW continuum.

For comparison with recovered response functions, we here adopt
a ‘locally linear’ response approximation, estimating the marginal
response of the emission lines (and diffuse continuum bands) to
continuum variations about their steady-state (average) values. This
approach is suitable (and computationally less expensive) for small
continuum variations about the mean, but becomes progressively
poorer as the amplitude of the continuum variations increases. Key
assumptions underpinning this method include:

(i) The driving ionizing continuum source as seen from the BLR
is point-like.

(ii) There is a linear relationship (though not necessarily 1:1)
between the driving continuum variations and the emission-line (or
DC) response.

(iii) The emission-lines (or DC) respond effectively instanta-
neously to local variations in the incident ionizing continuum
flux.

(iv) No new material is added or destroyed.
(v) The dominant time-scale is the light crossing time.
(vi) As the driving continuum varies, only its amplitude changes,

not its overall shape.
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544 D. Lawther et al.

Figure 8. Top: The specific luminosities λLλ for the diffuse BLR continuum components, as a function of rest-frame wavelength, for Model 1 (s = 0, left-hand
panel) and Model 2 (s = 2, right-hand panel). We also show the luminosities of the nuclear continuum as presented by Mehdipour et al. (2015), and the total
continuum that would be observed for these models, i.e. the sum of the nuclear and diffuse components. Bottom: The effective emissivity-weighted (rε) and
responsivity-weighted (rη) radii in units of light-days, and centroids of the emissivity–weighted (τ ε) and responsivity-weighted (τη) response functions in
units of days, for the diffuse continuum response functions, as a function of wavelength. As the response functions describe the response of the BLR to a
delta-function pulse in the continuum luminosity, their centroids do not take the variability properties of an AGN-like driving continuum into account; see
Fig. 12 for the corresponding driven lags. We note that for both models rε and τ ε almost overlap, as do rη and τη – this implies that the diffuse continuum
emits fairly isotropically at all radii.

These assumptions are adopted only for expediency. For all but
the highest ionization lines, the assumption of a point-like contin-
uum source remains a valid approximation. SED variations can and
do occur, but are generally secondary to changes in the ionizing
continuum flux. A locally linear response can be justified provided
that the amplitude of the continuum variations remain small. Under
these conditions, the emission line (or DC) light curve at time t, L(t)
can be represented by the convolution of the emission-line (or DC)
transfer function �(τ ) with the driving ionizing continuum light
curve at previous times C(t − τ ) :

L(t) =
∫ ∞

−∞
�(τ )C(t − τ )dτ . (19)

Typically, this equation is solved in its linearized form,

�L(t) =
∫ ∞

−∞
� ′(τ )�C(t − τ )dτ , (20)

with non-variable emission-line (DC) components consigned to a
background term.

5.1 Driving the BLR with a model continuum

On time-scales of approximately weeks to months, the continua of
AGN vary approximately as a damped random walk (DRW) in the
logarithm of the flux (e.g. Kelly, Bechtold & Siemiginowska 2009;
Kozłowski et al. 2010; Zu et al. 2013; Edelson et al. 2014). A DRW
process is characterized by a variability amplitude σ DRW, along with
a damping (or characteristic) time-scale Tchar upon which it tends
to return to the mean. For model BLRs driven by DRW continua,
Goad & Korista (2014) perform an in-depth investigation of the
influence of both the observational constraints (campaign length,
observational cadence) and the DRW parameters, on the measured
lags. The lag for emission line light curves produced by their model
BLR, as measured using the interpolated cross-correlation function
(ICCF) method (White & Peterson 1994), is strongly dependent on
Tchar of the input continuum, in the sense that short characteristic
time-scales lead to underestimated lags (relative to the centroid of
the response function). The measured lags approach the expected
(i.e. steady-state) values for Tchar > rout/c.

The continuum variability displayed by NGC 5548 over the pe-
riod 1989–1993 can be described as a DRW with characteristic
time-scale Tchar ≈ 40 d and signal variance σ DRW = 0.04 (Collier
et al. 2001). This damping time-scale is considerably shorter than
the maximum light travel times for our model BLR (i.e. 2rout/c =
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Diffuse continuum contribution to AGN delays 545

Figure 9. Left-hand panels: Specific luminosity of the diffuse (solid line) and incident (dashed line) continuum components, for s = 0 models spanning a
range of nH, 8 ≤ log[nH /cm−3] ≤ 14. The DC contribution is stronger, and the Balmer and Paschen features are more pronounced, at higher nH. Right-hand
panels: The corresponding wavelength-dependent response function centroids τη(λ) for the diffuse continuum, including the effects of anisotropy. For higher
nH, the DC is efficiently emitted closer to the black hole, producing shorter delays. As these quantities are measured from the response functions, they do not
take the properties of the driving continuum into account; see Fig. 13 for the corresponding driven lags.
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Figure 10. Left-hand panels: Specific luminosity of the diffuse (solid line) and incident (dashed line) continuum components, for s = 2 models spanning a
range of ionization parameter, 0.52 ≥ log[nH /cm−3] ≥ −1.98. The DC emits more brightly for models with lower U. Right-hand panels: the corresponding
wavelength-dependent responsivity-weighted centroid τη(λ) of the response function for the diffuse continuum, including the effects of anisotropy. The
temporal behavior near the Balmer and Paschen breaks for the s = 2 models is qualitatively different from the s = 0 case (Fig. 9). As these quantities are
measured from the response functions, they do not take the properties of the driving continuum into account; see Fig. 14 for the corresponding driven lags.

280 d). It is therefore important to take the continuum variability
behavior into account when comparing our model lags to measured
values. To this end, we generate DRW continuum light curves with
which to drive the BLR. For uniform sampling, the DRW is equiva-
lent to a discrete, autoregressive AR(1) process (Kelly et al. 2009, as
detailed in their Appendix); we generate light curves with a cadence
of 1 rest-frame day, using the AR(1) algorithm to obtain the log-
arithm of the flux in each subsequent time-step. Unless otherwise
indicated, the DRW continuum light curves used in this work are
generated using TDRW = 40 d and σ DRW = 0.04, with a campaign
duration of 500 rest-frame days.

The BEL and DC light curves, as driven by this ionizing contin-
uum, are then generated by convolving the DRW light curve with
the relevant BLR response function (Section 3.4) representative of
a particular emission line or diffuse continuum band. We show an
example DRW continuum light curve, along with the driven BEL
light curves for four emission line species (Lyα, CIV, H β, and
MgII), in Fig. 11. These indicate a broad range in amplitude and
delay, i.e. a stratified and spatially extended BLR, as is commonly
observed.

5.2 Lag determination via cross-correlation

Given the continuum and the BEL (or DC) light curves described in
Section 5.1, we measure the as-observed lag, following the ICCF
method (White & Peterson 1994), commonly used to determine
lags for real RM campaigns (e.g. Kilerci Eser et al. 2015; Lu et al.
2016; Pei et al. 2017). We measure both the peak value of the cross-
correlation function (τCCF, peak) and the centroid (τCCF, cent), deter-
mining the centroid over the range in which the CCF coefficient ex-
ceeds 80 per cent of its peak value. We primarily work with τCCF, cent

in our analysis, as this measure is less susceptible to bias towards
shorter lags (Pêrez, Robinson & de La Fuente 1992a). The detailed
shape of the CCF depends strongly on the specific realization of
the DRW continuum (i.e. the continuum autocorrelation function),
which is stochastic in nature. We therefore generate 10 000 real-
izations of the DRW continuum for each of our model BLRs, and
determine the CCF peak and CCF centroid for each realization. This
allows us to determine the mean and standard deviation of τCCF,cent

for each BEL and each diffuse continuum waveband, holding the
DRW parameters Tchar and σ DRW constant. Quoted lags (Table 2,
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Diffuse continuum contribution to AGN delays 547

Figure 11. Driving the BELs for model 1 using a DRW continuum with Tchar = 40 d and σ char = 0.4 (Section 5.1). Here, we show one example realization of
the DRW continuum; in order to determine the average delays and their statistical uncertainties, we generate 10 000 realizations of this continuum light curve.
Including the effects of anisotropic emission generally increases the observed lag and decreases the response amplitude. As an extreme example, the Mg IIBEL
responds very weakly in our model when anisotropic emission is taken into account (i.e. the η-weighted light curve).

columns 7 and 8) represent the mean and standard deviation of the
lag distributions (peak and centroid), given 10 000 DRW continuum
realizations. We assume measurement errors of 1 per cent for the
driving continuum light curve, and of 5 per cent for the BEL (or
DC) light curve.

5.3 CCF lags for the emission lines

We show light curves for four Model 1 BEL, as driven by a single
realization of the DRW continuum, in Fig. 11. For each BEL we
show two light curves, one of which is generated for a response
function that includes the effects of line responsivity (Section 3.4.1);
these effects tend to delay and weaken the line response. Of the
lines tested, the C IV BEL shows the strongest response, while the
response of Mg II is negligible once the line responsivity is taken
into account. A weak response for Mg II appears to be a general
property of photoionization model calculations (e.g. Goad et al.
1993). Observationally, Cackett et al. (2015) find for NGC 5548 that
the Mg II broad-line luminosity does not correlate with continuum
variations. For a sample of 68 quasars with multiple Sloan Digital
Sky Survey observations, Blanton et al. (2017); Zhu, Sun & Wang
(2017) find that Mg II responds only weakly to continuum variations
(η ∼ 0.46). These findings may preclude the use of this line for
reverberation mapping studies, though we note that a handful of
significant lag measurements have been reported for this line (e.g.
Metzroth, Onken & Peterson 2006; Shen et al. 2016). Further, while

Mg II line widths have been used as proxies for the BLR velocity
field in single-epoch MBH estimates (e.g. Vestergaard & Osmer
2009; Shen et al. 2011), for a fraction of objects, the Mg II line
width is not representative of the H β line width, as is often assumed
(Vestergaard et al. 2011).

We present the BEL CCF centroids for Models 1 and 2 in Ta-
ble 2. Much of the discrepancy between the response function
centroids (Section 4.2) and the pre-2014 observed lags can be
attributed to the variability behaviour of the continuum source:
for H β we retrieve a lag of τCCF,cent = 33.3 ± 7.2 d (Model 1),
or τCCF,cent = 27.6 ± 12.8 (Model 2). Both are formally consis-
tent with the longest H β delays measured historically for NGC
5548 (26.9+1.5

−2.2 d; Zu, Kochanek & Peterson 2011), which are
observed at continuum luminosities similar to those of the 2014
campaign.

The lags obtained using the CCF method are, however, still sig-
nificantly larger than the values obtained by Pei et al. (2017) for
the 2014 campaign. The damping time-scale is considerably shorter
during the 2014 campaign (≈12 d, as measured from the Structure
function by MG). We therefore test the sensitivity of the measured
H β lags to the damping time-scale of our model continuum. While
larger values of TDRW do yield larger lags, approaching τ η (as also
found by Goad & Korista 2014), we find CCF centroids of τCCF,cent

∼ 30 d (albeit with a larger standard deviation of the lag distribu-
tion) even for small TDRW ∼ 5 d. Thus, our pressure law models

MNRAS 481, 533–554 (2018)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/481/1/533/5076066 by guest on 14 August 2020



548 D. Lawther et al.

cannot reproduce the very short lags observed in 2014, even allow-
ing for an abnormally short characteristic time-scale for the driving
continuum.

5.4 CCF lags for the diffuse continuum

For Models 1 and 2, the recovered CCF centroids for the DC
(τCCF,cent, Fig. 12, top panels) are a factor of ∼2 smaller than the
corresponding response function centroids as derived in Section 4.3.
This is the lag signal we would measure for the DC emission if it
could be isolated from the total continuum light curve (incident +
diffuse + constant components). To first order, and assuming that the
nuclear continuum has zero lag at the wavelength of interest, we can
determine a rough estimate for the measured continuum lag as the
product of the diffuse continuum lag and the diffuse continuum frac-
tion, τCCF,cent × Fdiff, where Fdiff = Lν(diff.)/(Lν(diff.) + Lν(nuc.)).
For example, if the DC component dominates the measured contin-
uum flux, we expect to measure a delay for the measured continuum
bands similar to that found for the DC. Conversely, for a weak DC
component, the continuum flux is dominated by the (in this case
lag-less) disc component, yielding zero delay. For intermediate DC
contributions, the measured continuum delay will lie somewhere
between these two extremes, depending on the exact details of the
driving continuum variations.

Given values of Fdiff in the range 0.1–0.3 (Fig. 12, bottom pan-
els), the continuum for Models 1 and 2 will thus lag the incident
continuum by several days at wavelengths short-ward of the Balmer
and Paschen jumps. These estimates of the lag assume full cover-
age of the continuum source by the BLR. The ratio Fdiff, and thus
the observed lag will, according to this prescription, scale linearly
with source covering fraction. The measured continuum lag may
therefore be smaller than that shown in Fig. 12 by a factor of ap-
proximately few. Note that here we neglect any intrinsic inter-band
continuum lag due to the accretion disc geometry. We address both
these issues in Section 6.

5.4.1 Dependence of CCF lags on nH for s = 0

At log[nH /cm−3]<10, Fdiff is low, and thus the DC contributes
little to the delay signal (Fig. 13, top panels). As nH increases, the
luminosity of the DC approaches and eventually exceeds that of
the nuclear continuum, i.e. Fdiff increases with nH (Fig. 13, right
panels). We note that, for log[nH /cm−3] ≥ 10, a substantial lag
will be introduced into the observed continuum, as the product
τCCF,cent × Fdiff becomes non-negligible. While the higher-density
models produce DC emission primarily at smaller radii, this effect
is balanced to some degree by the increase in Fdiff. In particular,
for log[nH /cm−3] > 10, the product τCCF,cent × Fdiff yields lags
of between 4 and 12d immediately blue-wards of the Balmer and
Paschen jumps (assuming full source coverage).

5.4.2 Dependence of CCF lags on log (U) for s = 2

As noted in Section 4.4, the wavelength dependence of the response
function centroids for s = 2 models is in a sense ‘reversed’ compared
to that of the s = 0 models, and tends to decrease with increasing
wavelength. While the strength of the DC component is marginally
larger for Model 2, the wavelength dependence of the DC delays
is a relatively weak function of wavelength (Fig. 14, left-hand pan-
els), while Fdiff depends strongly on wavelength. The scaled lags
therefore will tend to show behaviour resembling that of Model 1,

with delays generally increasing with increasing wavelength, but
with less significant reductions in delay longward of the Balmer
and Paschen jumps.

The DC responds on very short time-scales for high ionization
parameters log (U) ∼ 0; however, very little diffuse continuum is
produced at these ionization levels. On the density-flux plane (nH,

H), the diffuse continuum contours are widely spaced for log [U]
� 0 (roughly the bottom-right regions for the continuum bands
shown in Fig. 3) and thus the DC contribution is largely insensitive
to U over a broad range in ionization parameter, −1 � log (U) �
−2. For ionization parameters small enough to produce sufficient
BEL luminosity to match observations (i.e. log (U) � −0.5, Fig. 6),
the product τCCF, cent × Fdiff is ∼2 − 8 d blue-wards of the Balmer
and Paschen jumps, assuming full BLR coverage.

5.4.3 Dependence of the diffuse continuum lags on TDRW

To test the effect of the driving continuum behavior on the measured
DC lags, we repeat our measurements of τCCF, cent for Model 1,
applying a range of characteristic DRW time-scales, 5 d ≤TDRW

≤ 160 d. We keep the variability amplitude constant at σ DRW =
0.04. For small values of TDRW, the DC lags we recover are between
50 per cent and 100per cent smaller immediately shortward of the
Balmer jump, relative to the TDRW = 40-d realizations (Fig. 15).
Even so, we find TCCF,cent ∼ 20 d for this wavelength region even for
TDRW ∼ 5 d. Thus, after scaling by the appropriate Fdiff and source
covering fraction, we do expect to observe some contamination of
the observed lag spectrum due to DC, even assuming very short
variability time-scales for the driving nuclear continuum.

6 D ISCUSSION

Our main finding is that for pressure-law models that roughly repro-
duce the observed BEL luminosities, a substantial DC component
is also present. Contamination of the observed UV–optical contin-
uum by this DC component introduces a delay signature distinct
from that arising in the reverberating disc. This additional delay is
of order approximately few days, as estimated by the product of
Fdiff × τCCF at the Balmer continuum peak (Figs 13 and 14). The
only pressure law models that do not introduce a substantial addi-
tional lag signal are those with low gas densities (for s = 0 models)
or high ionization parameters (for s = 2 models); such models also
fail to produce sufficient BEL flux to match the observed emission-
line luminosities.

6.1 The BLR covering fraction

The lags determined in Sections 5.3–5.4 assume that the BLR covers
the entire continuum source, which is unphysical for AGN where
we observe the continuum directly; realistic BLRs must have lower
source coverage. The ratios of the model emission-line luminosi-
ties to the observed luminosities provide a rough lower limit on the
BLR covering fraction allowed by the data for pressure-law density
distributions. For Model 1, the H β BEL is in any case underlumi-
nous, possibly due to limitations of the photoionization modeling
(Section 4.1). However, the observed C IV luminosity constrains the
covering fraction (as seen from the continuum source) to be larger
than ∼60 per cent for Model 1. For Model 2, the covering fraction
must exceed ∼32 per cent in order to produce sufficient luminosity
in all the BELs. Typical global BLR covering fractions for AGNs
are ∼0.4, as inferred from the statistics of intervening UV absorp-
tion lines (Dunn et al. 2007). Thus, the required covering fractions
are not unreasonable, given our simple density distributions.
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Figure 12. Top: CCF peak lags and centroids for the BLR diffuse continuum component, in units of days, for Model 1 (s = 0, left-hand panel) and Model
2 (s = 2, right-hand panel). To obtain the lags, we drive the steady-state BLR models using a nuclear continuum light curve with the logarithm of the flux
following a DRW with TDRW = 40 d and σDRW = 0.04, similar to the continuum variation properties observed for NGC 5548 during 1989–1993. We repeat this
simulation 10 000times; the lags presented are the mean values of the lag distribution at a given wavelength. The pink shaded region displays the 1σ standard
deviation of the CCF centroid distribution at each wavelength. Bottom: Fdiff, the ratios of diffuse continuum λLλ (DC), to total continuum λLλ(incident+DC),
as a function of wavelength.

6.2 Combined DC and disc lag spectrum

The DC lag spectra (scaled by Fdiff) are shown in Fig. 16 (red dashed
curves), assuming covering fractions of 60 per cent and 33 per cent
for Models 1 and 2, respectively. A DC lag of this magnitude can be
differentiated from the standard X-ray disc reprocessing models due
to the prominent Balmer and Paschen features in the lag spectrum.
Fausnaugh et al. (2016) find an additional lag of ∼0.6−1.2d in
their Swift u-band data for NGC 5548, in comparison to the τ∝λ4/3

model. In a qualitative sense, this resembles the signature of DC
contamination predicted by our models. To facilitate a quantitative
comparison with the observed lags, we now make a rough estimate
of the lag spectra that are expected for our Models 1 and 2, including
the effects of illumination of a temperature-stratified accretion disc
by an X-ray corona. For the disc reprocessing lags, we employ the
wavelength–disc size scaling relation presented by Edelson et al.
(2017) (their equation 3):

r = ctAD ≈ 0.09

(
X

λ

1928 Å

)4/3

M
2/3
8

(
ṁEdd

η

)1/3

, (21)

where λ denotes the wavelength observed, M8 is the black hole mass
in units of 108 M�, ṁEdd is the ratio of the accretion rate to the
Eddington rate, and η is the radiative efficiency. The accretion disc
delay tAD is in units of days. For NGC 5548, M8 = 0.52 (Bentz &

Katz 2015); we assume η = 0.1. The scaling factor X encapsulates
the mapping from disc surface temperature to effective wavelength
at a given accretion disc radius r; we assume a flux-weighted radius
based on the temperature stratification of the Shakura & Sunyaev
(1973) α-disc model, in which case X = 2.49 (Fausnaugh et al.
2016). For each wavelength bin, we calculate the weighted sum of
tAD and the DC lags,

Total lag = (CF × Fdiff )τCCF,cent + (1 − CF × Fdiff )tAD, (22)

where CF denotes the total covering fraction. We note that this
is merely a first-order approximation of the lag that would result
from a combined accretion disc and DC lag signal; in particular, the
assumption that the observed lag scales linearly with the relative
luminosities may not be valid in practice. Nevertheless, this expres-
sion reduces to tAD for small Fdiff, and to τCCF,cent for large Fdiff and
covering fraction, as expected.

We display the total lag spectra for Models 1 and 2, assuming
the minimum covering fractions allowed by the observations, in
Fig. 16 (black dotted curve). Comparison with the observed de-
lays (Fausnaugh et al. 2016) is complicated by the fact that most
of these are derived from broadband photometry. Thus, each filter
samples a range of delays. To illustrate this effect, we estimate the
observed delay expected in the UVOT U bandpass, given our Mod-
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Figure 13. Left-hand panels: CCF centroids, in days, for the diffuse continuum component, for s = 0 models spanning a range of nH, 8 ≤ log[nH /cm−3] ≤ 14.
The CCF is determined using the interpolated-CCF method (Section 5.2), for 10 000 realizations of a DRW driving continuum (Section 5.1). The pink-shaded
region displays the 1σ standard deviation of the CCF centroid distribution at each wavelength. Right-hand panels: The diffuse continuum fraction, Fdiff =
Lν (diff.)/(Lν (diff.) + Lν (nuc.)), for each model.

els 1 and 2 with covering fractions of 60 per cent and 33 per cent,
respectively (Fig. 16, magenta stars). We calculate these delays
by making a weighted sum of the DC response functions at each
discrete wavelength probed by our photoionization modeling, us-
ing weights corresponding to the normalized Swift UVOT U filter
throughput function. This yields an approximate response function

for the U bandpass, for which we generate simulated U band light
curves using a DRW driving continuum, as per Section 5.4. We
then estimate Fdiff for the U band as the weighted average Fdiff for
the individual continuum bands, again using weights correspond-
ing to the normalized filter throughput function. We calculate the
observed U band delay using equation (22), including the weighted
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Figure 14. Left-hand panels: CCF centroids, in days, for the diffuse continuum component, for s = 2 models spanning a range in ionization parameter,
0.52 ≥ log U ≥ −1.98. The CCF is determined using the interpolated–CCF method (Section 5.2), for 10 000 realizations of a DRW driving continuum
(Section 5.1). The pink-shaded region displays the 1σ standard deviation of the CCF centroid distribution at each wavelength. For the log (U) = −0.48 model,
the DC responds extremely weakly at wavelengths between 6500 and 8000Å, and the ICCF method fails to find a centroid for almost all DRW continuum
realizations. We therefore do not include the τCCF at wavelengths beyond than 6000 Å for this model. Right-hand panels: The diffuse continuum fraction,
Fdiff = Lν (diff.)/(Lν (diff.) + Lν (nuc.)), for each model.

average tAD across the bandpass. For both models, our estimated U
band delay is somewhat shorter than the monochromatic delay just
bluewards of the Balmer break, as expected given that the U band
also samples the region redwards of the Balmer break, for which
the delay induced by the DC is short. We do not include the effects
of BLR kinematics in this calculation. Rotational broadening will
tend to smooth out any sharp features seen in the delay spectrum
(e.g. at the Balmer and Paschen jumps), but we expect this effect
to be negligible for the U band, for which the continuum longward
of the Balmer jump contributes only a small fraction of the total
light.

The accretion rate dependency of the underlying disc delay spec-
trum introduces an additional uncertainty when comparing to the
observed lags. We assume ṀEdd = 0.1 for the disc spectrum dis-
played in Fig. 16; higher Eddington ratios (or lower accretion ef-
ficiencies) produce steeper accretion disc lag spectra. Fausnaugh
et al. (2016) argue that ṀEdd is unlikely to be much higher than
0.1 for NGC 5548 in 2014, unless the disc is seen very close to
edge-on. Given these uncertainties, the simplicity of our pressure-
law models, and choice of BLR geometry, we do not expect an
exact correspondence between the predicted and observed delay
spectra. In particular, Model 1 predicts total (disc plus DC) de-

lays that roughly match the observed delays in the far-UV and the
optical regimes, while the model lags near the Balmer continuum
feature exceed the measured values. Model 2 matches the observed
delays only in the far-UV. However, a significant delay contribution
from DC emission, with a similar gross wavelength dependence,
is likely ubiquitous for pressure law models capable of emitting
strong broad-line flux (Section 5.4). These results strongly suggest
that DC contamination is responsible for a substantial fraction of
the observed delays across the entire UV-optical spectral region,
and not just at the Balmer continuum feature. Thus, DC contami-
nation must be taken into account when interpreting the larger than
expected accretion disc sizes inferred from continuum reverbera-
tion mapping (Section 1.1). Indeed, for the nearby Seyfert 1 galaxy
NGC 4593, Cackett et al. (2018) find strong evidence for the DC
Balmer continuum feature in their inter-band spectroscopic (HST)
and Swift delay spectrum. Given the strength of this feature, they
suggest that there may be a significant DC contamination of the de-
lay spectrum at all UV-optical-NIR wavelengths. That is not to say
that DC contamination is the only significant cause of the observed
long delays. In particular, scattering effects in the accretion disc at-
mosphere may influence the observed delays and their wavelength
dependence, producing increased inter-band delays for the standard
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Figure 15. Diffuse continuum CCF centroids, in days, for Model 1, but with driving continua spanning a range of damping time-scales TDRW. The CCF is
determined using the interpolated-CCF method (Section 5.2), for 10 000 realizations of each DRW driving continuum (Section 5.1).

Figure 16. An estimate of the total lag spectrum (black-dotted curves) comprising the accretion disc lag τAD (blue solid curves) and the DC lag (red dashed
curves), for the minimum source covering fraction allowed by the line luminosities, i.e. 60 per cent for Model 1 (left-hand panel), and 33 per cent for Model
2 (right-hand panel). The accretion disc lag is calculated using equation (21), assuming an Eddington ratio of 0.1. The total lag is the weighted sum of the
two components (equation (22)). Yellow circles indicate the measured total continuum lags for the 2014 AGN STORM (Peterson, PI) RM campaign of NGC
5548 (Fausnaugh et al. 2016). Clearly, for spherically symmetric pressure law models that generate sufficient BEL luminosity to match observations, the delay
induced by DC contamination represents a significant contribution to the total observed delay at a given UV-optical wavelength. To illustrate the effect of
measuring inter-band delays using broadband photometry, we estimate the observed lag in the Swift UVOT U bandpass for our Models 1 and 2 (magenta stars).
The uncertainty on the U band delay represents the standard deviation of the distribution of ICCF delay centroids obtained for 10 000 realizations of the DRW
continuum, while the horizontal ‘error-bar’ represents the filter FWHM.

disc geometry (Hall, Sarrouh & Horne 2018). Non-standard accre-
tion discs are also a distinct possibility. For example, Starkey et al.
(2017) suggest that the observed delays for NGC 5548 may be due
to a tilted inner-disc geometry (Nealon, Price & Nixon 2015).

We emphasize that these single component pressure-law models
are intended to grossly match the observed emission-line lumi-
nosities and not their detailed temporal behavior. Kaspi & Netzer
(1999) study the temporal behavior of s = 2 pressure law BLR mod-
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els. Their models reproduce the observed steady-state luminosities
and typical delays for the strongest UV BEL (excluding H β), but
do not reproduce the observed BEL light curves for NGC 5548
in detail. Thus, while pressure laws capture the gross properties
of real BLRs, additional model complexity and/or deviations from
spherical symmetry are required to reproduce all salient features.
For this reason we do not attempt to ‘fit’ our models (e.g. varying
the normalizations of nH and Ncol along with the covering factor) to
the observed inter-band continuum delays.

6.3 Atypically small BEL lags for NGC 5548

The BEL lags measured during the 2014 campaign are unusually
small, given the continuum luminosity at the time (Pei et al. 2017).
Our models cannot simultaneously produce sufficient BEL lumi-
nosity to match observations, and produce H β lags of order ∼5 d.
One possible explanation for the short observed BEL lags is that
the nuclear continuum lacks variational power on sufficiently long
time-scales during this campaign; this may decrease the measured
BEL lags (e.g. Goad & Korista 2014). However, we do not find that
adopting small values of TDRW reduces the H β lags produced by
our model sufficiently to explain the lags observed in 2014.

In early 2000 NGC 5548 went into an historic low-state dur-
ing which the strong broad UV emission-lines, most notably C IV,
disappeared. We speculate that during this time the nuclear region
became enshrouded with gas and dust. Large dust grains are robust
to destruction by UV photons. Thus when climbing out of this low
luminosity state, the destruction of UV photons on grains will re-
duce the strength of the emission lines relative to what one would
normally expect for the same continuum luminosity. The reduc-
tion in the strength of the CIV emission-line core relative to the
emission-line wings in NGC 5548 during 2014 cf. 1993, when the
continuum luminosity was of similar strength, is consistent with
this expectation.

Our models suggest that the diffuse continuum contamination
induces some additional delay in the observed far-UV continuum.
We note that Pei et al. (2017) determine the H β lags relative to the
continuum light curves at 1150 Å and at 1367 Å. At these wave-
lengths the additional lag induced by the diffuse continuum is less
than 0.5 d for Model 2. For Model 1, the HI Rayleigh scattering
feature in the DC produces significant additional lag in a narrow
peak near these continuum bands (Fig. 16). While we do not in-
clude kinematics in our models, this feature would be rotationally
broadened in a real BLR. Even making the extreme assumption that
the Rayleigh feature causes an ∼2-d shift in the adopted ‘zero lag’
bandpass relative to the true ionizing continuum light curve, it is
still insufficient to explain the measured ∼5-d lags in relation to the
expected values at this continuum luminosity.

7 C O N C L U S I O N

Our conclusions are as follows.

(1) For conditions thought relevant to the BLR of Seyfert 1 galax-
ies, simple radial pressure-law models with spherical geometry can
broadly match the observed emission-line luminosities and variabil-
ity behaviour of the majority of the strongest broad UV and optical
emission lines. These models span 1–140 light-days in BLR radius,
and require large (30–60 per cent) covering fractions.

(2) Pressure-law models able to reproduce (or exceed) the ob-
served emission-line luminosities also produce a significant amount
of diffuse continuum emission over the entire UV–optical wave-

length regime. Thus, the behaviour of the diffuse continuum must
be taken into account when interpreting observed continuum inter-
band delays in terms of accretion disc sizes. In our models, the
diffuse continuum is produced over a broad range in radii, and
shows a strong wavelength dependence. The bulk of the diffuse
continuum originates in high-density, moderately ionized gas, i.e.
at radii smaller than the typical formation radius of H β.

(3) After accounting for the fractional contribution of the
wavelength-dependent diffuse continuum to the total continuum
emission, we find additional lags of approximately a few days rel-
ative to the disc reprocessing model. The wavelength dependence
of the delays produced by our models qualitatively resembles the
measured inter-band continuum delays in NGC 5548. In particular,
our models produce excess delays above the underlying disc power
law in the vicinity of the Balmer continuum, and a sharp drop in the
delay signature long-ward of the Balmer jump, in agreement with
the inferred delay spectra (Edelson et al. 2015; Fausnaugh et al.
2016). While we do not attempt to match the observed inter-band
delays in detail, the elevated delays due to the diffuse continuum
can roughly account for much of the discrepancy between observa-
tions and the predictions of reprocessing models. Better constraints
on the covering fraction for the BLR, and on its radial density dis-
tribution and geometry, would help constrain the expected diffuse
continuum lag spectrum.
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Chapter 3

The Re-ignition of the Changing-Look AGN
Mrk 590

I monitored the changing look AGN Mrk 590 using Swift UVOT and XRT as part of my PhD studies.
Initially, our monitoring was intermittent, with observations a few times per year during 2016 and
the first half of 2017. The intent was to ’keep an eye’ on the flux level of this AGN, which was
in a low-flux state since around 2012. Mrk 590 lost its AGN UV–optical continuum and broad
emission lines at some point during 2008–2012 (Denney et al., 2014), along with its soft X-ray
excess emission (Rivers et al., 2012), during this changing look event. However, it continued to
emit faintly in hard X-rays in the low state, indicating that some small amount of gas might still be
accreting. While Koay et al. (2016) do not detect any molecular gas in the nucleus, their upper limit
allows for ∼ 105M⊙ of molecular gas, sufficient to fuel the AGN for ∼tens of thousands of years. It
therefore seemed plausible that the AGN might re-ignite at some point. Indeed, in August 2017 I
observed a sharp rise in the X-ray and UV emission; Mrk 590 has flared repeatedly since this initial
flare-up, and has not fully returned to its 2013–14 low-flux state.

This chapter is comprised of a paper to be submitted (§3.2), along with the full tabulated Swift
XRT and UVOT lightcurves during December 2013 – February 2020 (§3.3), and a continuum
reverberation mapping analysis based on these lightcurves (§3.4). The authors of the draft journal
paper are Daniel Lawther, Marianne Vestergaard and Sandra Raimundo. In the paper, I document
the luminosity evolution of Mrk 590 since 2013, and study the overall shape of the optical to X-ray
SED, based on our Swift UVOT photometry and XRT spectroscopy. I also test for a reappearance of
the soft X-ray component, last observed in a high-flux state in 2011 (Rivers et al., 2012). Based on
the evolution of the Eddington luminosity ratio and on the reappearance of the AGN UV emission
component, I argue that Mrk 590 may have undergone an accretion state transition, from an advection-
dominated state (§1.2.3) to a standard thermal accretion disk. In §3.4 I then use the Swift UV–optical
and X-ray lightcurves to perform an X-ray to UV–optical timing analysis. The results of the timing
analysis are discussed in the context of the ’lamp-post’ model (e.g., Cackett et al., 2007), in which
the X-ray variations cause reprocessing in an accretion disk. I find a ∼ 2.5 day time delay between
the X-ray and UV flux variability, with a high correlation strength between the X-ray and UVOT
UV (but not the optical) lightcurves. An X-ray to UV delay of this duration is a common result of
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high-cadence AGN monitoring campaigns with Swift, but is much longer than the delay predicted by
the X-ray reprocessing model.

The scientific questions addressed in this chapter are:

• Does the recent UV and X-ray flaring activity in the changing-look AGN Mrk 590 represent a
return to bona fide AGN activity, i.e., with a typical UV to X-ray SED?

• Has the Eddington luminosity ratio increased appreciably since the very low luminosity state
observed in 2013, at which point the UV emission was consistent with only a host galaxy
component?

• The soft X-ray excess emission for Mrk 590 disappeared at some point between 2006 and
2011. Given that the X-ray emission now has a similar level as that observed in 2006, which
constraints can we place on the reappearance of soft excess?

• We have observed simultaneous X-ray and UV flares in Mrk 590 since August 2017. How
well do the X-ray and UV flux variations correlate? Is the variability consistent with the
’lamp-post’ model (e.g., Cackett et al., 2007), for which the UV-optical continuum varaitions
are due to reprocessing of the variable X-ray emission in a thin accretion disk?

The main practical questions addressed in this chapter are:

• How well can we constrain soft X-ray excess using Swift XRT and NuSTAR spectra?

• Do the Javelin and ICCF methods produce comparable results for the X-ray to UV reverbera-
tion lag in Mrk 590?

3.1 Statement of Authorship

All data processing and analysis in this Chapter is performed by Daniel Lawther. The manuscript
is written by Daniel Lawther, who also produced the figures; I note that the Python code used to
produce the ICCF figures in the reverberation mapping analysis (i.e., Figures 3.2 to 3.7 of §3.4) is
originally written by Catherine Grier. All co-authors provided feedback during the writing process.
My work on Mrk 590 has benefited greatly from discussions with Marianne Vestergaard, Sandra
Raimundo, Kevin Koay and Dirk Grupe. I thank Kristin Madsen for reprocessing and checking
the December 2016 NuSTAR data, due to intercalibration issues with regards to the Swift XRT flux
(§3.2). I include a signed statement of authorship with this Thesis (Chapter 8).

3.2 Paper to be Submitted

This journal article is at an advanced draft stage. However, our collaborators (led by Giovanni
Miniutti) recently obtained XMM-Newton observations of Mrk 590. These June 2020 observations
display soft X-ray excess emission (G. Miniutti, private communication), which we do not detect
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in our joint Swift XRT and NuSTAR analysis (January 2020) at a similar X-ray flux level. We do,
however, see unexpected spectral complexity near ∼ 2 keV in our stacked XRT spectra. We currently
lack a physical explanation for these features; their presence may impair our ability to detect faint
soft excess emission. When the XMM-Newton data become available, we hope to gain additional
insight into any additional X-ray emission components that may affect our XRT modeling. For
this reason, parts of the work presented here may require major revision before they are submitted.
In particular, the continuum window model described in §4.2 of the current draft may fail if the
spectrum at ∼ 2 keV is not dominated by the power-law continuum. Our preliminary conclusions
on the soft excess strength (§5.2) depend on this method, and may therefore require an alternative
approach, which we will develop based on our future analysis of the XMM-Newton data. Of course,
it is also possible that the soft excess component appeared between January 2020 and July 2020. To
account for this possibility, we will perform a detailed comparison of the XMM-Newton spectrum
with stacked XRT spectra observed in Summer 2020.
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ABSTRACT
Mrk 590 is a changing-look AGN which transitioned into a dormant state at some
time between 2006 and 2012. We have monitored Mrk 590 in the X-ray and UV–
optical since 2013 in order to document any changes in its spectral energy distribution
if it should re-ignite, in an effort to constrain the evolution of the accretion flow
during re-ignition. Here, we present Swift XRT and UVOT lightcurves of Mrk 590,
observed during 2013–2020, and NuSTAR (0.3-79 keV) observations obtained during
2016–2020. The X-ray and UV luminosities increase sharply in August 2017. Since
this initial flare-up, Mrk 590 displays a broad-band UV to X-ray SED consistent with
those of bona fide broad-line AGN, although it is still highly variable on timescales
of ∼weeks to months. The Eddington luminosity ratio, L/LEdd, has increased from
∼ 0.3% in 2013 to around 4.5% during 2018. We use simultaneous Swift XRT and
NuSTAR observations to constrain the behavior of the soft X-ray excess and X-ray
reflection components in the low-flux and high-flux states. The soft excess component
is not detected in any of our observations, and (if present) is much fainter than it
was in the previous high-flux state (2004). The hard X-ray continuum luminosity has
increased since 2016, but its spectral index and reflection properties are consistent
with that observed during the low-flux state. In summary, Mrk 590 appears to have
resumed its broad-line AGN activity, although it is currently less luminous than in its
historic high state. This places it in the rare category of AGN for which we observe
both ’turn-off’ and ’turn-on’ changing look events.

Key words: galaxies: active – methods: numerical – galaxies : Seyfert

1 INTRODUCTION

Active Galactic Nuclei (AGN) emit brightly across the en-
tire electromagnetic spectrum, from radio waves to X-rays
and Gamma radiation (e.g., Elvis et al. 1994; Richards et al.
2006). To first order, the UV–optical ’big blue bump’ emis-
sion feature (e.g., Siemiginowska et al. 1995; Scott & Stew-
art 2014; Grupe et al. 1998) is consistent with thermal emis-
sion from a geometrically thin, optically thick accretion disk
(e.g., Shakura & Sunyaev 1973) accreting onto a supermas-
sive black hole. However, AGN display additional emission
features that are not predicted by the simple thin-disk mod-
els. In particular, thin-disk models do not produce strong
X-ray emission for accretion onto supermassive black holes.
The observed X-ray spectral energy distributions therefore
require non-standard accretion disks and/or additional re-
processing mechanisms. The hard X-ray power-law contin-
uum (e.g., Turner & Pounds 1989; Elvis et al. 1994) is likely
due to Comptonization of disk photons in a hot, optically
thin medium (e.g., Haardt & Maraschi 1993; Petrucci et al.

2000; Lusso & Risaliti 2016). The soft X-ray excess feature
commonly detected at energies < 2 keV (e.g., Turner &
Pounds 1989; Porquet et al. 2004; Piconcelli et al. 2005)
is too energetic to be attributed to thin-disk thermal emis-
sion. Suggested explanations for this soft excess component
include Comptonization of disk photons in a warm, optically
thick medium (e.g., Petrucci et al. 2018), relativistically
smeared absorption (e.g., Gierliński & Done 2004), and rel-
ativistically broadened X-ray reflection (e.g., Crummy et al.
2006).

The observed variability of AGN is also difficult to rec-
oncile with standard thin-disk models. Large variations in
the accretion flow are predicted to occur on timescales cor-
responding to the viscous timescale of the disk, which for
AGN is of order hundreds of years (Noda & Done 2018).
However, the UV emission famously displays strong vari-
ability on timescales of ∼days to months (e.g., Collier & Pe-
terson 2001; Kelly et al. 2009; Cackett et al. 2015; McHardy
et al. 2018). The rapid UV variability observed in the major-
ity of AGN may be due to reprocessing of X-ray variability
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in the disk (the ’lamp-post’ model, Cackett et al. 2007) or
disk instabilities not captured by the standard model (e.g.,
Collier & Peterson 2001; Hameury et al. 2009; Noda & Done
2018; Jiang & Blaes 2020).

In recent years, a number of extreme AGN variability
events have been observed (Penston & Perez 1984; Den-
ney et al. 2014; Runnoe et al. 2016; LaMassa et al. 2017;
MacLeod et al. 2019; Rumbaugh et al. 2018). These so-
called changing look AGN (CLAGN) involve the appear-
ance or disappearance of the UV–optical continuum and
broad emission line components, on timescales of months to
years. This corresponds to a transition between broad-line
(Seyfert 1-type) and narrow-line (Seyfert 2-type) spectra. A
few CLAGN are consistent with variable absorption along
our line of sight to the continuum source (e.g., Goodrich
1989, 1995), while the remainder are likely due to changes
in the luminosity of the ionizing continuum (e.g., Penston &
Perez 1984; Runnoe et al. 2016; Noda & Done 2018; Kynoch
et al. 2019). Changing-look events represent a challenge to
the standard disk model, as they occur on timescales much
shorter than the viscous timescale (Noda & Done 2018;
Lawrence 2018; Dexter & Begelman 2019). Instead, disk
density inversions due to Hydrogen or Iron opacity fronts
may produce the observed extreme variability on timescales
of ∼years (Jiang & Blaes 2020).

Mrk 590 is a nearby AGN with a black hole mass
MBH = 4.75(±0.74) × 107 M�, as determined via re-
verberation mapping (Peterson et al. 2004). During the
1980s and 1990s, this source displayed a typical Seyfert
1 UV-optical spectrum, including the AGN continuum
component and broad Hβ, C IV and Lyα emission. Denney
et al. (2014) report a gradual decline in the continuum
and broad emission line fluxes between 1989 and 2013. In
particular, their 2014 optical (3500 Å–7200 Å) spectrum is
consistent with host galaxy emission plus AGN narrow-line
emission, displaying no evidence of AGN continuum or
broad Hβ emission. Similarly, the UV continuum at 1450
Å is decreased by a factor ∼ 100 between 1991 and 2013,
while the broad components of the C IV and Lyα lines
disappear (or are severely diminished) over the same period.
Based on analysis of their 2013 Chandra 0.5-10 keV X-ray
observation, Denney et al. (2014) do not find evidence
for an increase in intrinsic absorbing column density in
the low-flux state. Instead, they suggest that the AGN
’turned off’ in terms of its UV–optical continuum emission.
They find that the narrow emission line flux is fainter
in 2013–2014 than in earlier observations. This supports
the ’turn-off’ scenario: the narrow-line emitting region is
extended, and responds gradually and on longer time scales
to the diminishing flux of ionizing continuum photons. The
changing-look event in Mrk 590 is particularly notable, as
its soft X-ray excess component also disappeared a few
years before the disappearance of the UV continuum (Rivers
et al. 2012). Extreme variability of soft excess emission
during changing-look events is also observed for Mrk 1018
(Noda & Done 2018) and NGC 7589 (Liu et al. 2020). It
may be due to a change in the accretion disk physics, e.g., a
transition to an advection-dominated accretion flow at low
accretion rates (Narayan & Yi 1994; Noda & Done 2018).

Our study: Given the rarity of changing-look events,
and our lack of understanding of the physical mechanisms

driving the extreme variability, it is important to investigate
the aftermath of a ’turn-off’ event such as that observed for
Mrk 590. We initiated intermittent X-ray and UV-optical
monitoring observations of Mrk 590 with Swift XRT and
UVOT starting December 2013. During 2017 we observe a
factor ∼ 5 increase in the X-ray flux, over a timescale of a
few months; since this event, we have monitored Mrk 590
on a roughly bi-weekly basis. Here, we report the results of
our monitoring during 2013–2020. We also present an anal-
ysis of hard X-ray spectra (3-79 keV; NuSTAR) obtained
during the 2016 low-flux state and the post-2017 high-flux
state. Based on our Swift monitoring, we study the reap-
pearing AGN UV–optical emission during these flares, and
the evolution of the Eddington luminosity ratio. We also
place constraints on the reappearance of the soft X-ray ex-
cess emission, which we do not detect in our Swift XRT
spectra. We describe our Swift and NuSTAR observations
in §2, and our data processing in §3. In §4 we describe our
X-ray spectral analysis methods for the Swift XRT and NuS-
TAR spectra. We present the results of our X-ray analyses,
including the detection of a weak reflection component and
the non-detection of soft excess, in §5. In §6 we present the
UV–optical lightcurves and study the evolution of the UV–
optical–X-ray spectral energy distribution. We discuss our
results in §7, and conclude in §8.

2 OBSERVATIONS

2.1 Swift XRT and UVOT monitoring

We observed Mrk 590 with the Niel Gehrels Swift (Burrows
et al. 2005) Ultraviolet/Optical Telescope (UVOT) and X-
ray Telescope (XRT) intermittently since 2013 (Swift Cy-
cles 14 and 15 - PI: Vestergaard; joint NuSTAR Cycle 5 -
PI: Vestergaard), performing a total of 160 individual ob-
servations up to 25th February 2020. Following a sharp rise
in the X-ray flux in August 2017, we obtained ∼bi-weekly
observations, with an additional period of high-cadence (1-2
days) monitoring during September 2017 – February 2018.
Listed in order of the first observation, the Swift target IDs
for the data presented here are 37590, 80903, 88014, 94095,
10949, 11481, 11542, and 13172. The individual observation
IDs and XRT exposure times are listed in Table 1. Mrk 590
is unobservable with Swift from ∼ 1st March through early
June due to a Sun constraint.

Swift observes simultaneously with the UVOT and XRT
instruments, with a single UVOT imaging filter in operation
at any one time. For the majority of our UVOT observations,
we utilize all six imaging filters (UW2, UM2, UW1, U, B and
V ). Most of our UVOT observations use a blue-weighted ex-
posure time distribution with hex code ’0x30ed’1, in order
to securely detect any AGN UV emission. We observe with
the XRT in photon counting (PC) mode. We verify that
the observations are not affected by photon pile-up during
any observations (§3.2). While our typical monitoring ob-
servations have exposure times of ∼2 ks, we also secured
longer-duration XRT observations upon observing flare-up

1 The various UVOT exposure time weighting schemes are listed

at URL: https://www.swift.psu.edu/operations/mode_lookup.

php?modes=all .
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events, in order to support our joint Swift XRT and NuS-
TAR spectral analysis.

2.2 NuSTAR observations

The NuSTAR observatory (Harrison et al. 2013) consists of
two identical Wolter X-ray telescopes. The two focal-plane
detectors, FPMA and FPMB, are sensitive to energies 3-79
keV. NuSTAR has observed Mrk 590 on five separate oc-
casions. The first observation (PI: Harrison, Harrison et al.
(2016)) took place in February 2016, while the source was
in a low-flux state. Thereafter, we obtained a DDT ob-
servation in December 2016 (PI: Lawther) along with one
joint Swift/NuSTAR observation (Program ID: 1417159, PI:
Vestergaard) and two NuSTAR Cycle 5 observations (Pro-
gram ID: 05252, PI: Vestergaard). These observations were
triggered based on our XRT monitoring. The individual ob-
servation IDs and exposure times are listed in Table 2.

3 DATA PROCESSING

3.1 Swift UVOT data processing

We process the UVOT data using the standard pipeline tools
provided as part of the HEASoft package2. The UVOT de-
tector suffers from small-scale sensitivity issues, as identi-
fied by Edelson et al. (2015) and subsequently documented
in the CALDB release note SWIFT-UVOT-CALDB-17-013.
The affected detector regions depend on the applied imag-
ing filter. Using the provided small-scale sensitivity maps,
we identify observations for which the source region is af-
fected, and discard these observations from our analysis. Of
the 160 observations in each imaging filter, we discard 6 ob-
servations using UVW1, five UVM2 observations, and four
UVW2 observations. The U, B and V bands are not affected
by the small-scale sensitivity issue in our observations.

We combine the individual UVOT snapshots for each
observation using the standard UVOT pipeline process-
ing for imaging mode (HEASoft version 6.26.1 or above,
UVOTA CALDB version 20170922). We extract source and
background fluxes from the resulting images using the ’uvot-
source’ task, using a circular source extraction aperture with
a radius of 3” as recommended by the ’uvotsource’ docu-
mentation4, and positioning the background region on blank
sky in the same detector quadrant as the source. The ’uvot-
source’ task converts the observed count-rates to flux densi-
ties at the filter central wavelength, assuming a mean GRB
spectrum (Poole et al. 2008). We list the flux densities for
each observation in Table 3.

Given the small angular size of Mrk 590, our source
extraction region covers much of the host galaxy bulge in
addition to the AGN point-source emission. We address our
treatment of the host galaxy emission in §6.2.

2 URL: https://heasarc.gsfc.nasa.gov/lheasoft/
3 URL: SWIFT-UVOT-CALDB-17-01
4 URL: https://heasarc.gsfc.nasa.gov/ftools/caldb/help/

uvotsource.html

3.2 Swift XRT data processing

We process the XRT PC mode event files using the stan-
dard pipeline software (HEASoft version 6.26.1 or above),
using the ’xselect’ task to prepare source and background
’.pha’ files for analysis. We set the ’xselect’ grading thresh-
old to 0–12, also discarding events with energies outside the
0.3-10 keV XRT sensitivity range, and events taking place
outside the ’good time intervals’ (e.g., while the spacecraft
is slewing). We use a circular source extraction region with
a radius of 47”, and a larger circular background region, po-
sitioned to avoid an additional faint X-ray source at RA:
2:14:35.3, Dec: -0:42:44.6. We also generate Auxiliary Re-
sponse Files (ARFs) for each observation using the task
’xrtmkarf’. These files include information on the effective
area, quantum efficiency, and PSF profile for a given ob-
servation, and are used in the spectral analysis. While the
majority of our observations consist of a single telescope
pointing, we use XSELECT to combine observations in cases
where the exposure time is split over two or more pointings.

For observations with 0.3-10 keV count-rates exceed-
ing 0.5 cts s−1, we test for the effects of photon pile-up by
modelling the observed azimuthally averaged point spread
function as a King profile, excluding the inner 10”. In all
cases, an extrapolation of this model to the central region
confirms that the point spread function core is consistent
with the King profile. Thus, our XRT observations are not
affected by pile-up.

For the purposes of our joint Swift XRT, NuSTAR spec-
tral analysis (§4.2), we require integrated XRT observations
of duration ∼ 10 ks, preferably observed contemporaneously
with the NuSTAR spectra. This requirement is fulfilled for
the August 2019 and January 2020 observations. For the
remaining NuSTAR observations, we supplement the con-
temporaneous XRT data with additional data observed as
close in time as possible to the NuSTAR observation. For the
stacked data, we first process the raw data for each obser-
vation individually using the pipeline software. We then use
the ’xselect’ task to construct stacked spectra for the joint
analysis, and use ’xrtmkarf’ to generate an effective ARF
for the stack. The Swift XRT observation IDs and total ex-
posure times for each stacked XRT observation are listed in
Table 2.

3.3 NuSTAR FPMA and FPMB data processing

We process the NuSTAR observations using the standard
pipeline processing (HEASoft v. 6.27.2, NuSTARDAS
v. 1.9.5). This version of NuSTARDAS includes a time-
dependent correction to the FPMA detector’s effective area
due to a tear in the thermal blanket (Madsen et al. 2020).
We extract the source and background spectra for each NuS-
TAR detector (FPMA and FPMB) using the ’nuproducts’
task, which also generates appropriate Auxiliary Response
Files for the observations. We use a circular source extrac-
tion region of radius 30” and a background extraction re-
gion of radius 67”. The additional X-ray source detected in
our Swift XRT imaging is not significantly detected with
NuSTAR; we ensure that neither the source nor background
extraction regions sample its sky coordinates.

The August 2019 observation is impacted by passage
through the South Atlantic Anomaly and displays the addi-
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tional ’tentacle’ pattern, as described in the NuSTAR Data
Analysis Software Guide5. We compare the various SAA fil-
tering algorithms provided by the ’nucalcsaa’ task. Algo-
rithm 2 using an ’optimized’ SAA cut, including the param-
eter tentacle=yes, filters out the anomalously high count-
rates near the SAA passage and the ’tentacle’ feature, while
preserving > 95% of the exposure time. While the remaining
observations are less severely affected by the SAA passage,
we apply Algorithm 2 consistently to all our NuSTAR data.

The August 2019 and January 2020 NuSTAR observa-
tions are performed at similar X-ray flux levels. As part of
our analysis to place tighter constraints on X-ray reflection
features, we combine these two observations using the HEA-
Soft tool ’addspec’, which also generates combined ARF
and instrumental response files for use in the analysis. We
combine data for the FPMA and FPMB detectors individu-
ally. The combined on-source exposure time for the stacked
observations is 118 ks.

4 X-RAY SPECTRAL ANALYSIS METHODS

Here, we describe the methods used to analyze 1) the in-
dividual Swift XRT monitoring observations, 2) the joint
Swift XRT and NuSTAR data used to constrain soft X-ray
excess, and 3) the X-ray reflection spectrum. In all cases, we
use the XSPEC software package to model the spectra. We
determine the best-fit model by minimizing the Cash statis-
tic (Cash 1979) for the unbinned data. This is particularly
appropriate for modeling of spectra with few photon counts;
we choose to use it throughout for the sake of consistency.
To ascertain the goodness of fit, we rebin the spectra to a
minimum of 25 counts per bin in order to ensure the va-
lidity of χ2 statistics. We calculate the reduced-χ2 statistic
for these binned data, relative to the best-fit model for the
unbinned spectra.

4.1 Swift XRT single-observation analysis

We model each individual XRT spectrum as a power-law
continuum plus Galactic absorption, using the Galactic ab-
sorption column density towards Mrk 590, NH,Gal = 2.77×
1020 cm−2 (HI4PI Collaboration et al. 2016). The free pa-
rameters of this model are the photon index ΓXRT, and the
flux normalization at 1 keV. The majority of our individual
XRT observations have short exposure times (∼ 2 ks) and
correspondingly low numbers of counts. These data are only
used to determine the integrated 0.3-10 keV flux, and do
not warrant additional model components. As a crude mea-
sure of the X-ray spectral shape, we also measure the X-ray
hardness ratio for each individual observation. We define the
hardness ratio as HR= (H − S)/(H + S) (e.g., Grupe et al.
2008), where H denotes the number of photons detected in
the 1.5-10 keV band after background subtraction, and S is
the background-subtracted counts in the 0.3-1.5 keV band.
We use the ’Bayesian estimation of hardness ratios’ soft-
ware (Park et al. 2006) to determine the uncertainties on
the hardness ratio for each individual XRT observation.

5 URL: https://heasarc.gsfc.nasa.gov/docs/nustar/

analysis/nustar_swguide.pdf .

4.2 Joint Swift XRT and NuSTAR Analysis

For each of the five NuSTAR observations, our objectives
are to constrain the presence of a soft X-ray excess below
∼ 2 keV, and to perform a preliminary test for the pres-
ence of hard X-ray reflection features features (Compton
hump and Fe K complex), before and after the transition
to a higher-luminosity state in 2017. NuSTAR (3-79 keV) is
not sensitive to the soft excess component, but provides im-
proved constraints on the hard X-ray photon index relative
to those provided by Swift XRT alone. We therefore per-
form a joint analysis for each NuSTAR observation, where
we include the ∼ 10 ks stacked Swift XRT observations as
described in 3.2. For each NuSTAR observation epoch, we
fit three baseline models to the joint data, as follows.

0.3-79 keV power-law: We model the entire 0.3-10
keV spectrum as a power law continuum (’zpowerlaw ’) with
a Galactic absorption component (’phabs’). The model is
given by:

A(E) = CiK(E(1 + z))−Γ exp (NH,Galσ(E)).

A(E) denotes the count-rate as a function of energy
E, in units of photons keV−1 cm−2 s−1. The photo-electric
cross-section σ(E) is set assuming Solar relative abundances.
The Galactic absorption column density is held constant
at NH,Gal = 2.77 × 1020 cm−2 (HI4PI Collaboration et al.
2016). We include the arbitrary scaling parameters Ci to
allow for flux calibration inconsistencies for the FPMB and
XRT detectors, relative to FPMA. In particular, the flux
offsets between the Swift XRT and the FPMA detectors can
be rather large, as the stacked ∼ 10 ks XRT data are not
fully contemporaneous with the NuSTAR observations.

Continuum window power-law: In the presence of
either soft X-ray excess or hard X-ray reflection, the power-
law fit to 0.3-79 keV will overestimate the continuum level,
and may impair our determination of the continuum photon
index. We therefore repeat power-law modeling, now mini-
mizing the Cash statistic only in spectral windows that we
assume to be dominated by the X-ray continuum emission.
We define windows that avoid the soft X-ray component be-
low ∼ 2 keV, the iron K complex at ∼ 6.4 keV, and the
broad Compton reflection feature at ∼ 20 keV. The spec-
tral windows are as follows: 2–5.5 keV, 7.5–12.5 keV, and
35–79 keV. We perform a series of simulations in order to
determine our sensitivity to the soft excess component using
this method. The simulations are described in Appendix A.
To summarize, we require an XRT exposure time of at least
10 ks in order to detect and accurately measure soft X-ray
excess at 50% of the soft excess level reported by Mathur
et al. (2018) and with no false-positive detections.

Model fit with intrinsic absorber: Our analysis of
the August 2019 and January 2020 observations using the
continuum window method reveals a flux deficit at low en-
ergies < 0.7 keV (§5). This flux deficit may indicate the
presence of intrinsic absorption, which was not reported for
X-ray observations in the low-flux state (Denney et al. 2014;
Mathur et al. 2018). In order to test this hypothesis and
place constraints on the column density of the putative in-
trinsic absorber, we perform an additional model fit to each
joint NuSTAR, XRT observation including a photoelectric
absorption component (’zphabs’ ). The resulting model is:

A(E) = CiK(E(1+z))−Γ exp (NH,Galσ(E)) exp (NH,intσ(E)).
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The intrinsic absorber column density, NH,int, is mod-
eled as a free parameter, with the photo-electric cross sec-
tion σ(E) set assuming Solar relative abundances. We fit
this model to the spectral windows 0.3–5.5 keV, 7.5–12.5
keV, and 35–79 keV.

4.3 Hard X-ray reflection modeling

In order to place constraints on the strength of X-ray reflec-
tion features, we model the 3-79 keV spectrum for each NuS-
TAR observation using the XSPEC ’pexmon’ model (Nan-
dra et al. 2007). This model combines the ’pexrav’ model
for reflection in a neutral medium (Magdziarz & Zdziarski
1995), which generates the broad ’Compton hump’ at ∼ 20
keV (Lightman & White 1988), with an energetically self-
consistent treatment of the Fe K complex emission lines and
the Fe K Compton shoulder (e.g., Ross & Fabian 2005).
We include a constant flux scaling factor between FPMA
and FPMB, and a Galactic absorption component with
NH,gal = 2.77× 1020 cm−2. We do not include intrinsic ab-
sorber components in this analysis, as the moderate intrinsic
column densities measured in §4.2 do not influence the ob-
served X-ray spectrum at energies above 3 keV.

The ’pexmon’ model generates a power-law incident
continuum with photon index Γpex and a high-energy cutoff
at energy Ec. The incident spectrum is reflected in a slab of
neutral gas with heavy element abundance Z and iron abun-
dance ZFe. The reflection scaling factor Rpex is defined such
that Rpex = 1 corresponds to a slab covering a solid angle
of 2π as seen from the X-ray source. The viewing angle i is
defined relative to a normal vector to the slab.

As an additional test of the validity of our ’pexmon’
modeling, we use the XSPEC command ’goodness’ to assess
the quality of the best-fit model. This command performs a
comparison of the observed data with multiple Monte Carlo
realizations of the model, including photon noise, and draw-
ing the Monte Carlo model parameters from distributions
based on the uncertainties on the best-fit model parame-
ters.

5 RESULTS OF X-RAY ANALYSES

5.1 The Swift XRT lightcurve

We present the integrated fluxes and 0.3-10 keV photon in-
dices for our individual Swift XRT observations in Table 1.
The 0.3-10 keV lightcurve reveals a gradual increase in the
0.3-10 keV flux since the 2013 low state, with an abrupt rise
in late August 2017 (Figure 1). After this initial flare-up,
the X-ray emission is highly variable on timescales of days
to weeks. We observe three prominent flare-up events begin-
ning in August 2017, October 2018, and October 2019. Each
of these major flare-up events displays multiple X-ray flux
peaks. The overall spectral shape of the 0.3-10 keV emission,
as represented by the hardness ratio of each XRT spectrum,
does not change appreciably during 2014-2020, even as the
0.3-10 keV flux increases by an order of magnitude (Figure
2). We do not see any correlation between F (0.3− 10) keV
and the photon index; the latter is poorly constrained in our
individual XRT observations prior to the 2017 flare, so we

prefer to use the hardness ratio as a measure of the overall
spectral shape evolution.

5.2 The 0.3-79 keV spectrum

Here, we describe our phenomenological, power-law models
for the 0.3-79 keV spectrum for each of the five NuSTAR ob-
servations of Mrk 590. We follow the strategy described in
§4.2, modeling each observation using 1) a power-law fit to
the 0.3-79 keV spectrum, 2) a power-law fit to continuum-
dominated windows, and 3) a power-law fit including intrin-
sic absorption. For each observation, we present the best-fit
model parameters in Table 4.

The 2016 low-flux state: We have two NuSTAR obser-
vations prior to the 2017 flare. The 0.3-79 keV spectrum in
February 2016 is well-described by a power-law continuum,
with Γ = 1.69 ± 0.05, plus Galactic absorption (reduced
χ2=0.98). The continuum window model for this observa-
tion over-predicts the soft X-ray flux, and yields a poor fit
(reduced χ2=2.35) when extrapolated below 2 keV (Figure
3, left panel). Given the poor statistics for this ∼ 21 ks
NuSTAR observation in the low-flux state, we are uncertain
whether the implied spectral curvature is physically mean-
ingful. Inclusion of an intrinsic absorber component provides
a better data/model ratio at < 2 keV (Figure 3, right panel),
but this additional component over-fits the data (reduced
χ2=0.88).

The December 2016 observations are at similar overall
flux levels to, and the photon index (Γ = 1.67 ± 0.03) is
consistent with, the February 2016 result. For this ∼ 51 ks
NuSTAR observation, a power-law model to the 0.3-79 keV
spectrum does not provide an acceptable model (reduced
χ2=1.69). The data/model ratio for the continuum window
model indicates emission at ∼ 6.4 keV, along with deviations
from a power-law in the soft X-ray spectrum. In particular,
we see spectral curvature near 2 keV (4) which suggests the
presence of additional absorption or emission features not
included in our model. Inclusion of an intrinsic absorption
component improves the model fit relative to the 0.3-79 keV
power-law, yielding a reduced χ2 of 1.21. However, neither
model adequately captures the spectral features at ∼ 2 keV.

The 2018-2020 high-flux state: For the three NuSTAR
observations obtained after the 2017 flare-up, the overall 0.3-
10 keV flux increases by a factor ∼ 3. The best-fit 0.3-79 keV
photon indices for these observations are remarkably consis-
tent with those measured in 2016. For the 21 ks NuSTAR
observation in October 2018, the 0.3-79 keV spectrum is ad-
equately described by a power-law (Γ = 1.67 ± 0.03) with
Galactic absorption, yielding a reduced χ2 of 1.01. Inclusion
of an intrinsic absorption component does not improve the
model fit (Figure 5). We see hints of similar spectral features
near 2 keV as for the December 2016 observation, although
the deviations from the power-law model are less significant.

For the August 2019 and January 2020 observations,
the continuum window model over-predicts the soft X-ray
spectrum (Figures 6 and 7), yielding reduced χ2 values of
1.27 and 1.12, respectively. For both of these observations,
inclusion of an intrinsic absorber component produces a
modest improvement in the fit quality relative to the pure
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Figure 1. Swift XRT lightcurve for the period December 2013 – February 2020. The XRT lightcurve (black curve; orange error bars)
provides the absorption-corrected integrated flux between 0.3 - 10.0 keV, based on a power-law continuum model and corrected for

Galactic absorption. Gray error bars represent the 90% confidence interval on the model flux. The five NuSTAR data points represent

the 0.3-10 keV model flux, as extrapolated from a power-law fit to the 3-79 keV spectrum and corrected for Galactic absorption. Mrk
590 is unobservable with Swift between ∼1st March – early June each year, due to a Sun constraint.
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Figure 2. For our individual monitoring observations, the X-ray

hardness ratio (magenta curve) does not appear to vary system-
atically, even as the 0.3-10 keV X-ray flux (black curve) increases

by a factor ∼ 10 between 2014 and the 2018 flare.

power-law model, with ∆χ2
ν = 0.06 in both cases (Table

4). The inferred intrinsic column densities are NH,int =
2.65(+1.11

−1.10)×1020 cm−2 and NH,int = 1.83(+1.06
−1.03)×1020 cm−2

for August 2019 and January 2020, respectively.

Implications of the observed soft X-ray deficit: None
of our joint NuSTAR and Swift XRT spectra display evi-
dence of a strong soft X-ray excess component. In fact, for
three of these observations, the goodness of fit is significantly
improved by including an intrinsic absorption component.
This is due to a deficit of soft X-ray emission at < 2 keV
relative to the extrapolated continuum window models.

According to the simulations described in Appendix A,
our continuum window method (§4.2) can reliably detect
soft excess at 50% of the relative emission strength detected
by Mathur et al. (2018) in 2014, measured relative to the
1 keV continuum flux density. However, our simulations do
not account for the observed additional spectral complexity
near 2 keV (e.g., Figure 4). The continuum window method
depends on the assumption that the Swift XRT spectrum is
continuum-dominated between 2 keV and 5.5 keV. If that
is not the case, our modeling may yield an incorrect flux
calibration factor between the XRT and NuSTAR spectra.
Emission features above 2 keV might also produce spurious
evidence for intrinsic absorption, due to overestimation of
the continuum level. While our observations do not suggest
a soft excess component, we caution that our difficulties in
modeling the XRT spectra at ∼ 2 keV likely influence our
sensitivity to weak soft excess emission. We note that an
XMM-Newton observation of Mrk 590 on 4th July 2020 does
display evidence of soft X-ray excess (G. Miniutti, private
communication). When these data are made available, we
will perform a re-analysis of the existing Swift XRT spectra,
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Figure 3. Observed count rates and data/model ratio for the February 2016 observation. Black and red crosses: NuSTAR FPMA and

FPMB spectra, blue crosses: Swift XRT spectrum. Left: Power-law model, including Galactic absorption, fitted to continuum-dominated
spectral regions (§4.2). Right: Power-law model, including Galactic and intrinsic absorption components. We see hints of an emission line

at 6.4 keV in the FPMB spectrum, but not for FPMA. While the inclusion of an intrinsic absorber improves the fit at soft X-ray energies

relative to the continuum window model, the data are equally well-described by a power-law fit to the entire 0.3-10 keV spectrum.
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Figure 4. As Figure 3, but for the December 2016 observations. The continuum window method reveals a flux deficit below 2 keV.
Inclusion of an intrinsic absorber component improves the goodness of fit relative to the power-law fit to 0.3-79 keV. However, we see

additional spectral features at ∼ 2 keV that are not consistent with either model. We also note the prominent emission line at ∼ 6.4 keV

for this observation.

including any additional emission and absorption features
present in the higher-quality XMM-Newton spectra.

The Fe K emission complex: Iron emission features at
∼ 6.4 keV are ubiquitous in AGN spectra. Our NuSTAR
spectra display deviations from the power-law continuum
models near 6.4 keV; this feature is most visually apparent
in the data/model ratio for the December 2016 observation
(Figure 4). This behavior is consistent with the reflected
component being brighter relative to the direct emission in
the low-flux state, as indicated by our ’pexmon’ modeling
(§5.3). We also see hints of Fe K emission in the high-flux
state (Figures 5, 6 and 7). In Figure 8 we display the 3–10
keV NuSTAR spectrum for December 2016. Using a power-

law model, we find excess flux at ∼ 6.4 keV (left panels). We
model this emission as a redshifted Gaussian component,
with a best-fit line energy of 6.34+0.19

−0.18 keV and a linewidth
of 0.38+0.20

−0.18 keV. We find an equivalent width of 358±4 eV
for this component. This equivalent width is larger than typ-
ically observed for the Fe K emission lines of bona fide AGN
at redshifts z < 0.04, which have equivalent widths of ∼ 100
eV (Nandra et al. 2007). We suspect that the unusually
strong Fe K emission during the low-flux state may be due
to reprocessing in a distant medium with a corresponding
time delay, as discussed in §7.3.

In order to constrain the more faint Fe K complex emis-
sion in the high-flux state, we turn to the stacked August
2019 + January 2020 NuSTAR data. We model the spec-
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Figure 5. As Figure 3, but for the October 2018 observations. The spectrum is modeled adequately by a power-law fit to 0.3-79 keV,

and inclusion of an intrinsic absorber does not improve the χ2 statistic. While not highly significant, we do note the apparent deviations

from the power-law model in the soft X-rays, which appear qualitatively similar to those observed in December 2016.
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Figure 6. As Figure 3, but for the August 2019 observations. The continuum window model reveals a deficit of soft X-ray flux relative
to the extrapolated hard X-ray continuum. Inclusion of an intrinsic absorber component improves the goodness of fit statistic (χ2=1.00)

slightly, relative to the 0.3-79 keV power-law model (χ2=1.05).

trum as a power-law with Galactic absorption, plus a red-
shifted Gaussian emission line (Figure 9). We find a line
energy of 6.37+0.08

−0.06 keV, a line width of 0.20±0.10 keV, and
an equivalent width of 107±1 eV. Thus, the Fe K emission
in the high-flux state is consistent with the typical values
for z < 0.04 AGN presented by Nandra et al. (2007).

5.3 Hard X-ray reflection features

Here, we describe the results of our ’pexmon’ modeling (§4.3)
of the NuSTAR 3-79 keV spectra. For the February 2016
NuSTAR observation, the X-ray spectrum is poorly con-
strained at energies > 15 keV due to a lack of photon counts,
and the ’pexmon’ model does not converge at a reasonable
model fit. For the remaining observations, the NuSTAR data
do not constrain all ’pexmon’ model parameters indepen-

dently. This is due to the inclination parameter i and re-
flection strength R being somewhat degenerate, and to the
reflection features being rather faint in the high-flux state.
We choose to hold Ec = 1000 keV, Z = 1 (i.e., Solar metal-
licity), ZFe = 1 (Solar iron abundance), and i = 60◦ con-
stant when modeling the individual observations. The choice
of Ec = 1000 keV corresponds in practice to an unbroken
power-law continuum in the 3-79 keV range. The inclina-
tion parameter i = 60◦ is chosen somewhat arbitrarily, due
to our ignorance of the true inclination. However, sources
with inclinations i ∼ 90◦ are expected to be obscured by a
dust torus according to unification models (e.g., Antonucci
1993), while small inclinations are less likely given a ran-
dom intrinsic distribution of AGN orientations. We test the
sensitivity of the measured reflection strength R to the un-
known inclination parameter below. The metallicities and
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Figure 7. As Figure 3, but for the January 2020 observations. Inclusion of an intrinsic absorber component improves the goodness of

fit statistic (χ2=1.00) slightly, relative to the 0.3-79 keV power-law model (χ2=1.06).

0.01

5×10−3

n
o

rm
a

liz
e

d
 c

o
u

n
ts

 s
−

1
 k

e
V

−
1

December 2016 − Fe K complex

105
0

0.5

1

1.5

2

ra
ti
o

Energy (keV)

105
10−6

10−5

10−4

P
h
o
to

n
s
 c

m
−

2
 s

−
1
 k

e
V

−
1

Energy (keV)

Gaussian component at 6.34 keV

105
0

0.5

1

1.5

2

ra
ti
o

Energy (keV)

data/model

Figure 8. NuSTAR spectrum for our December 2016 observation, during the low-flux state. Here, we show the 3-10 keV spectrum
in order to highlight the Fe K complex emission. Left panels: Observed count rates and data/model ratio for a power-law continuum

fit, revealing excess flux near 6.4 keV. Right panels: Inclusion of a redshifted Gaussian line profile (XSPEC model zgauss) provides an

improved model fit near 6.4 keV. The line energy is 6.34+0.19
−0.18 keV, with a linewidth of 0.38+0.20

−0.18 keV. The corresponding equivalent

width is 358±4 eV.

iron abundances for AGN X-ray reflecting regions are not
well understood (e.g., Garćıa et al. 2018), so our choices of
Z and ZFe are somewhat arbitrary. Again, we discuss the
sensitivity of R to the metallicity parameters below.

We display the spectra and data/model ratios for ’pex-
mon’ model fits to the remaining four NuSTAR observations
in Figure 10, and list the best-fit model parameters R and
Γpex in Table 5. The ’pexmon’ models are acceptable fits to
all four spectra, with reduced χ2 ∼ 1 and XSPEC ’goodness’
values (as defined in §4.3) below 50%. For the December
2016 observation, the reflection scaling factor is poorly con-
strained, with R = 1.15+0.77

−0.58 (90% confidence intervals). The
integrated 3-79 keV flux of the direct continuum emission
component is 6.48+1.11

−1.35×10−12 erg s−1, while the integrated
flux of the reflection spectrum is 3.63+1.05

−0.94 × 10−12 erg s−1

(90% confidence intervals). For such a high reflection factor,

the reflection component is thus securely detected relative
to the continuum flux, even at the low flux level in 2016.

We obtain somewhat better constraints on R for the
remaining three observations, during which the 3-79 keV X-
ray luminosity is a factor ∼ 3 higher than in 2016. The aver-
age reflection factor for the three post-2017 observations is
R = 0.36. A reflection factor of R = 1 corresponds to a semi-
infinite reflecting slab as seen from the X-ray source. Thus,
our results are consistent with a patchy reflecting surface in
the high-flux state. Based on our 90% confidence intervals,
the reflection features in December 2016 are significantly
stronger than those observed in August 2019. This discrep-
ancy is consistent with, and likely driven by, the unusually
large Fe K equivalent width in the December 2016 observa-
tion (§5.2). We discuss the enhanced reflection strength in
the low-flux state in §7.3.
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Figure 9. Left: Data/model ratio for the stacked August 2019, January 2020 NuSTAR FPMA (black crosses) and FPMB (red crosses)
spectra. We see an emission feature at ∼ 6.4 keV, and deviations from a power-law continuum at energies > 20 keV. Upper right: Model

photon flux for the stacked spectrum, including a Gaussian emission line (XSPEC model ’zgauss’) to represent the Fe K complex. Lower
right: Data/model ratio when including the Gaussian component.
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Figure 10. Reflection component (’pexmon’) models (upper panels) and data/model ratios (lower panels), for the four observations for
which the X-ray reflection modeling converges. NuSTAR FPMA and FPMB data are colored black and red, respectively. The cutoff

power-law and reflection model components are shown individually (dashed curves) along with the sum of these components (solid

curves). The best-fit Compton reflection hump at energies > 15 keV is very weak for the 2018 and 2019 observations.
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Figure 11. Reflection component (’pexmon’) models (upper pan-
els) and data/model ratios (lower panels), for the stacked August

2019 and January 2020 NuSTAR observations. The FPMA and

FPMB data are colored black and red, respectively. The cutoff
power-law and reflection model components are shown individ-

ually (dashed curves) along with the sum of these components
(solid curves). The Compton reflection hump is faint, and the

model fit of the reflection scaling factor is likely driven by the Fe

K complex at ∼ 6.4 keV.

Model fits to stacked NuSTAR data: We also model
the stacked NuSTAR 2019 and 2020 observations using the
’pexmon’ model. This stacked observation has an on-source
exposure time of 118 ks, allowing us to constrain additional
’pexmon’ model parameters. For an inclination i = 60◦ and
metallicities Z = 1 and ZFe = 1, we find a best-fit reflection
factor of R = 0.24+0.11

−0.10 for the stacked spectrum (Figure
11). This is consistent with our results for the individual
post-2017 observations. Modeling the inclination angle as an
additional free parameter, we obtain a best-fit inclination of
i = 79◦ +6

−23, i.e., almost edge-on relative to the reflecting
slab. In that case, the reflected emission along our line-of-
sight is weakened relative to the direct X-ray emission, as-
suming that the direct emission is isotropic. The ’pexmon’
parameters i and R are thus somewhat degenerate; we find
R = 0.57+0.77

−0.34 for the i = 79◦ model.
Modeling the iron abundance ZFe as a free parameter

leads to a ’runaway fit’, where XSPEC maximizes ZFe in or-
der to minimize the Cash statistic. Garćıa et al. (2018) point
out that AGN reflection spectrum modeling often yields very
high iron abundances, ZFe ∼ 5 (i.e., five times Solar), which
are likely unphysical. In order to determine the sensitivity of
our reflection modeling to the iron abundance, we perform a
model fit with the extreme value ZFe = 10. In that case, we
find R = 0.20± 0.05, consistent with our result for ZFe = 1.

We also attempt to include the cutoff energy for the
underlying power-law as a free parameter in our ’pexmon’
modeling. However, our stacked NuSTAR data do not con-
strain this parameter.

In summary, our analysis of the stacked 2019 and 2020
observations confirms that Mrk 590 displays a weak X-ray
reflection component during its recent activity. However, we
cannot distinguish between a small covering fraction for the

reflecting material and an edge-on viewing angle for the re-
flecting slab.

6 THE UV–OPTICAL–XRAY SED AND
EDDINGTON RATIO

Here, we first present the observed Swift UVOT lightcurves,
which display qualitatively similar flaring behavior as does
the X-ray lightcurve. We then isolate the AGN UV–optical
emission component. This allows us to study the SED shape
evolution and the integrated X-ray–UV–optical luminosity,
and to determine the evolution of the Eddington luminosity
ratio. We quantify the UV–optical and X-ray variability, and
demonstrate that the UV bands indeed respond to the X-ray
variability, in Chapter 3.4 of this Thesis.

6.1 Swift UVOT lightcurves

We present the full UV–optical lightcurves since 2014 in Fig-
ure 12, and the individual Swift UVOT flux densities for
each observation in Table 3. The far–UV and U bands dis-
play flares concurrently with the X-ray emission. The bright-
est UV–optical flare occurred during 2018, roughly concur-
rently with the brightest X-ray emission. The UW2 flux
varies by a factor ∼12.8 between the 2014 low-flux state and
its 2018 peak flux. The B band flux also increases during the
X-ray flares, although its fractional variability between the
lowest and highest flux is only a factor ∼ 1.4. The V band
responds weakly, if at all. The coherent flares in the X-rays
and UV–optical indicate that the excess UV–optical emis-
sion is related to the accretion process, and not due to other
processes in the host galaxy. We note that, while a super-
nova explosion occurred6 in Mrk 590 during 2018, its light
does not contribute to the measured UVOT fluxes of the
nuclear region.

6.2 Isolating the AGN UV–optical Component

In order to study the AGN UV–optical emission as a func-
tion of time, we now address the host galaxy emission in
our Swift UVOT source extraction aperture. Denney et al.
(2014) find that the UV-optical SED in 2013 is fully at-
tributable to host galaxy emission, i.e., with no AGN com-
ponent. Based thereon, we use the lowest-flux UVOT obser-
vation from 2013 as a simple, first-order host galaxy emis-
sion template. We subtract the template flux densities in
each UVOT bandpass for all subsequent measurements, and
attribute any remaining emission to the AGN. For all obser-
vations obtained later than 2014, we detect emission in the
far-UV bands (UVW1, UVM2 and UVW2) at a signifi-
cance > 3σ relative to the uncertainties on the flux density.
In Figure 13 we present two examples of this template sub-
traction. For the observation dated February 1st 2014 (top
panel), we do not detect significant emission above the host
galaxy template. On 6th October 2018, we detect additional

6 The supernova triggered the All Sky Automated Survey for Su-

perNovae (url: http://www.astronomy.ohio-state.edu/asassn/
index.shtml) and is documented by ATel 11848 (http://www.

astronomerstelegram.org/?read=11848).
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Figure 12. Swift UVOT lightcurves for the period December 2013 – February 2020. The flux densities are corrected for Galactic
reddening, but are not corrected for host galaxy emission. We overlay the XRT lightcurve (black) to illustrate the correspondence

between flares in the X-ray and UV–optical bandpasses. Top: Far-UV lightcurves. Each UVOT lightcurve provides the flux density at

the central wavelength of each filter, assuming a power-law SED. Mrk 590 is unobservable with Swift between ∼1st March – early June
each year, due to a Sun constraint. Bottom: Near-UV and visual lightcurves.

emission in all UVOT filter bandpasses, with the dominant
contribution to the far-UV bandpasses being the AGN com-
ponent.

6.3 The UV to X-ray SED shape

Over a wide range of redshifts and source luminosities, AGN
display a non-linear relationship between their UV and X-
ray luminosities (Zamorani et al. 1981; Vignali et al. 2003;
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an extrapolation over the extreme-UV region. The estimated 10-79 keV emission (pink line) is a power-law in frequency, scaled to the
observed 10 keV luminosity, and using the average photon index Γ = 1.722 for our five NuSTAR observations. Bottom: UV-optical and

X-ray luminosities for Mrk 590 in a high-flux state. The UV emission is significantly enhanced relative to our host galaxy template. The
power-law extrapolation (blue curve) and its uncertainty (blue shaded region) yield a rough estimate of the extreme-UV emission, which

represents a significant contribution to of the AGN bolometric luminosity (e.g., Kilerci Eser & Vestergaard 2018)

Steffen et al. 2006; Just et al. 2007). This relationship is
quantified either as a linear relationship between the log-
luminosity at rest-frame 2500 Åand at 2 keV (Lusso &
Risaliti 2016), or using the UV to X-ray spectral index, αox

(Tananbaum et al. 1979). For non-homogeneous AGN sam-

ples, the observed scatter of L2keV at fixed L2500 is of order
0.4 dex. However, Lusso & Risaliti (2016) demonstrate that
the intrinsic scatter is of order 0.21 dex. The tight rela-
tionship between the UV and X-ray luminosities implies a
physical link between the disk and coronal emission, which
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Figure 14. The distribution of Lν(2500 Å) versus Lν (2 keV)

for our monitoring observations of Mrk 590. We subtract the host
galaxy template before determining the 2500 Å luminosity. The

colorbar illustrates the observation date (2008–2020). The black

cross illustrates the median observational uncertainties on the UV
and X-ray luminosities. The four green data points represent lower

limits on Lν(2500 Å) during the 2013–2014 low-flux state, as no

AGN UV–optical emission is detected for these observations. The
majority of our measurements are consistent with the UV–X-ray

luminosity relationships for statistical samples of AGN presented

by Lusso et al. (2010) (dotted blue line) and Lusso & Risaliti
(2016) (dashed black line); the gray shaded region represents the

0.24 dex scatter found by Lusso & Risaliti (2016). We note a

tendency for Mrk 590 to become more X-ray luminous at high
UV luminosities than predicted by the Lusso et al. relationships.

is likely governed by the effects of black hole mass and ac-
cretion rate (Lusso & Risaliti 2017).

We present measurements of log(L2keV) as a function of
log(L2500) for Mrk 590 in Figure 14. As the UV luminosity
of Mrk 590 ranges between 26.6 < log(L2500) < 28.3 dur-
ing 2014–2020, the most appropriate comparison sample of
bona fide AGN is that presented by Lusso et al. (2010), con-
taining AGN with log(L2500) as faint as 26.5. Our measure-
ments are consistent with their best-fit linear relationship
between log(L2500) and log(L2keV) (Figure 14, blue dotted
line), given that their sample displays a ∼ 0.4 dex scat-
ter. The majority of our measurements are also consistent
with the relationship presented by Lusso & Risaliti (2016),
derived for sources with log(L2500) > 29 (Figure 14, black
dashed line), given the ∼ 0.24 dex statistical scatter for their
’cleaned’ sample.

While our measurements are consistent with the exist-
ing relationships given their statistical scatter for large sam-
ples of AGN, we do find that Mrk 590 becomes relatively
X-ray brighter at observational epochs where its UV emis-
sion is either particularly bright (log(L2500)) > 28) or faint
(log(L2500) < 27). The ∼ 5% observational uncertainties
for individual measurements of L2keV and L2500 do not ac-
count for this trend. We conclude that Mrk 590 displays a
UV to X-ray SED shape consistent with that of bona fide
AGN during 2017–2020, but becomes systematically X-ray
brighter in high-flux states.

6.4 Integrated optical–UV–X-ray luminosities

Here, we make a rough estimate of the integrated optical–
UV–X-ray luminosity of Mrk 590 as a function of time, in
order to determine the evolution of its Eddington luminos-
ity ratio (§6.5) during the reappearance of its UV emission.
Detailed modeling of the AGN component SED will require
an improved treatment of the host galaxy and AGN broad-
line emission. In particular, while our host galaxy subtrac-
tions are conservative in the sense that they place lower
limits on the total AGN emission strength, they do not fully
isolate the AGN continuum emission. This is due to the
potential presence of reprocessed far-UV continuum emis-
sion in the form of broad UV–optical emission lines. In fact,
Raimundo et al. (2019) do find broad Hα and Hβ emis-
sion in their 2017 spectroscopic observations of Mrk 590.
For a sample of seven AGN at redshifts z < 0.07, Kilerci
Eser & Vestergaard (2018) find that the typical contribu-
tion of broad UV–optical emission lines to the integrated
optical to X-ray luminosity is only ≈ 5%. Thus, to first or-
der, we expect our integrated luminosities based on the host
galaxy subtracted Swift UVOT broad-band photometry to
be roughly correct. We defer detailed modeling of the AGN
continuum emission to future work, pending analysis of Hub-
ble Space Telescope spectroscopy (PI: Vestergaard). These
observations will both directly constrain the UV continuum
profile, and provide indirect constraints on the ionizing EUV
continuum, derived from the broad emission line luminosi-
ties (e.g., Korista et al. 1997).

During the X-ray flares, the energy output of the AGN
component is brightest in the UV (Figure 13). While we see
hints of a spectral turnover at ∼ 2600 Å, the host galaxy
subtracted SED is rather flat between the UW1 (∼ 2600
Å) and UW2 band (∼ 1900 Å). We therefore expect that
the UV emission component extends into the unobservable
extreme-UV (EUV). Several physically motivated models
that describe the EUV emission are available. Done et al.
(2012) present a Novikov-Thorne thermal accretion disk
model modified by a color correction due to radiative trans-
fer in the disk atmosphere. The resulting disk SED extends
into the EUV, with a spectral turnover occuring at higher
energies for higher Eddington ratios, as illustrated by their
Figure 1. Korista et al. (1997) demonstrate that the EUV
SED should peak at ∼ 54 eV, based on photoionization
considerations, and present a broken power-law model for
the AGN continuum emission. For Seyfert 1 AGN, Kilerci
Eser & Vestergaard (2018) find that a simple power-law in-
terpolation between the far-UV and soft X-ray luminosities
yields an integrated EUV luminosity that is roughly halfway
between that produced by the Done et al. (2012) and Ko-
rista et al. (1997) models. The uncertainty on the integrated
extreme-UV luminosity due to model selection is of order
∼ 25%, with the Korista et al. (1997) model being system-
atically more EUV-luminous than the power-law interpola-
tion, and the Done et al. (2012) model being less luminous.
As our current aim is to make a rough estimate of the EUV
luminosity, we opt for the simple power-law interpolation.
For each Swift observational epoch, we perform a power-law
interpolation between the UVOT UW2 and XRT 0.3 keV
luminosities (Figure 13, bottom panel). The observational
uncertainties for this model are calculated by interpolating
between the 1σ limits on the Swift UVOT UW2 and XRT
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Figure 15. Top panel: The estimated 10–79 keV luminosity (cyan curve), observed Swift XRT 0.3-10 keV luminosity (gray curve),
estimated extreme-UV luminosity (violet curve), and host galaxy subtracted UV–optical luminosity (orange curve). We note that the

very low extreme-UV luminosity during 2013–2014 is an artefact of our modeling procedure (§6.4). Bottom panel: Fractional contribution
of each luminosity component to the total AGN luminosity. Even during the brightest UV–optical flares, more than half the luminous

energy output is in the X-ray regime.

0.3 keV luminosity densities. We note that the uncertainty
due to EUV model selection, of order ∼ 25%, is much larger
than the observational uncertainties calculated in this way.

To estimate the integrated UV–optical AGN luminos-
ity, LUV, we perform a piecewise linear interpolation of the
host galaxy subtracted luminosity densities for each Swift
UVOT bandpass. To obtain a conservative error estimate
for LUV, we repeat our interpolation, now using the 1σ lim-

iting UVOT flux densities. We do not extend the model to
wavelengths longer than the UVOT V band (∼ 5468 Å), as
the AGN emission is faint compared to the host galaxy in
the V band. Raimundo et al. (2019) find that the AGN con-
tinuum in the optical regime is negligible in 2017. Inclusion
of the long-wavelength tail of the AGN continuum compo-
nent is therefore not necessary for these first-order estimates
of the integrated luminosities.
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Figure 16. The Eddington luminosity ratio, L/LEdd, as a function of time. The X-ray emission represents a substantial contribution to
the total observed luminosity for Mrk 590. The Eddington ratios calculated using only LUV +LEUV (blue curve) are a factor ∼ 2 smaller

than those including the 0.3-10 keV X-ray spectrum (black curve), and a factor ∼ 3 smaller than those that also include the 10-79 keV
contribution (red curve).

We estimate the EUV luminosity, LEUV, as the inte-
grated 1900 Å–0.3 keV luminosity of our power-law EUV
interpolation. We derive the integrated 0.3-10 keV luminos-
ity, L0.3−10, and its uncertainties using our power-law X-ray
continuum model after correcting for Galactic absorption
(§3.2). While we lack NuSTAR hard X-ray observations for
most Swift observing epochs, the observed 10-79 keV emis-
sion during our five NuSTAR observations does contribute
significantly to the total observed luminosity. To estimate
the 10-79 keV luminosity L10−79 as a function of time, we
use a power-law model with spectral index Γ = 1.722, i.e.,
the average hard X-ray spectral index measured for the five
NuSTAR observations using the continuum window method
(§4.2). We scale this model to match the luminosity den-
sity at 10 keV, as determined using our power-law model
fits to the individual Swift XRT observations. We tabulate
the integrated UV–optical, EUV, 0.3-10 keV, and 10-79 keV
luminosities in Table 3.

The host galaxy subtracted UV–optical luminosity rises
gradually throughout mid-2017, and does not return to its
previous very low state during 2018–2020. This component is
brightest during the late 2018 flare (Figure 15, top panel).
The UV–optical luminosity does not exceed ∼10% of the
total AGN luminosity at any observational epoch (Figure
15, bottom panel). In terms of its fractional contribution to
the total luminosity, the most dramatic change in the UV–
optical component occurs between 2014 and 2016. According
to our power-law EUV interpolation, the EUV emission ac-
counts for roughly 25% of the total AGN luminosity since
2016. Even after the reappearance of the UV–optical emis-
sion component, over half the energy output is in the X-ray
regime. We note that, while our estimated 10-79 keV lumi-

nosity contributes the majority of the total luminosity in
the 2013–2014 minimum-flux state, our first NuSTAR ob-
servations of Mrk 590 took place in 2016. The relative con-
tributions of the 0.3-10 keV and 10-79 keV X-ray bands in
2013–2014 are therefore unknown.

6.5 Evolution of the Eddington luminosity ratio

The Eddington luminosity ratio is a useful diagnostic of
AGN accretion flows, as it provides a black hole mass-
independent comparison of the luminous accretion be-
tween sources. In the context of highly variable AGN, the
Eddington luminosity ratio may also be relevant to the
physics of the accretion flow, as Shakura & Sunyaev (1973)-
type thin accretion disks may transition into advection-
dominated thick disks at Eddington ratios of approximately
1% (Narayan & Yi 1994; Noda & Done 2018; Liu et al. 2020,
e.g.,). Here, we study the evolution of the Eddington ratio
for Mrk 590 as its UV emission component reappears.

The Eddington luminosity is defined as that luminosity
for which the force of gravity balances radiation pressure,
for spherically symmetric accretion. For accretion of ionized
hydrogen, it is given by

LEdd = 4πcGmpMBHσ
−1
T .

Here, G is the gravitational constant, c is the speed of
light, mp is the proton mass, MBH is the black hole mass,
and σT is the Thomson cross-section. In practice, AGN ac-
cretion is not spherically symmetric, so LEdd does not rep-
resent an absolute limit on the luminosity. Instead, the Ed-
dington luminosity ratio, Lbol/LEdd, provides a measure of
the accretion luminosity normalized by MBH.
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The Eddington ratio as defined above requires the bolo-
metric luminosity, Lbol. However, the infrared luminosity is
dominated by dust reprocessing (e.g., Barvainis 1987). It is
therefore not appropriate to include the infrared luminos-
ity contribution in the calculation of Lbol/LEdd. Given the
available data, our best approximation of the bolometric lu-
minosity due to the accretion flow is

Lbol ≈ LUV + LEUV + L0.3−10 + L10−79.

By this approximation, the Eddington ratio for Mrk
590 varies between ∼ 0.003 in the 2014 low-flux state, and
∼ 0.045 during the 2018 flare (Figure 16, red curve). Much of
this energy is released in the hard X-ray corona: the quantity
(LUV + LEUV)/LEdd, which might be attributed to direct
emission from an accretion disk, does not exceed ∼ 0.02
(Figure 16, blue curve). We discuss the increase in Lbol/LEdd

during the 2017 flare-up in §7.1.

7 DISCUSSION

Our primary goal with this work is to document the flaring
behavior exhibited by Mrk 590 in UV and X-ray emission
since 2017. Our main results are as follows:

• Based on the Eddington ratios, L/LEdd ∼ 0.05, and
UV to X-ray SED shapes observed during the flares, the
observational appearance of Mrk 590 is now that of a bona
fide (albeit highly variable) broad-line AGN.
• There is no evidence of soft X-ray excess in our Swift

XRT observations either prior to or after the 2017 flare-up.
• We detect Fe K complex emission in both the low-flux

state (2016) and during the subsequent flares. The equiva-
lent width of this feature is larger in the low-flux state than
in the high-flux state.
• Our NuSTAR data are consistent with the presence of

X-ray reflection features in both the low-flux state and dur-
ing the flares. The reflection factor is R ≈ 0.3 in the high-
flux state, consistent with patchy reflection. In the low-flux
state, the reflection factor is R = 1.15+0.77

−0.58, (90% confidence
intervals).

We discuss each of these results in turn below.

7.1 Re-ignition of the UV-optical emission

The UV–optical emission of Mrk 590 in 2013–2014 is con-
sistent with only host galaxy emission (Denney et al. 2014).
The X-ray emission is also rather faint at that time, with
L(0.3-10 keV)≈ 5× 1043 erg s−1 in the low-flux state. Den-
ney et al. (2014) do not detect broad optical emission lines
in their 2012 and 2013 spectroscopic observations; they de-
tect only a faint broad component for the Ly-α and CIV UV
emission lines. While Mathur et al. (2018) do detect broad
Mg II in November 2014, this emission line displays low
responsivity to continuum variations (Cackett et al. 2007),
and is therefore an unreliable indicator of the instantaneous
ionizing continuum level. The ionizing continuum was thus
likely very faint in 2013–2014; we find an Eddington ratio of
only L/LEdd ≈ 0.003 at this time (§6.5, Figure 16).

The simultaneous increase in the X-ray and UV emis-
sion during 2017 reveal that the central engine has now re-
ignited from its previous UV-faint state. The Eddington ra-
tio exceeds L/LEdd ≈ 0.01 for all observational epochs since
August 2017 (Figure 16), and reaches L/LEdd ≈ 0.045 dur-
ing the brightest observed flare. During the post-2017 re-
ignition, the UV to X-ray SED shapes are consistent with
those observed for bona fide AGN (§6.3), suggesting the
reappearance of a typical UV continuum source. The de-
tection of broad Hα and Hβ emission lines in the nuclear
region in late 2017 (Raimundo et al. 2019) provides indepen-
dent evidence that the 2017 flare produced substantial EUV
emission, as required in order to photo-ionize the broad-line
gas (e.g., Korista et al. 1997).

The increase in Eddington ratio above L/LEdd = 0.01,
with a corresponding sharp increase in UV luminosity and
reappearance of the broad emission lines, is suggestive of
a transition in accretion modes. At Eddington ratios be-
low ∼ 0.01, Narayan & Yi (1994) find a stable advection-
dominated solution for the accretion flow, a so-called ADAF
disk. These accretion disks are not thermalized, and do not
emit a bright UV continuum component. Liu et al. (2020)
find evidence of such an accretion state transition for the
low-luminosity AGN NGC 7589, for which the Eddington
ratio increased from L/LEdd ≈ 0.001 to L/LEdd ≈ 0.13.
They base their claim of an accretion mode transition upon
the reappearance of the soft X-ray excess component, which
we do not detect for Mrk 590 in our joint NuSTAR and
Swift XRT analysis (§5.2). Instead, we can infer the reap-
pearance of a typical EUV-bright AGN emission bump from
the increase in UV luminosity and the reappearance of broad
emission lines. However, we cannot exclude the presence of
a faint soft excess component given the currently available
data, as further discussed in §7.2.

Noda & Done (2018) also discuss the transition between
ADAF disks and thermal accretion disks in the context of
CLAGN. They find that the UV–X-ray SED changes for the
CLAGN Mrk 1018 are consistent with an accretion mode
transition. However, they point out that the state change
for black hole binaries are observed to occur on the viscous
timescale. As this timescale scales with the black hole mass,
it is too long to explain the observed changing-look events
for AGN. It is therefore necessary to explain how such tran-
sitions can occur in AGN disks on timescales of ∼months
to years. Sniegowska et al. (2020) suggest that, for a trun-
cated disk where only the inner region becomes advection-
dominated, an accretion mode transitions may occur in the
UV-luminous inner disk on timescales much shorter than
the viscous timescale. Alternatively, in radiation-pressure
dominated disks, the state change may occur more quickly.
For example, the Hydrogen ionization dynamic instability
mechanism (e.g., Hameury et al. 2009) may provide rapid
transitions in accretion state. In the context of extreme-
variability AGN, Jiang & Blaes (2020) perform magneto-
hydrodynamical modeling of a related mechanism, i.e., den-
sity inversion fronts due to Iron opacity. They find that these
density inversions cause the accretion disk to become con-
vectively unstable, causing large variations in the disk lumi-
nosity on timescales of ∼years. Intriguingly, the evolution of
Eddington luminosity ratio for their magneto-hydrodynamic
simulation model (Figure 14 of Jiang & Blaes 2020) displays
flare-like peaks on timescales of∼years, similar to our results
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for Mrk 590 (Figure 16). In future work we will perform UV
and X-ray accretion disk modeling in the low-flux and high-
flux states, which we hope will provide further constraints
on the accretion physics during the 2017 flare-up.

7.2 Evolution of the soft X-ray spectrum

Mrk 590 was first observed at soft X-ray energies by Turner
& Pounds (1989), during its historical high-flux state. They
model the spectrum as a power-law with Galactic absorp-
tion, and find no evidence of either soft excess or intrinsic
absorption. Gallo et al. (2006) observe Mrk 590 in 2002,
at which point it had already dimmed substantially, with
an X-ray flux of F (0.3 − 10keV) = 8.43 × 10−12 erg cm−2

s−1. They find evidence for fairly bright soft excess emission,
which they model as a blackbody component with kT = 161
eV and an integrated flux of 8% relative to the 0.3-10 keV
continuum. Longinotti et al. (2007) confirm the presence of
a soft excess component with kT = 156 eV in their 2004
XMM-Newton and Chandra observations, at an X-ray flux
F (2−8keV) = 6.72×10−12 erg cm−2 s−1. They report that
the soft excess luminosity is similar in 2004 to that found
in 2002, although they do not quantify this. Rivers et al.
(2012) then report the disappearance of the soft excess at
some point between 2004 and their 2011 Suzaku (0.7-12 keV)
observations. The broadband X-ray flux in 2011 is similar
to the 2002-2004 levels; the soft excess component is not de-
tected, and must be at least a factor ∼ 30 fainter than in
2004 according to their analysis.

Denney et al. (2014) do not detect soft excess in their
2013 Chandra observations. However, the soft excess re-
turned at a low level shortly afterwards. Mathur et al. (2018)
find evidence for a weak soft X-ray excess in their Novem-
ber 2014 Chandra observation of Mrk 590,∼ 10 months after
our 2013-2014 Swift observations in the low-flux state. They
re-analyze the 2013 Chandra observations, and demonstrate
that the soft excess found in 2014 is not present in 2013.
They interpret this result as an early sign of the re-ignition
of Mrk 590.

Mrk 590 has now returned to somewhat higher X-ray
flux levels than those observed in 2002 and 2004. For exam-
ple, we measure F (2− 8keV) = 8.54× 10−12 erg cm−2 s−1,
and F (0.3−10keV) = 1.57×10−11 erg cm−2 s−1, during the
August 2019 joint NuSTAR and Swift observations. We do
not detect soft X-ray excess emission in either the low-flux
state (2016) or during the post-2017 flaring activity (§5). We
emphasize that our X-ray analysis is not sensitive to soft ex-
cess emission at the absolute flux level detected by Mathur
et al. (2018) in 2014. It is thus plausible that Mrk 590 still
produces a soft X-ray excess at a similar low level. However,
given the appearance of the XRT spectra presented in 5.2, it
seems unlikely that the soft excess emission has returned to
its 2002 level, i.e., 8% of the integrated 0.3-10 keV continuum
luminosity. Our simulations (Appendix A) indicate that, in
the absence of additional X-ray spectral complexity, we are
sensitive to soft X-ray excess emission much fainter than the
2002 level. Overall, our post-2017 X-ray spectra are quali-
tatively similar to the 2011 result presented by Rivers et al.
(2012). They find a hard X-ray continuum with Γ ≈ 1.7,
and an Fe K emission line consistent with a R ∼ 0.30 reflec-
tion spectrum. Thus, it appears that the X-ray spectrum
has returned to its 2011 state, i.e., dominated by a power-

law continuum, with weak or absent soft excess. In fact, an
XMM-Newton observation of Mrk 590 on 4th July 2020 does
display a faint soft X-ray excess (G. Miniutti, private com-
munication). While it is possible that the soft excess emis-
sion has reappeared between January 2020 and July 2020,
it is also possible that the compponent is too faint to be
detected in our Swift XRT spectra, especially if there are
other features in the soft X-rays that we did not include in
our simulation work. We will analyze the XMM-Newton ob-
servations when they become available, and hope to harness
their superior spectral resolution in order to better under-
stand our Swift XRT non-detections.

The physical cause of soft X-ray excess in AGN is not
fully understood. The leading candidates are Comptoniza-
tion in a warm, optically thick corona (e.g., Petrucci et al.
2018), and relativistic reflection in the accretion disk (e.g.,
Crummy et al. 2006). Both these scenarios depend on the
presence of an accretion flow in the vicinity of the black
hole, and thus predict a disappearing soft excess at a suffi-
ciently low accretion rate. It is possible that the accretion
rate in Mrk 590 is not currently high enough to generate sub-
stantial soft X-ray excess emission. Alternatively, the factor
≈ 30 dimming of the soft excess component between 2004-
2011 might be a delayed response to the gradual drop in
source luminosity between the late 1990s and early 2000s,
as documented by Denney et al. (2014). We now observe a
brightening of the hard X-ray emission to above the 2004
level, with no reappearance of the soft excess at the level
observed in 2004; this non-detection is also consistent with
a scenario in which strong variability in the soft excess lags
the variations in the (extreme-)UV ionizing continuum by a
few years. In that case, continued X-ray monitoring of Mrk
590 may reveal the reappearance of the soft excess compo-
nent in the near future.

7.3 The X-ray reflecting geometry

While we detect Fe K emission indicative of X-ray reflection
in both December 2016 and in our stacked 2019–2020 NuS-
TAR observations, the hard X-ray Compton reflection hump
appears rather faint after 2017. We find an average reflection
scaling factor R = 0.36 for the three post-2017 NuSTAR ob-
servations, where R = 1 corresponds to reflection in a semi-
infinite plane. While Lightman & White (1988) demonstrate
that an X-ray reflection spectrum is predicted if a thermal
emission disk is present, it is not a sufficient condition for the
presence of a thermal disk. Other possible X-ray reflection
regions include a distant neutral medium, such as the ob-
scuring torus posited by AGN unification models (e.g., An-
tonucci 1993). The observed faint reflection spectrum is thus
consistent with either a distant reflector, or patchy reflection
in an accretion disk. Detection of relativistically broadened
Fe K emission would represent ’smoking-gun’ evidence of re-
flection in the inner accretion disk. Unfortunately, the weak
observed Fe K emission lines in our NuSTAR data do not
allow for dynamic modeling, as we cannot resolve the indi-
vidual emission lines of the Fe K complex.

Nandra et al. (2007) analyze the XMM-Newton spec-
trum of Mrk 590 in July 2004. Using the ’pexmon’ model,
they find R = 0.38+0.12

−0.35, consistent with our post-2017 mod-
eling. Thus, it appears that the reflection geometry is un-
changed before and after the ∼2010 changing-look event.
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This is consistent with the X-ray reflecting material being
distant from the central source, although it may instead in-
dicate the reappearance of an accretion disk with similar
’patchy’ reflection properties as in 2004. Nandra et al. (2007)
also find a narrow Fe Kα line with an equivalent width of 64
eV in their 2004 observations. They do not find evidence for
a broad component of the Fe Kα emission line. Longinotti
et al. (2007) do find a broad component in their 2004 Chan-
dra observation of Mrk 590, but their Fe Kα linewidth of
∼ 4000 km s−1 suggests reflection in the BLR or torus rather
than the inner accretion disk.

Our best-fit reflection spectrum model for December
2016 has a reflection factor of R = 1.15+0.77

−0.58 (90% confi-
dence intervals). While the uncertainties on R are rather
large for this observation, the December 2016 reflection com-
ponent does appear stronger relative to either our August
2019 modeling (R = 0.29+0.17

−0.15) or the 2004 observation pre-
sented by (Nandra et al. 2007) (R = 0.38+0.12

−0.35). One possible
interpretation is that the X-ray reflecting medium is distant
to the central source, so that we observe ’echoes’ of the pre-
2010 continuum emission in the 2016 reflection spectrum.
There is evidence for a similar scenario in the CLAGN Mrk
1018. This source lost its broad emission lines at some point
between 2009 and 2015 (McElroy et al. 2016), with a si-
multaneous factor ∼ 7.5 drop in X-ray flux. LaMassa et al.
(2017) find evidence for an anomalously strong X-ray reflec-
tion component (R > 3) in the 2016 low-flux state. They
suggest that the strong reflection is due to a reflector lo-
cated at distances of at least ∼ 1 light-year from the central
source.

Our collaborators have recently obtained X-ray obser-
vations of Mrk 590 using the XMM-Newton satellite (G.
Miniutti - private communication). Future analysis of these
observations will place better constraints on the Fe K emis-
sion profile, and thus provide a test of reflection from the
inner accretion disk during the current flaring activity.

8 CONCLUSION

The changing-look AGN Mrk 590 lost its UV continuum
and broad-line emission components at some point between
2006 and 2013 (Denney et al. 2014). Its soft X-ray ex-
cess component also dimmed significantly during 2004–2011
(Rivers et al. 2012), before reappearing at a low level in
2014 (Mathur et al. 2018). We find that Mrk 590 has now
re-ignited, displaying a standard UV to X–ray SED and an
Eddington luminosity ratio of L/LEdd ∼ 0.04. It is currently
highly variable, displaying simultaneous flare-up events in
UV and X-ray emission since 2017. The increase in Edding-
ton luminosity ratio, from ∼ 0.003 in 2014 to L/LEdd > 0.01
after August 2017, may indicate a transition in the physics
of the accretion flow; the lack of UV emission from the
AGN in the low-flux state is consistent with an advection-
dominated accretion disk in 2013–2014. However, we do not
detect strong soft X-ray excess emission in either the low-
flux state (2016) or during the recent flaring behavior. This
contrasts with the results of Liu et al. (2020), who find a
reappearance of the soft excess in NGC 7589 as the Edding-
ton ratio increases from L/LEdd ≈ 0.001 to L/LEdd ≈ 0.13.
As Mrk 590 has not yet exceeded L/LEdd ≈ 0.05, it is pos-
sible that strong soft excess emission will reappear if the

Eddington luminosity ratio continues to increase. Alterna-
tively, we speculate that there may be a time delay between
variations in the ionizing continuum luminosity and in the
soft X-ray excess.
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Table 1. Individual Swift XRT observations

MJD Observation Exposure 0.3-10 keV F0.3−10 F0.3−2 F2−10 Γ0.3−10

ID time [s] counts

(1) (2) (3) (4) (5) (6) (7) (8)

54627 00037590001 4465 514.4 5.75+0.30
−0.39 2.21+0.12

−0.09 3.53+0.30
−0.30 1.64+0.06

−0.06

56636 00037590002 1068 70.3 3.18+0.70
−0.42 1.05+0.11

−0.14 2.13+0.48
−0.34 1.50+0.17

−0.17

56640 00037590003 963 82.2 3.50+0.62
−0.44 1.56+0.16

−0.15 1.94+0.43
−0.37 1.78+0.16

−0.16

56668 00037590004 2010 130.6 3.02+0.35
−0.29 1.03+0.10

−0.09 1.99+0.31
−0.33 1.53+0.12

−0.12

Note. — The full version of this table is available in Chapter 3.3 of this Thesis. All uncertainties
represent 90% confidence intervals.

Columns: (1) Modified Julian Date (MJD), i.e., the number of days since November 17th, 1858.

(2) Swift Observation ID.
(3) XRT on-source exposure time.

(4) Background-subtracted XRT counts in the energy range 0.3-10 keV.
(5) Integrated 0.3-10 keV flux, in units of 10−12 erg cm−2 s−1.

(6) Integrated 0.3-2 keV flux, in units of 10−12 erg cm−2 s−1.

(7) Integrated 2-10 keV flux, in units of 10−12 erg cm−2 s−1.
(8) Photon index for 0.3-10 keV model fit.

Table 2. NuSTAR Observation Log

Date NuSTAR NuSTAR Swift Swift XRT
Obs.ID time [s] Obs.ID time [s]

(1) (2) (3) (4) (5)

2016-02-05 60160095002 21206 00080903001, 00037590009, 00037590010 9922

2016-12-02 90201043002 51003 00088014001, 00037590015 10224

2018-10-27 80402610002 21069 00010949001, 00010949002, 00010949003, 12978
00010949005, 00010949006, 00094095014,

00010949004

2019-08-31 80502630002 68123 00011542001, 00011542002 9965

2020-01-21 80502630004 50168 00013172002, 00013172003 9333

Note. — Columns: (1) NuSTAR observation date. (2) NuSTAR observation ID. (3) NuSTAR on-

source observation time, in seconds. (4) Swift observation IDs for the observations used in the joint

analysis. For the 2019 and 2020 analyses, the Swift XRT data are contemporaneous with the NuSTAR
observations. For our 2016 and 2018 analyses, we collect Swift observations spanning a few weeks around

the NuSTAR observation date, in order to obtain stacked XRT exposure times of ∼ 10 ks. (5) Total

stacked Swift XRT on-source observation time.
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Table 3. Individual Swift UVOT observations and integrated luminosities

MJD FV FB FU FUW1 FUM2 FUW2 LUV LEUV L0.3−10 L10−79

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

54627 4.32±0.15 2.92±0.10 1.23±0.05 0.88±0.05 0.74±0.04 4.32±0.05 0.57+0.49
−0.49 3.78+0.60

−0.61 9.43+0.67
−0.47 13.20

56636 4.16±0.19 2.96±0.13 1.21±0.07 0.60±0.05 0.57±0.05 4.16±0.05 — — 5.27+1.01
−0.78 8.84

56640 4.31±0.20 2.89±0.13 1.24±0.07 0.70±0.06 0.56±0.06 4.31±0.06 — — 5.81+0.77
−0.59 6.56

56668 4.38±0.17 2.87±0.11 1.21±0.06 0.69±0.05 0.60±0.04 4.38±0.05 — — 5.03+0.65
−0.65 7.99

56689 4.35±0.17 2.89±0.11 1.17±0.06 0.69±0.05 0.58±0.04 4.35±0.05 — — 4.45+0.46
−0.31 5.26

57219 4.37±0.19 2.94±0.12 1.56±0.08 1.16±0.08 1.12±0.08 4.37±0.08 1.72+0.66
−0.66 4.73+0.88

−0.89 6.81+0.88
−0.54 9.80

Note. — The full version of this table is available in Chapter 3.3 of this Thesis. Observations for which we do not detect AGN UV–

optical emission are marked with ”—” in Columns (8) and (9).
Columns: (1) Modified Julian Date.

(2) to (7): Swift UVOT flux density in the filters V to UW2, assuming a power-law SED within the filter bandpass. Units of 10−15 erg
cm−2 Å−1 s−1. Integrated 2-10 keV flux, units of 10−12 erg cm−2 s−1.

(8) Integrated UV–optical luminosity, as calculated using a piecewise linear interpolation over the host galaxy subtracted UVOT flux

densities. Units of 1042 erg s−1.
(9) Integrated extreme-UV luminosity, estimated using a power-law interpolation between the UVOT UW2 band luminosity and the 0.3

keV luminosity. Units of 1042 erg s−1.

(10) Integrated 0.3-10 keV luminosity, derived from the Galactic absorption corrected XSPEC model fit to the XRT spectrum. Units of
1042 erg s−1.

(11) Estimated 10-79 keV integrated luminosity, assuming Γ = 1.72 (i.e., the average photon index for our five NuSTAR observations),

and scaled to the 10 keV luminosity density of the 0.3-10 keV power-law model. Units of 1042 erg s−1.

Table 4. Joint NuSTAR, stacked Swift XRT power-law spectral modeling

Date CFPMB CXRT Γ0.3−79 A0.3−79 χ2
0.3−79 Γwin Awin χ2

win NH,int χ2
int

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (10)

2016-02-05 1.00± 0.05 0.94± 0.08 1.69± 0.05 8.6+1.1
−1.0 0.98 1.82± 0.07 9.43+1.60

−1.30 2.35 2.40+2.10
−2.00 0.88

2016-12-02 0.99± 0.05 0.74+0.11
−0.10 1.67± 0.03 8.05+0.86

−0.78 1.69 1.77± 0.04 9.15± 0.70 2.42 0.13+1.70
−0.13 1.21

2018-10-27 1.04± 0.04 1.09+0.08
−0.07 1.67± 0.03 23.7+1.9

−1.7 1.01 1.70± 0.06 24.7+3.1
−2.7 1.19 0.01+1.76

−0.01 1.00

2019-08-31 1.03± 0.01 0.73± 0.03 1.66± 0.02 32.1± 1.7 1.05 1.67± 0.03 32.4+1.8
−1.7 1.27 2.65+1.11

−1.10 1.00

2020-01-21 1.08± 0.02 0.81± 0.04 1.67± 0.02 31.4+1.3
−1.4 1.06 1.69± 0.03 31.2+2.0

−1.9 1.12 1.83+1.06
−1.03 0.99

Note. — Parameter uncertainties correspond to 90% confidence intervals, and are determined using the XSPEC ’error’ command.
Columns: (1) NuSTAR observation date. (2) Flux scaling factor for the NuSTAR FPMB detector, relative to FPMA. (3) Flux scaling

factor for the Swift XRT detector, relative to FPMA. (4) Photon index for the joint NuSTAR and Swift XRT modeling of the entire 0.3-79

keV spectrum. (5) Amplitude of power-law model at 1 keV, as fitted to the entire 0.3-79 keV spectrum, in units of 10−4 photons keV−1

cm−2 s−1. (6) Reduced χ2 for the power-law model to the entire 0.3-79 keV spectrum. (7) Photon index for the joint NuSTAR and Swift

modeling, using the continuum window method. (8) Amplitude of the power-law continuum at 1 keV, using the continuum window method,

in units of 10−4 photons keV−1 cm−2 s−1. (9) Reduced χ2 for the continuum window model, without intrinsic absorption. (10) Intrinsic
absorber component column density, in units of 1020 cm−2. (11) Reduced χ2 for the model including an intrinsic absorber.
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Table 5. NuSTAR pexmon spectral modeling

Date CFPMB Γpex Apex Rpex Reduced χ2 XSPEC ’goodness’
(1) (2) (3) (4) (5) (6) (7)

2016-12-02 0.97±0.05 1.88+0.11
−0.07 10.6+1.7

−1.6 1.15+0.77
−0.58 0.97 0.31

2018-10-27 1.04+0.05
−0.04 1.77+0.09

−0.09 26.5+3.7
−3.2 0.38+0.41

−0.31 0.91 0.08

2019-08-31 1.03±0.02 1.74±0.04 34.6+2.2
−2.1 0.29+0.17

−0.15 0.97 0.18

2020-01-21 1.08±0.03 1.78±0.05 35.4+2.5
−2.6 0.42+0.22

−0.19 1.01 0.38

Stacked 1.04±0.02 1.72±0.03 32.5+1.5
−1.4 0.24+0.11

−0.10 1.00 0.34

Best-fit i = 79◦ +6
−23 1.04+0.01

−0.02 1.74+0.03
−0.04 33.4+1.6

−1.7 0.57+0.78
−0.34 0.97 0.27

ZFe = 10 1.04±0.02 1.67±0.01 30.4±0.9 0.20±0.05 0.97 0.20

Note. — Parameter uncertainties correspond to 90% confidence intervals, and are determined using the XSPEC

’error’ command. We tabulate them as ′±′ if the positive and negative uncertainties are numerically equal to

within the given precision. Columns: (1) NuSTAR observation date. The entries ’Stacked’, ’Best-fit i = 79◦ +6
−23’,

and ’ZFe = 10’ denote our three models for the August 2019 + January 2020 stacked data. The ’Stacked’ model

holds both the inclination angle i = 60◦ and iron abundance ZFe = 1 constant. The ’Best-fit i = 79◦ +6
−23’ model

allows the inclination to vary. The ’ZFe = 10’ model sets the iron abundance to ten times Solar. (2) Flux scaling
factor for the NuSTAR FPMB detector, relative to FPMA. (3) Photon index for the power-law continuum of the

’pexmon’ model. (4) Amplitude of the power-law continuum at 1 keV, units of 10−4 photons keV−1 cm−2 s−1.

(5) Reflection scaling factor for the ’pexmon’ model. (6) Reduced χ2 for the best-fit model, after rebinning the
spectra to a minimum of 25 counts per bin. (7) The fraction of simulated model spectra that have a lower test

statistic than the best-fit model, calculated using the XSPEC ’goodness’ command. An acceptable model has
’goodness’6 0.5.
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XRT exposure Soft excess Detection False
time level rate positives

(1) (2) (3) (4)

2 ks 100% 84% 46%

2 ks 50% 70%

2 ks 25% 62%
4 ks 100% 92% 40%

4 ks 50% 70%

4 ks 25% 52%
6 ks 100% 96% 10%

6 ks 50% 86%

6 ks 25% 60%
8 ks 100% 96% 14%

8 ks 50% 86%
8 ks 25% 70%

10 ks 100% > 99% < 1%

10 ks 50% 96%
10 ks 25% 65%

Table A1. Results for simulated Swift XRT and NuSTAR spec-

tra, modeled using the continuum window method (§4.2). For

each combination of XRT exposure time and soft excess strength,
we simulate 50 spectra. We also simulate 100 spectra without a

soft excess component for each exposure time, in order to de-

termine the false positive rate. Columns: (1) the XRT exposure
time for the simulated spectra; all NuSTAR simulations have a 20

ks exposure time. (2) The scaling of the soft excess component,

listed as a percentage of the relative soft excess strength above
the 1 keV continuum emission detected by Mathur et al. (2018).

(3) The percentage of simulated spectra for which we detect the

soft excess component using the continuum window method. (4)
The false positive rate, i.e., the percentage of simulated spectra

with no soft excess component for which we detect soft excess

using the continuum window method.

APPENDIX A: SIMULATIONS TO
DETERMINE X-RAY ANALYSIS SENSITIVITY

Here, we describe the simulations performed in order to de-
termine the sensitivity of our continuum window method
(4.2) to soft X-ray excess in our joint Swift XRT and NuS-
TAR analyses.

Simulation procedure: We use the XSPEC tool ’fakeit’
to generate simulated XRT spectra composed of a power-law
continuum with Γ = 1.71, Fe K emission lines (represented
by Gaussian features), and a black-body soft excess compo-
nent with kT = 0.11 keV. We adjust the normalizations of
these components to match the emission strengths observed
by Mathur et al. (2018), relative to the 1 keV normalization
of the power-law continuum component in their 2013
observation. We scale the absolute flux levels of these com-
ponents to match our Swift XRT observations of Mrk 590
in March 2019. We also generate spectra with soft excess
normalizations corresponding to 50% and 25% of the rela-
tive normalizations presented by Mathur et al. For each soft
excess scaling, we generate 50 XRT spectra and 50 NuSTAR
spectra, including appropriate photon counting noise for a
10 ks XRT observation and a 20 ks NuSTAR observation.
We repeat this process for XRT observation times of 2 ks, 4
ks, 6 ks and 8 ks, not varying the NuSTAR observation time.

Detection of soft excess: In order to test the continuum
window method described in §4.2, we first model the
NuSTAR spectrum with a power-law component, using
fitting windows at energies of 3.0 − 5.5 keV, 8.5 − 15 keV,
and 40−79 keV. For the model fit, the start values of Γ and
normalization A are drawn from a uniform distribution;
the NuSTAR modeling reliably converges on the correct
input values. We use the best-fit power law index from
the NuSTAR spectrum to determine the power-law index
for the Swift XRT spectrum. To determine the overall
scaling of the Swift XRT continuum model, we fit a
power-law continuum to the simulated Swift XRT data
the 2.0-5.5 keV and 8.5-10.0 keV fitting windows, so as
to avoid the soft X-ray excess and Fe K lines. Finally,
we inspect the data/model ratio at energies below 2 keV,
and claim a detection of soft excess if the observed data
exceed the power-law continuum model at the > 2σ level
in this region, binning the XRT spectra to 25 counts per bin.

We present the detection and false-positive rates in
Table A1. For simulated observations with XRT exposure
times of 10 ks, we always detect the soft excess component,
for the relative soft excess level observed in 2014. We
find no false-positive soft excess detections for the 10 ks
exposures. For 10 ks exposures, our detection rate falls
to 70% for a soft excess scaling of 25%. For shorter XRT
exposure times, our detection rate falls, and we find some
false-positive detections. For this reason, we require 10 ks
of Swift XRT exposure time in order to securely detect
soft excess emission at the 2014 level. Based thereon, we
requested (and were granted) 10 ks of contemporaneous
XRT observations for our 2019 and 2020 NuSTAR ToO
triggers. For our earlier NuSTAR observations, we instead
prepare stacked XRT spectra with exposure times exceeding
10 ks, as described in §3.2, in order to avoid false-positive
detections. In general, we cannot securely detect soft excess
emission at the 25% level relative to the Mathur et al.
(2018) detection, even for 10 ks XRT observations.

Soft excess parameter retrieval: Given 6 ks Swift XRT
observations, we are able to retrieve the blackbody compo-
nent flux with an average error of 7% relative to the input
value, and a maximum error of 28%, using a soft excess com-
ponent at the same relative flux level as in 2014. At 50% of
the 2014 soft excess level, we retrieve the flux with an av-
erage error of 12% and a maximum error of 29%. At 25%
of the relative soft excess level observed in 2014, we have
an average error of 22% and a maximum error of 62%. The
measured blackbody temperature is within the range 0.02
keV< kT < 0.13 keV, and often very close to the input
value, kT = 0.11 keV. If the XRT exposure time is instead
2 ks, we find errors in excess of 100% relative to the input
flux scaling, and in many cases the fit does not converge on
a reasonable blackbody temperature. Thus, we require at
least 6 ks XRT exposure time in order to reliably measure
the emission strength and temperature for a blackbody-like
soft X-ray excess.
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3.3 Full Swift UVOT and XRT monitoring data for Mrk 590

Here, I present full versions of Tables 2 and 3 from our draft paper X-ray and UV Flares in the
Changing Look AGN Mrk 590. I: X-ray and UV–optical Observations Since 2014 (Section §3.2 of
this Thesis). These long Tables are not included in full in the paper itself.

Table 3.1 presents our Swift XRT monitoring data. The fluxes and the photon index Γ0.3−10 are
measured using a power-law model including Galactic absorption, as described in the paper. Table
3.2 presents our Swift UVOT flux measurements, along with the integrated luminosities, estimated
as described in §6.4 of the paper.

Table 3.1 Individual Swift XRT observations. All uncertainties represent 90% confidence intervals.
Columns: (1) Modified Julian Date. (2) Swift Observation ID. (3) XRT on-source exposure time.
(4) Background-subtracted XRT counts in the energy range 0.3-10 keV. (5) Integrated 0.3-10 keV
flux, units of 10−12 erg cm−2 s−1. (6) Integrated 0.3-2 keV flux, units of 10−12 erg cm−2 s−1. (7)
Integrated 2-10 keV flux, units of 10−12 erg cm−2 s−1. (8) Photon index for 0.3-10 keV model fit.

MJD Observation Exposure 0.3-10 keV F0.3−10 F0.3−2 F2−10 Γ0.3−10

ID time [s] counts
(1) (2) (3) (4) (5) (6) (7) (8)

54627.6 00037590001 4465 514.4 5.75+0.3
−0.39 2.21+0.12

−0.09 3.53+0.3
−0.3 1.64+0.06

−0.06

56636.9 00037590002 1068 70.3 3.18+0.7
−0.42 1.05+0.11

−0.14 2.13+0.48
−0.34 1.5+0.17

−0.17

56640.9 00037590003 963 82.2 3.5+0.62
−0.44 1.56+0.16

−0.15 1.94+0.43
−0.37 1.78+0.16

−0.16

56668.5 00037590004 2010 130.6 3.02+0.35
−0.29 1.03+0.1

−0.09 1.99+0.31
−0.33 1.53+0.12

−0.12

56689.4 00037590005 1997 123.3 2.7+0.38
−0.23 1.17+0.11

−0.1 1.53+0.27
−0.29 1.75+0.13

−0.13

57219.4 00037590007 1388 129.0 4.15+0.63
−0.35 1.56+0.19

−0.12 2.58+0.51
−0.41 1.62+0.12

−0.12

57423.8 00080903001 6815 701.0 4.89+0.25
−0.27 1.92+0.07

−0.08 2.97+0.22
−0.2 1.65+0.05

−0.05

57442.3 00037590009 933 126.2 5.73+0.64
−0.43 2.48+0.22

−0.18 3.25+0.39
−0.49 1.75+0.13

−0.13

57444.3 00037590010 2172 206.5 6.95+0.58
−0.45 2.44+0.15

−0.15 4.51+0.67
−0.55 1.55+0.1

−0.1

57451.2 00037590011 1972 223.9 5.53+0.46
−0.49 1.85+0.11

−0.13 3.67+0.45
−0.36 1.51+0.09

−0.09

57570.3 00080903002 6270 584.2 4.54+0.32
−0.19 1.65+0.07

−0.08 2.89+0.27
−0.17 1.58+0.06

−0.06

57707.1 00037590012 3376 364.4 4.84+0.22
−0.32 1.91+0.09

−0.08 2.93+0.35
−0.23 1.66+0.07

−0.07

57708.0 00037590013 2292 270.6 5.08+0.43
−0.34 2.12+0.1

−0.13 2.96+0.49
−0.31 1.71+0.09

−0.09

57709.6 00037590014 1410 161.0 4.72+0.59
−0.4 2.08+0.15

−0.1 2.64+0.49
−0.4 1.77+0.11

−0.11

57724.5 00088014001 1972 174.2 4.1+0.48
−0.32 1.59+0.1

−0.12 2.5+0.48
−0.29 1.65+0.11

−0.11

57735.2 00037590015 8251 767.8 4.14+0.2
−0.16 1.61+0.04

−0.06 2.52+0.2
−0.16 1.65+0.05

−0.05

57763.0 00037590016 7804 953.8 7.23+0.4
−0.27 2.56+0.07

−0.1 4.68+0.28
−0.24 1.56+0.04

−0.04

57791.6 00037590017 7282 490.0 3.11+0.26
−0.18 1.18+0.05

−0.04 1.93+0.18
−0.16 1.62+0.06

−0.06

57817.4 00037590018 3004 205.1 3.1+0.28
−0.2 1.21+0.08

−0.09 1.88+0.33
−0.24 1.65+0.1

−0.1

57911.6 00037590019 6393 740.3 5.66+0.33
−0.17 2.3+0.07

−0.1 3.36+0.23
−0.24 1.69+0.05

−0.05

57939.1 00037590020 7596 1400.8 9.34+0.38
−0.25 3.44+0.09

−0.06 5.9+0.19
−0.3 1.59+0.04

−0.04

57967.1 00037590021 6570 1125.5 7.75+0.31
−0.28 3.02+0.08

−0.08 4.73+0.31
−0.28 1.65+0.04

−0.04

57996.8 00037590022 6932 2956.7 21.31+0.57
−0.39 7.99+0.15

−0.16 13.32+0.55
−0.46 1.61+0.03

−0.03

58009.9 00037590023 861 146.4 18.45+2.19
−1.82 6.57+0.63

−0.49 11.88+1.65
−1.63 1.56+0.11

−0.11

58011.3 00037590024 2097 496.7 12.08+0.7
−0.72 4.15+0.16

−0.24 7.93+0.81
−0.69 1.53+0.06

−0.06

58012.6 00037590025 1865 422.5 10.54+0.5
−0.76 3.91+0.24

−0.13 6.63+0.73
−0.75 1.6+0.07

−0.07



3.3 Full Swift UVOT and XRT monitoring data for Mrk 590 93

Table 3.1 Continued.

MJD Observation Exposure 0.3-10 keV F0.3−10 F0.3−2 F2−10 Γ0.3−10

ID time [s] counts
(1) (2) (3) (4) (5) (6) (7) (8)

58013.8 00037590026 1910 362.4 12.44+0.68
−0.73 3.93+0.2

−0.24 8.5+1.08
−0.84 1.46+0.07

−0.07

58014.6 00037590027 1193 299.1 12.26+1.09
−0.94 4.12+0.26

−0.16 8.14+1.08
−0.77 1.51+0.08

−0.08

58015.0 00037590028 1698 330.7 13.09+0.88
−0.93 4.44+0.24

−0.27 8.65+0.63
−0.88 1.52+0.08

−0.08

58016.5 00037590029 2045 512.3 15.1+0.96
−0.7 5.19+0.24

−0.26 9.91+0.58
−0.74 1.53+0.06

−0.06

58023.4 00037590032 3960 1944.5 23.91+0.58
−0.77 8.54+0.19

−0.17 15.37+0.73
−0.68 1.57+0.03

−0.03

58027.4 00037590033 2682 753.0 14.78+0.75
−0.61 5.48+0.21

−0.16 9.3+0.69
−0.6 1.6+0.05

−0.05

58029.9 00037590034 986 308.1 14.98+0.93
−1.06 5.58+0.31

−0.29 9.4+1.04
−1.01 1.6+0.08

−0.08

58031.0 00037590035 1086 267.4 11.53+1.14
−1.15 4.18+0.23

−0.24 7.35+1.34
−0.76 1.58+0.09

−0.08

58035.5 00037590036 2057 566.8 13.23+0.84
−0.57 5.07+0.21

−0.26 8.16+0.77
−0.53 1.63+0.06

−0.06

58037.3 00037590037 1947 669.7 14.94+0.7
−0.91 5.92+0.25

−0.25 9.02+0.78
−0.69 1.66+0.05

−0.05

58041.4 00037590038 973 383.0 18.91+1.53
−1.45 6.8+0.34

−0.33 12.1+1.36
−1.18 1.57+0.07

−0.07

58051.2 00037590040 1508 346.9 11.0+0.78
−0.63 3.68+0.16

−0.18 7.32+0.74
−0.68 1.51+0.07

−0.07

58051.2 00037590040 1508 346.9 11.0+0.81
−0.62 3.68+0.21

−0.17 7.32+0.66
−0.65 1.51+0.07

−0.07

58053.9 00037590041 1920 455.5 12.05+0.66
−0.48 3.98+0.19

−0.2 8.07+0.71
−0.66 1.5+0.06

−0.06

58055.6 00037590042 601 109.6 10.23+1.62
−0.85 3.45+0.35

−0.33 6.78+1.99
−0.89 1.52+0.13

−0.13

58057.2 00037590043 1830 345.9 7.92+0.41
−0.68 3.35+0.15

−0.2 4.57+0.45
−0.45 1.73+0.08

−0.08

58058.0 00037590044 1605 408.7 11.67+0.75
−0.6 4.59+0.22

−0.24 7.08+0.8
−0.5 1.66+0.07

−0.07

58062.3 00037590045 2125 513.8 11.56+0.57
−0.64 4.1+0.19

−0.19 7.46+0.77
−0.67 1.56+0.06

−0.06

58066.0 00037590047 709 257.2 18.7+1.46
−1.27 5.78+0.31

−0.38 12.92+1.61
−1.3 1.44+0.09

−0.09

58068.6 00037590048 1805 798.8 21.36+1.05
−0.92 7.9+0.27

−0.24 13.46+0.83
−0.76 1.6+0.05

−0.05

58070.1 00037590049 1900 803.4 22.45+0.68
−0.9 8.84+0.22

−0.35 13.61+0.89
−0.84 1.66+0.05

−0.05

58073.5 00037590050 1615 561.8 16.25+0.92
−0.83 6.09+0.19

−0.29 10.15+0.89
−0.79 1.61+0.06

−0.06

58075.4 00037590051 814 283.5 16.57+1.41
−1.09 5.65+0.29

−0.42 10.92+1.48
−1.29 1.53+0.08

−0.08

58077.6 00037590052 809 331.2 19.92+1.78
−1.77 6.31+0.45

−0.32 13.61+1.62
−1.15 1.46+0.08

−0.08

58080.1 00037590053 1141 415.2 18.3+1.21
−1.2 6.73+0.32

−0.38 11.57+1.12
−1.12 1.59+0.07

−0.07

58081.9 00037590054 1885 684.1 17.08+0.82
−1.13 5.82+0.24

−0.21 11.26+1.02
−0.74 1.52+0.05

−0.05

58083.4 00037590055 1937 696.3 19.62+1.09
−0.89 6.87+0.27

−0.3 12.74+0.85
−0.86 1.55+0.05

−0.05

58085.8 00037590056 1955 730.2 16.39+0.85
−0.65 6.4+0.25

−0.2 9.99+0.92
−0.52 1.65+0.05

−0.05

58089.6 00037590057 1950 501.7 12.11+0.6
−0.65 4.16+0.19

−0.17 7.96+0.58
−0.72 1.53+0.06

−0.06

58091.7 00037590058 2000 462.8 11.46+0.82
−0.57 4.37+0.23

−0.16 7.09+0.57
−0.43 1.63+0.07

−0.06

58093.5 00037590059 1595 472.7 13.9+0.9
−0.76 4.9+0.29

−0.21 9.0+0.84
−0.78 1.55+0.06

−0.06

58094.5 00037590060 2017 619.3 14.14+0.84
−0.49 5.86+0.32

−0.23 8.29+0.63
−0.73 1.71+0.06

−0.06

58095.1 00037590061 1505 421.7 12.3+0.81
−0.55 4.84+0.2

−0.25 7.46+0.68
−0.57 1.66+0.07

−0.07

58096.4 00037590062 1967 555.1 13.28+0.73
−0.68 4.64+0.18

−0.24 8.65+0.64
−0.59 1.55+0.06

−0.06

58097.4 00037590063 1286 478.0 16.93+0.93
−0.96 6.4+0.32

−0.25 10.54+0.92
−0.87 1.62+0.06

−0.06

58098.3 00037590064 1660 488.0 14.7+0.8
−0.85 4.84+0.17

−0.23 9.86+0.82
−0.74 1.49+0.06

−0.06

58099.5 00037590065 1768 517.3 13.74+0.9
−0.89 4.9+0.21

−0.19 8.84+0.82
−0.84 1.56+0.06

−0.06

58100.0 00037590066 1263 347.3 13.0+0.78
−0.82 4.61+0.24

−0.23 8.39+1.07
−0.64 1.56+0.07

−0.07

58101.9 00037590067 2067 527.3 11.94+0.72
−0.58 4.19+0.2

−0.17 7.75+0.59
−0.59 1.55+0.06

−0.06
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Table 3.1 Continued.

MJD Observation Exposure 0.3-10 keV F0.3−10 F0.3−2 F2−10 Γ0.3−10

ID time [s] counts
(1) (2) (3) (4) (5) (6) (7) (8)

58102.8 00037590068 1940 470.3 12.0+0.78
−0.68 4.19+0.25

−0.24 7.81+0.74
−0.62 1.55+0.06

−0.06

58107.1 00037590069 2147 667.0 15.06+0.73
−0.72 5.53+0.15

−0.2 9.53+0.83
−0.83 1.59+0.05

−0.05

58108.0 00037590070 2022 573.0 14.51+0.85
−0.69 5.19+0.23

−0.25 9.32+0.7
−0.62 1.57+0.06

−0.06

58109.7 00037590071 1743 533.2 13.87+0.58
−0.57 5.05+0.23

−0.25 8.82+0.75
−0.62 1.58+0.06

−0.06

58110.1 00037590072 1937 572.8 14.26+0.8
−0.71 4.59+0.22

−0.19 9.67+0.6
−0.73 1.47+0.06

−0.06

58111.1 00037590073 2007 588.0 13.02+0.8
−0.66 5.02+0.25

−0.21 8.0+0.53
−0.61 1.64+0.06

−0.06

58112.4 00037590074 2122 825.2 17.36+0.71
−0.71 6.47+0.28

−0.19 10.89+0.58
−0.9 1.61+0.05

−0.05

58113.2 00037590075 1648 581.0 16.55+0.94
−0.85 5.87+0.28

−0.21 10.68+0.84
−0.85 1.56+0.06

−0.06

58117.6 00037590076 1638 430.0 11.08+0.56
−0.53 4.59+0.12

−0.28 6.49+0.59
−0.68 1.71+0.07

−0.07

58118.8 00037590077 1570 358.7 10.83+0.61
−0.57 4.23+0.28

−0.19 6.6+0.77
−0.53 1.65+0.07

−0.07

58118.8 00037590077 1570 358.7 10.83+0.54
−0.75 4.23+0.19

−0.26 6.6+0.63
−0.58 1.65+0.07

−0.07

58119.2 00037590078 1688 325.1 9.72+0.51
−0.71 3.51+0.19

−0.19 6.22+0.83
−0.77 1.58+0.08

−0.08

58120.2 00037590079 1643 351.0 9.77+0.64
−0.53 3.56+0.24

−0.19 6.21+0.76
−0.54 1.59+0.07

−0.07

58121.2 00037590080 3238 786.6 10.78+0.41
−0.42 4.36+0.11

−0.17 6.42+0.49
−0.38 1.68+0.05

−0.05

58122.4 00037590081 1975 472.8 11.09+0.7
−0.54 4.08+0.18

−0.17 7.01+0.77
−0.6 1.59+0.06

−0.06

58123.4 00037590082 2142 512.8 11.76+0.72
−0.82 3.92+0.16

−0.15 7.84+0.65
−0.62 1.51+0.06

−0.06

58124.5 00037590083 1640 370.8 11.47+0.74
−0.9 3.56+0.18

−0.19 7.91+0.51
−0.93 1.44+0.07

−0.07

58125.5 00037590084 1520 351.7 10.36+0.9
−0.65 3.96+0.16

−0.24 6.4+0.65
−0.55 1.63+0.07

−0.07

58127.5 00037590085 1700 412.4 10.52+0.69
−0.68 4.4+0.22

−0.2 6.12+0.65
−0.49 1.72+0.07

−0.07

58129.5 00037590086 1870 392.8 10.11+0.68
−0.6 3.59+0.15

−0.19 6.52+0.62
−0.66 1.56+0.07

−0.07

58131.2 00037590087 1992 367.4 8.3+0.59
−0.53 3.17+0.22

−0.13 5.13+0.46
−0.45 1.63+0.07

−0.07

58135.3 00037590089 1967 277.5 6.77+0.56
−0.46 2.3+0.14

−0.11 4.47+0.52
−0.45 1.52+0.08

−0.08

58137.4 00037590090 2025 270.0 7.02+0.56
−0.49 2.53+0.15

−0.13 4.49+0.31
−0.52 1.57+0.08

−0.08

58139.0 00037590091 1243 202.3 8.58+0.54
−0.79 2.91+0.19

−0.25 5.67+0.83
−0.51 1.52+0.1

−0.1

58145.5 00037590092 2130 390.5 9.71+0.54
−0.75 2.92+0.18

−0.16 6.79+0.6
−0.53 1.42+0.07

−0.07

58148.7 00037590093 1970 385.6 8.51+0.57
−0.52 3.43+0.14

−0.15 5.08+0.62
−0.42 1.68+0.07

−0.07

58150.8 00037590094 1768 286.3 7.71+0.55
−0.54 2.86+0.18

−0.14 4.85+0.8
−0.55 1.6+0.08

−0.08

58152.8 00037590095 1718 277.2 7.51+0.73
−0.57 2.88+0.18

−0.13 4.63+0.65
−0.39 1.63+0.08

−0.08

58154.7 00037590096 2082 246.6 6.6+0.58
−0.53 2.65+0.16

−0.13 3.96+0.54
−0.41 1.67+0.09

−0.09

58156.0 00037590097 1972 311.4 7.02+0.62
−0.3 2.96+0.16

−0.17 4.06+0.52
−0.43 1.72+0.08

−0.08

58158.3 00037590098 2007 301.7 6.88+0.45
−0.53 2.66+0.17

−0.15 4.22+0.55
−0.51 1.64+0.08

−0.08

58160.6 00037590099 1992 202.4 7.96+0.88
−0.64 2.63+0.19

−0.17 5.33+0.82
−0.62 1.5+0.1

−0.1

58162.5 00037590100 1877 224.9 7.05+0.64
−0.51 2.57+0.12

−0.21 4.48+0.48
−0.52 1.59+0.09

−0.09

58164.3 00037590101 2082 272.6 6.32+0.54
−0.47 2.51+0.14

−0.11 3.81+0.39
−0.52 1.67+0.08

−0.08

58166.7 00037590102 2117 299.2 7.94+0.62
−0.59 2.46+0.12

−0.19 5.48+0.62
−0.77 1.44+0.08

−0.08

58289.7 00094095002 1106 194.0 8.09+0.82
−0.75 3.13+0.13

−0.2 4.96+0.55
−0.72 1.64+0.1

−0.1

58300.5 00094095003 2195 521.5 10.9+0.81
−0.55 4.03+0.15

−0.16 6.88+0.61
−0.62 1.6+0.06

−0.06

58313.4 00094095004 1605 473.8 13.77+0.89
−0.91 4.79+0.28

−0.17 8.98+1.06
−0.82 1.54+0.06

−0.06

58325.1 00094095005 1982 484.0 11.1+0.67
−0.63 4.13+0.17

−0.17 6.97+0.66
−0.52 1.6+0.06

−0.06
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Table 3.1 Continued.

MJD Observation Exposure 0.3-10 keV F0.3−10 F0.3−2 F2−10 Γ0.3−10

ID time [s] counts
(1) (2) (3) (4) (5) (6) (7) (8)

58337.0 00094095006 1800 354.6 9.96+0.77
−0.5 3.76+0.2

−0.16 6.2+0.59
−0.54 1.62+0.07

−0.07

58349.6 00094095007 1808 334.8 8.55+0.73
−0.53 3.04+0.19

−0.17 5.51+0.49
−0.66 1.56+0.08

−0.08

58363.4 00094095008 1635 265.5 10.47+0.74
−0.85 3.53+0.21

−0.23 6.94+0.74
−0.61 1.52+0.08

−0.08

58366.4 00094095009 1413 293.9 10.31+0.79
−0.7 3.72+0.17

−0.2 6.59+0.74
−0.69 1.58+0.08

−0.08

58373.1 00094095010 971 281.3 13.36+1.14
−1.12 5.07+0.28

−0.28 8.3+0.88
−1.12 1.62+0.08

−0.08

58385.6 00094095011 1985 767.5 18.05+0.88
−0.6 6.85+0.25

−0.37 11.21+0.78
−0.84 1.62+0.05

−0.05

58397.4 00094095012 1695 687.7 19.51+0.91
−1.36 6.94+0.24

−0.27 12.57+1.08
−0.99 1.56+0.05

−0.05

58409.7 00094095013 1588 745.6 24.6+1.16
−0.96 8.67+0.27

−0.37 15.93+1.03
−0.78 1.55+0.05

−0.05

58419.0 00010949001 1987 605.2 14.34+0.63
−0.95 5.31+0.28

−0.2 9.03+0.79
−0.75 1.6+0.06

−0.06

58420.0 00010949002 1987 677.8 15.65+0.61
−0.8 5.7+0.24

−0.19 9.95+0.87
−0.81 1.58+0.05

−0.05

58421.8 00094095014 2067 642.2 14.64+0.64
−0.81 6.02+0.3

−0.22 8.62+0.83
−0.61 1.7+0.06

−0.06

58422.5 00010949003 2015 613.5 14.68+0.84
−0.66 5.68+0.24

−0.24 9.01+0.73
−0.8 1.64+0.06

−0.06

58422.5 00010949003 2015 613.5 14.68+0.84
−0.51 5.68+0.18

−0.29 9.01+0.62
−0.69 1.64+0.06

−0.06

58423.3 00010949004 1987 1024.6 22.47+0.65
−0.9 8.93+0.24

−0.28 13.53+1.09
−0.63 1.67+0.04

−0.04

58424.7 00010949005 1316 494.6 16.74+0.73
−0.96 6.49+0.21

−0.35 10.24+0.78
−0.65 1.64+0.06

−0.06

58425.5 00010949006 1615 751.8 20.17+0.75
−0.97 8.18+0.26

−0.32 11.99+0.78
−0.86 1.69+0.05

−0.05

58433.5 00094095015 1840 523.6 15.79+0.79
−0.86 5.72+0.36

−0.23 10.07+0.77
−0.84 1.58+0.06

−0.06

58445.2 00094095016 1800 436.8 12.31+0.8
−0.77 4.77+0.29

−0.23 7.54+0.69
−0.66 1.64+0.07

−0.07

58457.7 00094095017 1098 944.8 36.74+1.36
−1.22 15.36+0.52

−0.54 21.38+1.3
−1.01 1.72+0.05

−0.05

58464.0 00010949008 1720 1203.5 32.81+1.34
−1.12 13.0+0.41

−0.47 19.82+1.31
−0.81 1.66+0.04

−0.04

58465.7 00010949009 1443 997.7 38.09+1.43
−1.65 14.58+0.42

−0.38 23.51+1.6
−1.22 1.63+0.04

−0.04

58466.9 00010949010 1865 1563.0 37.41+1.41
−1.07 15.12+0.37

−0.41 22.29+0.94
−1.18 1.68+0.04

−0.04

58467.9 00010949011 1818 1477.1 34.71+0.93
−1.01 14.4+0.31

−0.32 20.31+0.97
−1.19 1.71+0.04

−0.04

58468.2 00010949012 2070 1711.6 37.88+1.33
−1.03 13.94+0.33

−0.35 23.94+0.99
−0.98 1.59+0.03

−0.03

58473.6 00094095019 2639 1607.2 27.73+0.83
−1.05 10.6+0.28

−0.22 17.13+0.92
−0.92 1.63+0.03

−0.03

58493.5 00094095020 2050 1144.3 23.68+0.89
−0.9 10.01+0.28

−0.31 13.68+0.76
−0.67 1.73+0.04

−0.04

58505.7 00094095021 1995 1308.1 29.01+0.77
−1.05 12.57+0.43

−0.33 16.45+0.93
−0.51 1.75+0.04

−0.04

58517.4 00094095022 1940 852.3 21.41+0.94
−0.87 7.47+0.25

−0.27 13.94+0.85
−0.86 1.55+0.05

−0.05

58529.0 00094095023 1635 359.2 11.86+0.96
−0.68 4.7+0.22

−0.28 7.17+0.74
−0.73 1.66+0.07

−0.07

58541.6 00094095024 2075 488.9 12.24+0.76
−0.63 4.08+0.17

−0.17 8.16+0.38
−0.69 1.51+0.06

−0.06

58548.1 00094095025 2025 648.6 14.56+0.76
−0.84 5.39+0.28

−0.21 9.17+0.58
−0.61 1.6+0.05

−0.05

58676.3 00011481002 2080 403.2 11.57+0.76
−0.49 4.45+0.26

−0.21 7.12+0.76
−0.54 1.64+0.07

−0.07

58690.8 00011481003 1173 221.0 16.22+1.66
−1.33 5.36+0.42

−0.39 10.87+1.32
−1.46 1.5+0.09

−0.09

58692.0 00011481004 691 199.6 12.71+0.89
−1.1 4.86+0.34

−0.34 7.85+1.12
−1.1 1.63+0.1

−0.1

58700.5 00011481005 2127 683.9 14.5+0.67
−0.75 5.66+0.25

−0.24 8.84+0.72
−0.64 1.65+0.05

−0.05

58712.7 00011481006 1600 507.0 16.29+1.05
−0.7 5.72+0.26

−0.2 10.57+0.88
−0.77 1.55+0.06

−0.06

58726.6 00011542001 4964 1627.0 17.03+0.44
−0.5 6.79+0.11

−0.21 10.24+0.55
−0.32 1.67+0.03

−0.03

58727.3 00011542002 4959 1697.1 19.05+0.58
−0.51 6.32+0.18

−0.15 12.73+0.53
−0.62 1.5+0.03

−0.03

58745.7 00011481009 1598 907.7 26.13+1.0
−0.9 10.32+0.41

−0.35 15.81+1.01
−1.03 1.66+0.05

−0.05
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Table 3.1 Continued.

MJD Observation Exposure 0.3-10 keV F0.3−10 F0.3−2 F2−10 Γ0.3−10

ID time [s] counts
(1) (2) (3) (4) (5) (6) (7) (8)

58752.6 00011481010 1111 644.9 26.39+1.61
−1.27 9.53+0.4

−0.35 16.86+1.55
−1.12 1.58+0.05

−0.05

58765.9 00011481012 1410 903.6 27.75+1.07
−1.07 11.22+0.36

−0.38 16.53+1.27
−1.11 1.68+0.05

−0.05

58772.6 00011481013 1083 402.9 17.69+1.18
−1.24 6.51+0.35

−0.35 11.18+1.17
−1.06 1.59+0.07

−0.07

58776.3 00011481014 928 338.6 17.32+1.22
−1.38 6.27+0.38

−0.39 11.05+1.17
−1.09 1.58+0.08

−0.08

58784.0 00011481015 1668 1232.6 31.81+1.08
−1.0 12.9+0.38

−0.48 18.9+1.36
−0.95 1.69+0.04

−0.04

58795.8 00011481016 554 278.4 25.35+2.24
−2.1 7.75+0.51

−0.35 17.6+2.0
−1.45 1.43+0.08

−0.08

58796.0 00011481017 1967 896.2 22.45+1.23
−0.7 8.39+0.2

−0.27 14.06+0.91
−0.72 1.61+0.05

−0.05

58808.7 00011481018 1508 715.9 22.55+1.32
−0.85 8.58+0.3

−0.34 13.97+1.16
−0.86 1.62+0.05

−0.05

58823.2 00011481020 1962 797.0 19.33+0.76
−0.96 6.76+0.27

−0.28 12.57+0.79
−0.89 1.55+0.05

−0.05

58832.4 00011481021 2055 632.0 14.34+0.63
−0.66 5.03+0.25

−0.21 9.31+0.69
−0.67 1.55+0.06

−0.06

58844.7 00011481022 1902 855.4 19.79+0.92
−0.77 7.84+0.26

−0.28 11.95+0.89
−0.65 1.66+0.05

−0.05

58856.4 00011481023 923 585.0 27.96+1.28
−1.52 10.71+0.54

−0.42 17.25+0.93
−1.3 1.63+0.06

−0.06

58856.4 00011481023 923 598.0 27.95+1.25
−1.25 11.24+0.45

−0.44 16.71+1.28
−1.23 1.67+0.07

−0.05

58860.3 00011481024 1176 681.8 33.23+1.53
−1.66 12.21+0.32

−0.52 21.02+1.49
−1.28 1.59+0.05

−0.05

58869.3 00013172002 5276 1827.2 17.74+0.57
−0.43 6.89+0.19

−0.2 10.86+0.37
−0.41 1.64+0.03

−0.03

58870.0 00013172003 4018 1683.7 18.62+0.61
−0.53 7.17+0.2

−0.19 11.45+0.51
−0.54 1.64+0.03

−0.03

58884.0 00011481027 1775 565.5 17.54+0.95
−0.98 5.92+0.31

−0.25 11.62+0.66
−0.88 1.52+0.06

−0.06

Table 3.2 Individual Swift UVOT observations and integrated luminosities. Columns: (1) Modified
Julian Date. (2) to (7): Swift UVOT flux density in the filters V to UW2, assuming a power-law
SED within the filter bandpass. Units of 10−15 erg cm−2 Å−1 s−1. Integrated 2-10 keV flux, units
of 10−12 erg cm−2 s−1. (8) Integrated UV–optical luminosity, as calculated using a piecewise
linear interpolation over the host galaxy subtracted UVOT flux densities. Units of 1043 erg s−1.
Observations for which we do not detect AGN UV–optical emission are marked with "—". (9)
Integrated extreme-UV luminosity, estimated using a power-law interpolation between the UVOT
UW2 band luminosity and the 0.3 keV luminosity. Units of 1043 erg s−1. Observations for which
we do not detect AGN UV–optical emission are marked with "—". (10) Integrated 0.3-10 keV
luminosity, derived from the Galactic absorption corrected XSPEC model fit to the XRT spectrum.
(11) Estimated 10-79 keV integrated luminosity, assuming Γ = 1.72 (i.e., the average photon index
for our five NuSTAR observations), and scaled to the 10 keV luminosity density of the 0.3-10 keV
power-law model.

Table 3.2 Continued.

MJD FV FB FU FUW1 FUM2 FUW2 LUV LEUV L0.3−10 L10−79

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
54627.6 4.32±0.15 2.92±0.1 1.23±0.05 0.88±0.05 0.74±0.04 4.32±0.05 0.57+0.49

−0.49 3.78+0.6
−0.61 9.43+0.67

−0.47 13.2
56636.9 4.16±0.19 2.96±0.13 1.21±0.07 0.6±0.05 0.57±0.05 4.16±0.05 0.0+0.0

−0.0 0.0+0.0
−0.0 5.27+1.01

−0.78 8.84
56640.9 4.31±0.2 2.89±0.13 1.24±0.07 0.7±0.06 0.56±0.06 4.31±0.06 0.0+0.0

−0.0 0.0+0.0
−0.0 5.81+0.77

−0.59 6.56
56668.5 4.38±0.17 2.87±0.11 1.21±0.06 0.69±0.05 0.6±0.04 4.38±0.05 0.0+0.0

−0.0 0.0+0.0
−0.0 5.03+0.65

−0.65 7.99
56689.4 4.35±0.17 2.89±0.11 1.17±0.06 0.69±0.05 0.58±0.04 4.35±0.05 0.0+0.0

−0.0 0.0+0.0
−0.0 4.45+0.46

−0.31 5.26
57219.4 4.37±0.19 2.94±0.12 1.56±0.08 1.16±0.08 1.12±0.08 4.37±0.08 1.72+0.66

−0.66 4.73+0.88
−0.89 6.81+0.88

−0.54 9.8
57423.8 4.43±0.18 2.97±0.12 1.65±0.06 1.3±0.08 1.23±0.08 4.43±0.08 2.26+0.61

−0.61 6.03+0.67
−0.67 8.04+0.34

−0.34 11.0
57442.3 4.48±0.21 3.3±0.15 1.88±0.1 1.6±0.11 1.35±0.09 4.48±0.11 3.43+0.82

−0.82 8.74+1.41
−1.43 9.45+1.21

−0.83 11.23
57444.3 4.45±0.17 3.06±0.12 1.83±0.08 1.66±0.1 1.53±0.08 4.45±0.1 3.13+0.66

−0.66 8.16+1.08
−1.08 11.39+0.84

−0.94 17.94
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MJD FV FB FU FUW1 FUM2 FUW2 LUV LEUV L0.3−10 L10−79

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
57451.2 4.37±0.17 3.12±0.12 1.88±0.09 1.48±0.09 1.47±0.08 4.37±0.09 3.08+0.68

−0.68 6.35+0.86
−0.86 9.04+0.8

−0.9 15.0
57570.3 4.32±0.14 2.95±0.1 1.58±0.06 1.4±0.08 1.25±0.06 4.32±0.08 2.03+0.54

−0.54 5.88+0.61
−0.61 7.45+0.37

−0.4 11.23
57707.1 4.37±0.15 3.0±0.11 1.61±0.07 1.24±0.07 1.18±0.06 4.37±0.07 2.09+0.57

−0.57 5.71+0.71
−0.71 7.94+0.44

−0.53 10.79
57708.0 4.25±0.16 2.89±0.11 1.56±0.07 1.24±0.07 1.1±0.07 4.25±0.07 1.6+0.58

−0.58 6.15+0.85
−0.85 8.35+0.47

−0.63 10.48
57709.6 4.47±0.19 2.92±0.12 1.51±0.08 1.26±0.08 1.14±0.08 4.47±0.08 1.78+0.66

−0.66 6.38+1.07
−1.07 7.77+0.93

−0.77 8.99
57724.5 4.23±0.19 3.07±0.13 1.61±0.06 1.27±0.09 1.25±0.09 4.23±0.09 2.04+0.67

−0.67 5.38+0.88
−0.88 6.73+0.7

−0.34 9.3
57735.2 4.27±0.14 3.06±0.1 1.51±0.06 1.17±0.06 1.05±0.05 4.27±0.06 1.73+0.51

−0.51 4.93+0.53
−0.53 6.8+0.39

−0.24 9.36
57763.0 4.44±0.14 2.95±0.1 1.58±0.06 1.34±0.07 1.15±0.05 4.44±0.07 2.01+0.52

−0.52 6.74+0.64
−0.64 11.85+0.34

−0.5 18.5
57791.6 4.19±0.14 2.91±0.1 1.51±0.06 1.08±0.06 0.92±0.05 4.19±0.06 1.24+0.5

−0.5 3.76+0.48
−0.48 5.11+0.36

−0.28 7.31
57817.4 4.27±0.16 2.91±0.11 1.39±0.06 0.97±0.06 0.89±0.05 4.27±0.06 0.98+0.55

−0.55 3.31+0.59
−0.59 5.09+0.5

−0.28 6.98
57911.6 4.49±0.15 3.06±0.1 1.85±0.07 1.66±0.09 1.52±0.07 4.49±0.09 3.31+0.58

−0.58 8.49+0.76
−0.76 9.31+0.35

−0.44 12.1
57939.1 4.53±0.15 3.31±0.11 2.2±0.08 2.32±0.12 2.0±0.09 4.53±0.12 5.21+0.64

−0.64 12.87+0.92
−0.92 15.31+0.43

−0.42 22.73
57967.1 4.45±0.15 3.4±0.11 2.36±0.09 2.44±0.13 2.25±0.11 4.45±0.13 5.91+0.68

−0.68 13.01+0.96
−0.96 12.72+0.47

−0.45 17.54
57996.8 4.67±0.15 3.57±0.12 2.73±0.1 3.58±0.19 3.03±0.13 4.67±0.19 8.37+0.77

−0.77 25.71+1.45
−1.45 34.97+0.8

−0.83 50.72
58009.9 4.75±0.21 3.77±0.16 3.09±0.14 3.97±0.23 3.31±0.23 4.75±0.23 9.73+1.07

−1.07 24.81+3.01
−3.07 30.24+3.63

−3.09 46.75
58011.3 4.73±0.18 3.46±0.13 2.88±0.12 3.45±0.19 3.17±0.16 4.73±0.19 8.58+0.87

−0.87 18.37+1.57
−1.58 19.78+0.87

−0.9 31.87
58012.6 4.46±0.17 3.43±0.13 2.58±0.11 3.43±0.19 3.15±0.16 4.46±0.19 7.7+0.86

−0.86 18.39+1.62
−1.63 17.29+0.98

−0.72 25.41
58013.8 4.66±0.18 3.61±0.13 2.89±0.12 3.35±0.19 2.95±0.15 4.66±0.19 8.63+0.88

−0.88 17.06+1.61
−1.62 20.32+1.76

−1.19 35.9
58014.6 4.83±0.2 3.68±0.15 2.77±0.13 3.37±0.2 2.9±0.17 4.83±0.2 8.57+0.95

−0.95 17.83+1.77
−1.78 20.06+1.6

−1.52 33.18
58015.0 4.51±0.17 3.39±0.13 2.74±0.11 3.14±0.18 2.98±0.24 4.51±0.18 7.62+0.89

−0.89 17.45+1.76
−1.77 21.43+1.69

−1.67 35.07
58016.5 4.45±0.17 3.57±0.13 2.68±0.11 3.33±0.19 3.01±0.15 4.45±0.19 8.05+0.85

−0.85 19.56+1.71
−1.71 24.72+1.41

−1.63 39.83
58023.4 4.63±0.16 3.71±0.13 3.28±0.13 4.38±0.24 3.68±0.17 4.63±0.24 10.46+0.88

−0.88 29.68+1.79
−1.8 39.17+1.27

−1.03 60.37
58027.4 4.91±0.18 3.66±0.13 3.06±0.12 4.04±0.22 3.46±0.16 4.91±0.22 9.82+0.89

−0.89 23.71+1.77
−1.77 24.24+0.87

−1.26 35.65
58029.9 4.63±0.21 3.56±0.15 2.88±0.14 3.54±0.21 3.34±0.19 4.63±0.21 8.7+1.01

−1.01 21.79+2.22
−2.24 24.57+1.81

−1.39 35.94
58031.0 4.63±0.21 3.39±0.14 2.96±0.14 3.72±0.22 3.28±0.18 4.63±0.22 8.72+1.0

−1.0 19.9+2.16
−2.19 18.91+1.48

−1.13 28.58
58035.5 4.57±0.17 3.43±0.13 2.75±0.12 3.7±0.21 3.24±0.16 4.57±0.21 8.29+0.86

−0.86 21.84+1.8
−1.8 21.72+1.26

−1.24 30.66
58037.3 4.73±0.18 3.7±0.14 2.83±0.12 3.8±0.21 3.34±0.17 4.73±0.21 9.28+0.91

−0.91 24.1+1.9
−1.9 24.55+0.87

−1.23 33.13
58041.4 4.5±0.21 3.7±0.16 3.13±0.15 4.02±0.24 3.47±0.19 4.5±0.24 9.77+1.07

−1.07 25.49+2.45
−2.46 30.99+1.94

−1.77 47.31
58051.2 4.6±0.18 3.06±0.12 2.46±0.11 3.1±0.18 3.05±0.16 4.6±0.18 6.92+0.83

−0.83 15.97+1.51
−1.52 17.99+0.78

−1.41 29.9
58051.2 4.6±0.18 3.06±0.12 2.46±0.11 3.1±0.18 3.05±0.16 4.6±0.18 6.92+0.83

−0.83 15.97+1.51
−1.52 17.99+1.39

−1.19 29.9
58053.9 4.29±0.17 3.39±0.13 2.56±0.11 3.09±0.18 2.97±0.15 4.29±0.18 7.06+0.83

−0.83 16.37+1.48
−1.48 19.71+1.31

−1.06 33.23
58055.6 4.36±0.24 3.37±0.17 2.53±0.14 2.98±0.2 2.66±0.18 4.36±0.2 6.87+1.09

−1.09 15.15+2.19
−2.25 16.75+2.83

−1.98 27.57
58057.2 4.53±0.18 3.55±0.13 2.58±0.11 3.18±0.18 2.67±0.14 4.53±0.18 7.51+0.85

−0.85 17.28+1.63
−1.64 13.04+0.92

−0.63 16.01
58058.0 4.67±0.19 3.36±0.13 2.6±0.11 3.11±0.18 2.78±0.15 4.67±0.18 7.36+0.86

−0.86 18.67+1.76
−1.77 19.17+1.11

−0.99 26.15
58062.3 4.83±0.18 3.55±0.13 2.72±0.11 3.34±0.19 2.78±0.14 4.83±0.19 8.15+0.85

−0.85 18.06+1.54
−1.54 18.94+1.07

−0.94 29.43
58066.0 4.72±0.23 3.56±0.16 2.81±0.14 3.3±0.21 3.36±0.22 4.72±0.21 8.84+1.1

−1.1 19.45+2.07
−2.09 30.54+2.3

−2.66 55.3
58068.6 4.98±0.19 3.72±0.14 3.07±0.13 3.95±0.22 3.58±0.18 4.98±0.22 10.04+0.94

−0.94 27.14+2.07
−2.07 35.03+1.45

−1.36 51.73
58070.1 4.56±0.18 3.66±0.14 3.15±0.13 4.22±0.23 3.69±0.19 4.56±0.23 10.06+0.94

−0.94 30.7+2.27
−2.27 36.89+1.82

−1.84 50.16
58073.5 4.72±0.19 3.6±0.14 3.11±0.13 4.09±0.23 3.43±0.18 4.72±0.23 9.75+0.95

−0.95 25.1+2.06
−2.06 26.66+1.46

−1.41 38.67
58075.4 4.72±0.22 3.81±0.17 3.23±0.16 4.05±0.24 3.67±0.21 4.72±0.24 10.71+1.14

−1.14 23.26+2.36
−2.38 27.12+1.93

−1.25 44.08
58077.6 4.96±0.23 3.87±0.17 3.12±0.15 3.85±0.23 3.51±0.21 4.96±0.23 10.08+1.11

−1.11 22.76+2.35
−2.37 32.55+3.27

−2.54 57.38
58080.1 4.87±0.21 3.68±0.15 3.02±0.14 3.97±0.23 3.57±0.2 4.87±0.23 9.9+1.02

−1.02 25.43+2.37
−2.39 30.01+1.87

−1.9 44.58
58081.9 4.52±0.18 3.82±0.14 2.87±0.12 3.8±0.21 3.51±0.17 4.52±0.21 9.44+0.92

−0.92 22.47+1.78
−1.78 27.96+1.16

−1.61 45.53
58083.4 4.68±0.18 3.52±0.13 2.99±0.13 3.97±0.22 3.58±0.17 4.68±0.22 9.51+0.92

−0.92 25.13+1.99
−1.99 32.13+1.32

−1.32 50.63
58085.8 4.68±0.18 3.7±0.14 3.11±0.13 3.95±0.22 3.6±0.2 4.68±0.22 9.87+0.93

−0.93 25.42+1.95
−1.95 26.91+1.7

−1.23 37.01
58089.6 4.76±0.18 3.65±0.14 2.8±0.12 3.9±0.22 3.19±0.16 4.76±0.22 9.18+0.9

−0.9 20.13+1.69
−1.69 19.83+1.48

−0.94 32.02
58091.7 4.63±0.18 3.52±0.13 2.73±0.12 3.41±0.19 3.31±0.17 4.63±0.19 8.53+0.88

−0.88 19.33+1.68
−1.69 18.81+1.01

−1.36 26.72
58093.5 4.3±0.18 3.65±0.14 2.73±0.12 3.47±0.2 3.21±0.17 4.3±0.2 8.19+0.9

−0.9 19.88+1.77
−1.78 22.77+0.96

−1.48 35.62
58094.5 4.42±0.17 3.58±0.13 2.79±0.12 3.63±0.2 3.22±0.16 4.42±0.2 8.39+0.87

−0.87 23.69+1.88
−1.88 23.27+1.1

−0.89 29.5
58095.1 4.55±0.18 3.29±0.13 2.36±0.1 2.97±0.17 3.07±0.16 4.55±0.17 6.76+0.83

−0.83 18.48+1.66
−1.66 20.21+1.48

−1.09 27.5
58096.4 4.69±0.18 3.45±0.13 2.72±0.11 3.56±0.2 3.18±0.16 4.69±0.2 8.36+0.87

−0.87 19.76+1.66
−1.67 21.75+1.51

−1.06 34.43
58097.4 4.69±0.24 3.46±0.13 2.73±0.12 3.61±0.21 3.29±0.22 4.69±0.21 8.44+0.98

−0.98 23.52+2.08
−2.08 27.79+1.75

−1.6 39.93
58098.3 4.7±0.21 3.55±0.13 2.87±0.12 3.44±0.19 3.12±0.18 4.7±0.19 8.53+0.92

−0.92 19.13+1.68
−1.69 24.04+1.39

−1.06 40.65
58099.5 4.57±0.18 3.42±0.13 2.71±0.11 3.39±0.19 3.12±0.17 4.57±0.19 8.11+0.87

−0.87 19.64+1.74
−1.75 22.51+0.84

−1.22 34.76
58100.0 4.8±0.21 3.54±0.15 2.81±0.13 3.45±0.2 3.11±0.18 4.8±0.2 8.67+0.96

−0.96 19.39+1.86
−1.87 21.3+2.06

−1.0 33.07
58101.9 4.71±0.18 3.48±0.13 2.68±0.11 3.54±0.2 3.03±0.15 4.71±0.2 8.14+0.85

−0.85 18.93+1.56
−1.56 19.56+0.77

−0.99 30.76
58102.8 4.57±0.18 3.46±0.13 2.52±0.11 3.33±0.19 2.89±0.15 4.57±0.19 7.73+0.85

−0.85 18.07+1.58
−1.59 19.66+1.09

−0.98 31.11
58107.1 4.6±0.17 3.57±0.13 2.66±0.11 3.29±0.18 2.98±0.15 4.6±0.18 8.07+0.85

−0.85 20.49+1.65
−1.66 24.69+1.23

−1.3 36.75
58108.0 4.83±0.18 3.46±0.13 2.77±0.12 3.47±0.19 2.92±0.15 4.83±0.19 8.28+0.86

−0.86 20.5+1.7
−1.71 23.78+1.53

−1.23 36.53
58109.7 4.51±0.17 3.51±0.13 2.65±0.11 3.2±0.18 3.13±0.2 4.51±0.18 7.76+0.87

−0.87 19.26+1.67
−1.67 22.74+1.46

−1.27 34.18
58110.1 4.68±0.18 3.69±0.14 2.79±0.12 3.5±0.2 2.99±0.16 4.68±0.2 8.59+0.88

−0.88 18.79+1.57
−1.58 23.3+1.82

−1.24 40.42
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MJD FV FB FU FUW1 FUM2 FUW2 LUV LEUV L0.3−10 L10−79

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
58111.1 4.6±0.17 3.63±0.13 2.69±0.11 3.57±0.2 3.19±0.16 4.6±0.2 8.35+0.87

−0.87 21.28+1.75
−1.76 21.38+0.88

−1.33 29.91
58112.4 4.5±0.17 3.48±0.13 2.7±0.11 3.54±0.2 2.97±0.14 4.5±0.2 7.75+0.84

−0.84 23.17+1.76
−1.76 28.48+1.26

−1.4 41.65
58113.2 4.52±0.18 3.55±0.14 2.67±0.12 3.59±0.21 3.15±0.16 4.52±0.21 7.92+0.89

−0.89 22.02+1.85
−1.85 27.12+1.52

−1.32 42.15
58117.6 4.73±0.19 3.65±0.14 2.85±0.12 3.52±0.2 3.13±0.16 4.73±0.2 8.93+0.91

−0.91 20.95+1.84
−1.85 18.23+1.14

−1.2 23.09
58118.8 4.56±0.18 3.59±0.14 2.79±0.12 3.5±0.2 3.21±0.17 4.56±0.2 8.61+0.91

−0.91 19.67+1.78
−1.78 17.79+0.95

−1.08 24.46
58118.8 4.56±0.18 3.59±0.14 2.79±0.12 3.5±0.2 3.21±0.17 4.56±0.2 8.61+0.91

−0.91 19.67+1.78
−1.78 17.79+0.99

−1.01 24.46
58119.2 4.78±0.19 3.73±0.14 2.82±0.12 3.45±0.2 3.04±0.16 4.78±0.2 9.02+0.91

−0.91 17.53+1.66
−1.68 15.94+1.15

−0.84 24.27
58120.2 4.51±0.18 3.54±0.14 2.6±0.11 3.34±0.19 3.05±0.16 4.51±0.19 7.96+0.88

−0.88 17.28+1.65
−1.66 16.02+1.15

−1.08 24.05
58121.2 4.78±0.17 3.49±0.12 2.77±0.11 3.37±0.18 3.05±0.14 4.78±0.18 8.39+0.82

−0.82 19.68+1.49
−1.49 17.73+0.85

−0.76 23.22
58122.4 4.54±0.17 3.36±0.13 2.72±0.11 3.3±0.19 2.81±0.14 4.54±0.19 7.72+0.85

−0.85 18.11+1.59
−1.59 18.19+1.34

−1.24 27.04
58123.4 4.52±0.17 3.45±0.13 2.73±0.11 3.28±0.18 2.9±0.15 4.52±0.18 7.66+0.83

−0.83 17.09+1.47
−1.47 19.25+1.04

−1.04 32.09
58124.5 4.59±0.18 3.42±0.13 2.58±0.11 3.26±0.19 2.88±0.15 4.59±0.19 7.42+0.86

−0.86 15.93+1.48
−1.49 18.73+1.02

−1.21 33.77
58125.5 4.63±0.19 3.49±0.14 2.45±0.11 3.17±0.18 2.72±0.15 4.63±0.18 7.34+0.87

−0.87 17.65+1.69
−1.7 17.0+1.01

−1.17 24.04
58127.5 5.05±0.2 3.5±0.13 2.57±0.11 3.35±0.19 2.93±0.15 5.05±0.19 8.31+0.89

−0.89 19.95+1.78
−1.78 17.31+1.17

−0.72 21.62
58129.5 4.44±0.17 3.36±0.13 2.51±0.11 3.19±0.18 2.59±0.14 4.44±0.18 6.78+0.82

−0.82 16.55+1.54
−1.55 16.57+0.94

−0.96 25.67
58131.2 4.52±0.17 3.43±0.13 2.43±0.1 3.05±0.17 2.69±0.14 4.52±0.17 6.77+0.81

−0.81 15.68+1.46
−1.47 13.63+0.89

−0.8 19.3
58135.3 4.38±0.17 3.2±0.12 2.32±0.1 2.59±0.15 2.13±0.11 4.38±0.15 5.43+0.76

−0.76 11.62+1.21
−1.22 11.08+0.92

−0.63 18.1
58137.4 4.4±0.17 3.38±0.13 2.28±0.1 2.58±0.15 2.14±0.11 4.4±0.15 5.67+0.76

−0.76 12.27+1.29
−1.3 11.51+1.02

−0.73 17.56
58139.0 4.51±0.19 3.17±0.13 2.16±0.1 2.47±0.15 2.2±0.13 4.51±0.15 5.17+0.82

−0.82 12.2+1.46
−1.48 14.04+1.15

−1.33 22.98
58145.5 4.78±0.18 3.2±0.12 2.13±0.09 2.39±0.14 2.37±0.12 4.78±0.14 5.63+0.76

−0.76 11.39+1.11
−1.12 15.85+1.04

−1.01 29.47
58148.7 4.41±0.17 3.13±0.12 2.19±0.1 2.35±0.14 2.04±0.11 4.41±0.14 5.09+0.75

−0.75 13.5+1.35
−1.35 14.0+1.1

−0.66 18.42
58150.8 4.42±0.18 3.35±0.13 2.32±0.1 2.48±0.14 2.21±0.12 4.42±0.14 5.64+0.79

−0.79 12.6+1.34
−1.35 12.65+0.98

−0.89 18.62
58152.8 4.41±0.18 3.43±0.13 2.15±0.1 2.41±0.14 2.35±0.13 4.41±0.14 5.52+0.78

−0.78 12.56+1.32
−1.33 12.33+0.88

−0.56 17.35
58154.7 4.43±0.17 3.25±0.12 2.17±0.09 2.35±0.14 2.23±0.12 4.43±0.14 5.27+0.75

−0.75 12.1+1.29
−1.3 10.86+0.79

−0.81 14.42
58156.0 4.46±0.17 3.27±0.13 2.07±0.09 2.41±0.14 2.11±0.11 4.46±0.14 5.14+0.75

−0.75 13.22+1.39
−1.4 11.56+0.86

−0.6 14.28
58158.3 4.62±0.18 3.34±0.13 2.09±0.09 2.28±0.13 2.05±0.11 4.62±0.13 5.41+0.76

−0.76 11.64+1.26
−1.27 11.3+1.0

−0.48 15.75
58160.6 4.72±0.18 3.25±0.12 2.13±0.09 2.3±0.13 2.01±0.11 4.72±0.13 5.16+0.75

−0.75 10.97+1.28
−1.3 13.02+0.88

−0.99 21.93
58162.5 4.26±0.17 3.26±0.13 2.05±0.09 2.11±0.12 2.11±0.11 4.26±0.12 4.63+0.74

−0.74 10.49+1.18
−1.19 11.55+0.79

−0.8 17.36
58164.3 4.47±0.17 3.21±0.12 1.99±0.09 2.07±0.12 1.96±0.11 4.47±0.12 4.61+0.72

−0.72 10.62+1.18
−1.19 10.39+0.76

−0.53 13.94
58166.7 4.66±0.18 3.33±0.13 2.12±0.09 2.26±0.13 2.07±0.11 4.66±0.13 5.3+0.75

−0.75 10.27+1.12
−1.13 12.97+0.78

−1.12 23.41
58289.7 4.45±0.21 3.13±0.14 2.2±0.11 2.34±0.15 2.27±0.14 4.45±0.15 5.1+0.87

−0.87 12.71+1.58
−1.59 13.29+1.11

−1.13 18.49
58300.5 4.62±0.17 3.12±0.12 2.39±0.1 2.91±0.16 2.48±0.13 4.62±0.16 5.93+0.77

−0.77 16.4+1.44
−1.44 17.88+0.75

−1.01 26.45
58313.4 4.5±0.18 3.42±0.13 2.4±0.11 3.02±0.17 2.62±0.14 4.5±0.17 6.56+0.83

−0.83 17.67+1.62
−1.62 22.56+1.05

−1.06 35.87
58325.1 4.55±0.18 3.32±0.13 2.37±0.1 3.02±0.17 2.68±0.14 4.55±0.17 6.47+0.8

−0.8 17.1+1.56
−1.57 18.2+1.17

−0.96 26.69
58337.0 4.49±0.18 3.2±0.12 2.36±0.1 2.89±0.17 2.49±0.14 4.49±0.17 6.1+0.81

−0.81 16.01+1.55
−1.56 16.35+0.81

−0.85 23.49
58349.6 4.32±0.17 3.37±0.13 2.29±0.1 2.83±0.16 2.46±0.13 4.32±0.16 5.9+0.79

−0.79 14.15+1.42
−1.43 14.01+0.97

−0.9 21.69
58363.4 4.61±0.18 3.23±0.13 2.18±0.1 2.55±0.15 2.18±0.12 4.61±0.15 5.51+0.79

−0.79 13.52+1.49
−1.5 17.13+1.35

−1.11 28.23
58366.4 4.48±0.19 3.29±0.13 2.22±0.1 2.59±0.16 2.51±0.15 4.48±0.16 5.59+0.82

−0.82 14.39+1.56
−1.57 16.9+1.53

−1.09 25.73
58373.1 4.7±0.21 3.43±0.15 2.35±0.12 2.96±0.18 2.71±0.18 4.7±0.18 6.93+0.95

−0.95 18.49+2.04
−2.06 21.93+1.98

−1.34 31.37
58385.6 4.48±0.17 3.58±0.13 3.0±0.13 4.21±0.23 3.34±0.17 4.48±0.23 9.25+0.91

−0.91 26.99+2.03
−2.04 29.63+1.16

−0.93 42.35
58397.4 4.63±0.18 3.71±0.14 3.04±0.13 4.14±0.23 3.92±0.2 4.63±0.23 10.25+0.97

−0.97 26.14+2.1
−2.1 31.96+1.73

−1.66 49.45
58409.7 5.03±0.19 4.18±0.15 3.96±0.16 6.7±0.37 5.66±0.32 5.03±0.37 15.52+1.19

−1.19 39.54+2.87
−2.88 40.3+1.93

−1.3 63.05
58419.0 5.17±0.19 4.15±0.15 3.68±0.15 5.33±0.29 4.57±0.24 5.17±0.29 14.0+1.08

−1.08 28.54+2.17
−2.18 23.52+1.37

−1.05 34.63
58420.0 4.7±0.17 3.72±0.13 3.66±0.15 5.03±0.27 4.44±0.32 4.7±0.27 12.4+1.06

−1.06 27.93+2.09
−2.1 25.65+1.23

−1.47 38.61
58421.8 4.64±0.18 3.75±0.14 3.47±0.14 5.36±0.29 4.66±0.22 4.64±0.29 11.93+1.01

−1.01 31.33+2.37
−2.37 24.08+1.37

−0.86 30.83
58422.5 4.82±0.18 3.87±0.14 3.49±0.14 5.61±0.31 5.09±0.24 4.82±0.31 12.87+1.05

−1.05 30.81+2.31
−2.32 24.11+1.32

−1.04 33.62
58422.5 4.82±0.18 3.87±0.14 3.49±0.14 5.61±0.31 5.09±0.24 4.82±0.31 12.87+1.05

−1.05 30.81+2.31
−2.32 24.11+1.22

−1.13 33.62
58423.3 4.76±0.18 3.84±0.14 3.58±0.15 5.75±0.31 4.69±0.22 4.76±0.31 13.04+1.06

−1.06 37.95+2.57
−2.58 36.92+1.51

−1.5 49.56
58424.7 4.9±0.2 3.88±0.15 3.51±0.15 5.68±0.32 4.73±0.24 4.9±0.32 12.99+1.12

−1.12 32.81+2.65
−2.66 27.49+1.41

−1.2 38.14
58425.5 4.93±0.19 4.05±0.15 3.67±0.15 5.89±0.33 5.05±0.25 4.93±0.33 14.14+1.13

−1.13 37.52+2.72
−2.73 33.17+1.37

−1.27 43.32
58433.5 4.72±0.18 3.89±0.15 3.6±0.15 5.14±0.28 4.34±0.21 4.72±0.28 12.63+1.05

−1.05 28.35+2.29
−2.3 25.88+1.13

−1.58 39.2
58445.2 5.03±0.19 3.68±0.14 3.37±0.14 5.09±0.28 4.37±0.22 5.03±0.28 12.15+1.03

−1.03 26.98+2.24
−2.26 20.22+0.85

−1.09 28.07
58457.7 4.89±0.21 4.18±0.17 4.04±0.18 7.67±0.43 6.38±0.33 4.89±0.43 16.99+1.32

−1.32 58.73+4.02
−4.02 60.47+3.1

−1.85 75.63
58464.0 5.1±0.19 4.4±0.16 4.62±0.19 8.43±0.46 6.61±0.3 5.1±0.46 18.87+1.29

−1.29 56.7+3.58
−3.58 53.92+1.81

−1.8 72.76
58465.7 4.83±0.25 4.42±0.16 4.47±0.18 8.21±0.45 7.0±0.38 4.83±0.45 18.54+1.37

−1.37 57.64+3.9
−3.91 62.53+2.82

−2.83 88.34
58466.9 4.89±0.19 4.21±0.16 4.47±0.18 8.15±0.44 6.22±0.29 4.89±0.44 18.0+1.27

−1.27 59.65+3.57
−3.57 61.51+2.01

−2.24 80.73
58467.9 5.21±0.2 4.41±0.16 4.97±0.2 9.11±0.49 7.33±0.33 5.21±0.49 20.27+1.36

−1.36 63.4+3.8
−3.8 57.11+2.11

−1.72 72.22
58468.2 4.64±0.18 4.15±0.15 3.99±0.16 7.77±0.42 6.62±0.3 4.64±0.42 17.21+1.22

−1.22 53.7+3.19
−3.19 62.12+2.03

−1.84 92.25
58473.6 5.25±0.19 4.44±0.16 4.73±0.18 8.23±0.44 6.88±0.31 5.25±0.44 19.79+1.28

−1.28 50.71+3.02
−3.02 45.53+1.33

−1.18 64.39
58493.5 5.0±0.19 4.22±0.15 4.25±0.17 7.52±0.41 6.15±0.29 5.0±0.41 17.36+1.22

−1.22 48.69+3.11
−3.11 38.99+1.36

−1.18 47.99
58505.7 4.99±0.19 4.49±0.16 4.68±0.19 8.83±0.48 7.26±0.33 4.99±0.48 19.9+1.33

−1.33 59.86+3.67
−3.67 47.8+1.41

−1.53 56.68



3.3 Full Swift UVOT and XRT monitoring data for Mrk 590 99

MJD FV FB FU FUW1 FUM2 FUW2 LUV LEUV L0.3−10 L10−79

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
58517.4 4.91±0.18 3.98±0.15 4.06±0.16 7.26±0.39 5.96±0.29 4.91±0.39 16.18+1.18

−1.18 39.36+2.71
−2.71 35.06+1.82

−1.31 55.51
58529.0 4.94±0.19 3.74±0.14 3.07±0.13 4.53±0.25 3.85±0.19 4.94±0.25 10.97+1.0

−1.0 24.85+2.23
−2.25 19.49+1.51

−1.13 26.33
58541.6 4.72±0.18 3.37±0.13 2.47±0.11 3.72±0.21 2.99±0.15 4.72±0.21 7.97+0.86

−0.86 19.07+1.61
−1.62 20.03+1.08

−1.14 33.42
58548.1 4.56±0.18 3.36±0.13 2.66±0.12 4.04±0.23 3.34±0.16 4.56±0.23 8.45+0.9

−0.9 23.55+1.86
−1.86 23.88+1.38

−1.19 35.19
58676.3 4.77±0.18 3.39±0.13 2.58±0.11 3.7±0.21 3.33±0.17 4.77±0.21 8.23+0.87

−0.87 20.81+1.87
−1.88 19.01+1.02

−1.33 26.66
58690.8 4.44±0.19 3.16±0.13 2.05±0.1 2.78±0.17 2.39±0.14 4.44±0.17 5.35+0.85

−0.85 17.03+2.05
−2.07 26.53+2.31

−1.96 44.75
58692.0 4.36±0.22 2.99±0.15 2.07±0.12 2.86±0.19 2.54±0.18 4.36±0.19 5.17+0.98

−0.98 17.78+2.14
−2.16 20.87+1.43

−1.87 29.51
58700.5 4.47±0.17 3.33±0.12 2.25±0.1 3.05±0.17 2.57±0.13 4.47±0.17 6.31+0.79

−0.79 20.09+1.63
−1.63 23.82+0.96

−1.25 32.79
58712.7 4.59±0.18 3.21±0.13 2.18±0.1 2.74±0.16 2.34±0.13 4.59±0.16 5.86+0.81

−0.81 17.8+1.62
−1.63 26.69+1.62

−1.38 41.96
58726.6 4.7±0.17 3.47±0.12 2.38±0.1 3.28±0.18 2.75±0.12 4.7±0.18 7.28+0.78

−0.78 23.12+1.51
−1.51 27.99+0.71

−0.81 37.42
58727.3 4.68±0.17 3.39±0.12 2.42±0.1 3.34±0.18 2.77±0.12 4.68±0.18 7.16+0.78

−0.78 20.97+1.37
−1.37 31.16+0.98

−0.94 52.28
58745.7 4.91±0.19 3.73±0.14 3.63±0.15 6.18±0.34 4.69±0.23 4.91±0.34 13.27+1.1
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3.4 Continuum reverberation mapping of the 2017 high-cadence
monitoring data

Here, I present a continuum reverberation mapping analysis using the Swift UVOT and XRT
lightcurves for Mrk 590 presented in our draft paper, "X-ray and UV Flares in the Changing Look
AGN Mrk 590. I: X-ray and UV–optical Observations Since 2014" (Section §3.2 of this Thesis).

3.4.1 Motivation

The rapid UV-optical continuum variability displayed by AGN is not explained by the geometrically
thin, optically thick accretion disk models (1.2). In these models, large-amplitude variability should
only occur on the viscous timescale, which for accretion disks around SMBHs is of order hundreds
of years (e.g., Noda and Done, 2018). As discussed in §3.2, both the UV-optical variability displayed
by typical AGN, and the extreme variability of changing-look AGN, pose challenges to the standard
thin-disk approximations. Currently, the most common explanation for AGN UV–optical variability
is reprocessing of X-ray flux variations in the accretion disk. In this ’lamp-post’ scenario, the
compact hard X-ray source is situated above (and below) the accretion disk. The compact X-ray
corona is the source of the variability, which then illuminates the disk, causing the observed UV–
optical lightcurves. A correlation between the X-ray and UV–optical continuum fluxes, with an
associated time delay corresponding to the geometry of the X-ray source and the accretion disk,
is a key prediction of this model. Given the temperature profile predicted by thin-disk models
(§1.2, Equation 1.12), the longer-wavelength continuum is produced in the outer disk and should
display a longer lag relative to the X-ray source. These predictions for the time delay as a function
of continuum wavelength can then be tested using reverberation mapping techniques (§1.4.1).
Currently, the observational evidence for the lamp-post model is not conclusive for AGN in general.
In particular, the X-ray lightcurves are often poorly correlated with the UV–optical variability, and
the X-ray to far-UV delay is much larger than predicted (e.g., Edelson et al., 2019; Gardner and
Done, 2017). The inter-band continuum delays are also longer than those predicted by the thin-disk
model, although some of this discrepancy is likely due to the influence of diffuse BLR continuum
emission, as I demonstrate in Chapter 2.

As a changing-look source that has recently increased its Eddington luminosity from L/LEdd ≈
0.003 to L/LEdd > 0.01 (§3.2), the nature of the accretion flow in Mrk 590 is not well understood.
The UV–optical emission from the AGN reappeared during the 2017 flare, and we see flares in the UV
and X-rays roughly simultaneously, supporting (to first order) the disk reprocessing interpretation.
However, the simultaneous increase in the X-ray and reappearance of the UV emission components
for Mrk 590 is qualitatively different from the variability observed for non changing-look AGN,
where the UV emission displays fluctuations around a non-zero average level. This poses the
question of whether such a dramatic increase can be attributed to reprocessing of the X-ray emission
in the thermal disk. Here, I address this issue from an observational standpoint by quantifying
the correlations between the X-ray and UV–optical lightcurves during 2017–2018. I investigate 1)
whether the extreme variability observed for Mrk 590 is consistent with the variability behavior
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found in disk reverberation mapping campaigns for other AGN, and 2) whether this behavior is
consistent with the ’lamp-post’ model.

3.4.2 Method

Due to its sensitivity, scheduling flexibility, and ability to observe simultaneously in the X-rays and
UV-optical regimes, the Swift satellite is a valuable instrument for detailed reverberation mapping
studies of low-redshift AGN (e.g., Cackett et al., 2015; McHardy et al., 2014, 2017; Shappee et al.,
2014), including the study of inter-band continuum delays (e.g., Edelson et al., 2015). Constraining
the continuum inter-band delays in AGN provides an important test of accretion disk sizes (versus
the predictions of, e.g., standard α-disk models). Similarly, determining the correlation strength and
lag behavior of the X-rays relative to the UV emission may constrain the relative physical locations
of X-ray emitting and UV-emitting components, and provide clues as to the physical source of AGN
flux variations.

While our primary motivation in our Swift monitoring campaign of Mrk 590 was to monitor the
overall flux level and SED shape during the flare-up event, the extended period of short-cadence
(∼1–3 day) monitoring in 2017–2018 also allows a determination of the X-ray to UV delays for
Mrk 590. Indeed, visual inspection of the Swift XRT and UVOT UV lightcurves during 2017–2018
indicates that the variations in UV flux are correlated with the XRT F(0.3–10 keV) flux level (Figure
3.1). The X-ray flux itself varies by a factor ∼ 4 during the flare event, and displays significant
variations on timescales of ∼ 1–2 days. While our observing cadence is too long to accurately
measure the predicted inter-band delays in the UV continuum, I demonstrate in the following that
the UVOT UV bands are highly correlated with the XRT variations, and lag them by ∼ 2 days.

I include the short-cadence monitoring observations between August 31st 2017 – 29th February
2018 in this analysis. As X-ray to UV and inter-band continuum lags are expected at timescales of
∼hours to days, the longer-cadence observations prior to August 31st are not useful here. For this
preliminary analysis, due to time constraints, I have not attempted to remove long-term trends from
the lightcurve data. Such a treatment may improve the accuracy of determination of short delays
(e.g., Edelson et al., 2015), and I will investigate whether it makes a difference for our data in future
work. I use two different methods to determine the delay times, as follows.

Interpolated Cross-Correlation method: I firstly apply the interpolated cross-correlation func-
tion (ICCF) method described by White and Peterson (1994). The cross-correlation function is
a measure of the similarity of two signals (e.g., time series) as a function of the displacement of
one relative to the other. As an extreme example, if a driving continuum signal is reprocessed in
a single cloud located at a distance of five light-days from the continuum source, the CCF of the
continuum and reprocessed lightcurves would show a sharp peak at a delay of five days. Given that
real observing situations seldom have uniform sampling, it is necessary to interpolate one of the
lightcurves in order to obtain an estimate of the CCF. For the algorithm applied here, the resulting
CCF is the average of that obtained when interpolating over the continuum lightcurve, and that
obtained when interpolating over the ‘driven’ lightcurve (in this case, the Swift UVOT lightcurves).
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Fig. 3.1 Swift UVOT and XRT lightcurves for Mrk 590 during June 2017 – February 2018. The flux
densities are corrected for Galactic reddening, but are not host galaxy subtracted. Top panel: Swift
UVOT UW2 (dark red), UM2 (orange) and UW1 (yellow) bandpasses, along with the Swift XRT
0.3-10 keV lightcurve. Bottom panel: UVOT U, B and V lightcurves. Need to update x axis for this
figure.
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For this analysis, I use a Python implementation of the ICCF method, which includes Monte Carlo
flux randomization and random subset selection (Peterson et al., 1998). The Python implementation
is written by Catherine Grier1.

In this analysis, I assume that the XRT variability drives the UV variability. This assumption is
supported by visual inspection of Figure 3.1: the UV variability appears to lag the X-ray variabil-
ity. For each UVOT bandpass, I therefore determine its cross-correlation function with the XRT
lightcurve. I measure the peak correlation strength RICCF for each UVOT filter. A peak correlation
strength of unity implies that the lightcurves are identical when shifted by the peak delay time,
whereas a peak correlation strength RICCF ∼ 0 implies that the lightcurves are not correlated. I
determine the time delays via a Gaussian profile fit to the cross-correlation function. To minimize
the influence of noise in the correlation signal, the centroid is determined using all points on the
CCF for which the correlation exceeds 80% of the peak correlation strength. Use of the centroid
time delay instead of the cross-correlation fucntion peak is preferred, as the peak delays are biased
towards short radii, at least for realistic extended broad-line regions (Pêrez et al., 1992); I am not
aware of similar comparison studies for reverberation in an accretion disk. To account for the
effects of discrete sampling and of flux uncertainties, I generate 1000 realizations of each lightcurve,
following Peterson et al. (1998). For each lightcurve, I discard a subset of the data points (on
average 37%), and replace the fluxes with a random value drawn from a Gaussian distribution
with its width determined by the flux uncertainty. The ICCF analysis is repated on each of these
simualted lightcurves, providing a distribution of ICCF centrods that is used to determine the time
delay uncertainty.

Damped random walk continuum modeling using JAVELIN: As an alternative estimate of the
delay times, I apply the lightcurve analysis software JAVELIN (Zu et al., 2011). This software models
the driving lightcurve (here, the XRT lightcurve) as a damped random walk (DRW) process in the
logarithm of the flux. I discuss the DRW model as applied to AGN in more detail in Chapter 2. Here,
I note that the applicability of the DRW model to short-timescale variations is debated (Zu et al.,
2013), as is our ability to determine the correct DRW timescale based on typical RM campaign
lengths of ∼hundreds of days (Kozłowski, 2017). However, Yu et al. (2020) demonstrate that the
derived time delays are not strongly sensitive to the correct determination of the DRW relaxation
timescale, τDRW. An important advantage of the JAVELIN method is that it uses all available
lightcurves simultaneously to constrain the continuum behavior, and takes the flux uncertainites
into account. In contrast, the ICCF method treats each correlation function as independent, and
determines the correlation between the data points without directly accounting for their uncertainties.
While the use of multiple realizations of the lightcurves with flux randomization and sampling
randomization does provide uncertainty estimates on the time delay centroids, these estimates
are (by design) conservative (Peterson et al., 1998). Yu et al. (2020) find that the ICCF method
systematically overestimates the uncertainties on the time delays, while JAVELIN provides better
estimates of the true uncertainties.

1URL: http://ascl.net/code/v/1868

http://ascl.net/code/v/1868
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Table 3.3 JAVELIN and ICCF reverberation mapping results for Mrk 590.
JAVELIN analysis ICCF analysis

Bandpass τJ σJ RICCF τICCF
(days) (days) (days)

(1) (2) (3) (4) (5)
UW2 2.9 0.5 0.86 2.5+1.2

−1.4
UM2 3.2 0.6 0.86 2.51.4

−1.3
UW1 3.5 0.7 0.80 2.9+1.7

−2.1
U 3.2 0.5 0.86 2.0+1.4

−1.5
B 2.7 1.2 0.71 1.8±2.7
V 1.5 5.7 0.40 −1.3±5.4

Columns: (1) Swift UVOT filter name.
(2) Median of Javelin posterior distribution for the lag between the XRT lightcurve and this UVOT
band, in units of observed-frame days.
(3) 1σ width of the lag distribution, in units of observed-frame days.
(4) Maximum correlation strength of the interpolated cross-correlation function, for this UVOT
bandpass relative to the XRT lightcurve.
(5) Maximum of the ICCF centroid distribution, for 1000 realizations of the lightcurves, including
flux randomization and random flux resampling. The quoted uncertainties correspond to the 1σ

width of the centroid distribution.

3.4.3 Results of Timing Analysis

ICCF Correlation Strengths and Delay Centroids: According to my ICCF analysis, the UVOT
UVW2, UVM2, UVW1 and U lightcurves are highly correlated with the XRT lightcurve, with corre-
lation strength RICCF > 0.8 (Table 3.3). The B lightcurve displays a somewhat weaker correlation
(RICCF = 0.71), while the V band variability is not strongly corelated with the X-rays (RICCF = 0.40).
I present the cross-correlation functions for each UVOT filter in Figures 3.2 to 3.7, along with
histograms of the cross-correlation centroid distributions and peak distributions. For the far-UV and
U bands, I find centroid time delays of between 2.0 and 2.9 days, in the positive sense - i.e., the
UV variability lags that of the X-rays (Table 3.3). However, the 1σ uncertainties derived from the
centroid distributions are large, and none of the delays are significantly different from zero lag at
the 3σ level. Unsurprisingly given these large uncertainties, inter-band UV–optical delays are not
detected.

JAVELIN Time Delays and Uncertainties: The posterior median DRW relaxation parameter
derived from my JAVELIN analysis has a relaxation timescale of τDRW = 13.9 days, and a fractional
variability amplitude of 5.8 (Figure 3.8). Thus, the X-ray continuum displays large-amplitude
flares with durations of around 14 days during the 2017 flare-up event. I present the time delay
distributions for each UVOT lightcurve according to the the JAVELIN analysis in Figure 3.9, all
measured relative to the X-ray lightcurve. The posterior median delays as determined by JAVELIN

range between 2.9 and 3.5 days for the far-UV and U bands (Table 3.3). Based on the Full Widths
at Half-Maximum of the posterior distributions of lags, the 1σ uncertainties on the JAVELIN lag
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Fig. 3.2 Interpolated cross-correlation function analysis for the Swift UVOT UW2 filter, treating
the Swift XRT lightcurve as the driving continuum, during 1st July 2017 – 29th February 2018.
Upper and middle panels: Swift XRT and UVOT lightcurves (arbitrary flux scaling). The linear
interpolations between consecutive data points are shown as dotted lines. The x axes have units
of days after 1st July 2017. Bottom left: Cross-correlation function for the two lightcurves. The x
axis shows the time delay in days, and the y axis dispalys the correlation strength. Bottom center:
Cross-correlation function centroid distribution, for 1000 realizations of the lightcurves, including
flux randomization and random subset selection. Bottom left: Cross-correlation function peak
distribution for 1000 realizations of the lightcurves.
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Fig. 3.3 Interpolated cross-correlation function analysis for the Swift UVOT UM2 filter, treating
the Swift XRT lightcurve as the driving continuum, during 1st July 2017 – 29th February 2018.
Upper and middle panels: Swift XRT and UVOT lightcurves (arbitrary flux scaling). The linear
interpolations between consecutive data points are shown as dotted lines. The x axes have units
of days after 1st July 2017. Bottom left: Cross-correlation function for the two lightcurves. The x
axis shows the time delay in days, and the y axis dispalys the correlation strength. Bottom center:
Cross-correlation function centroid distribution, for 1000 realizations of the lightcurves, including
flux randomization and random subset selection. Bottom left: Cross-correlation function peak
distribution for 1000 realizations of the lightcurves.
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Fig. 3.4 Interpolated cross-correlation function analysis for the Swift UVOT UW1 filter, treating
the Swift XRT lightcurve as the driving continuum, during 1st July 2017 – 29th February 2018.
Upper and middle panels: Swift XRT and UVOT lightcurves (arbitrary flux scaling). The linear
interpolations between consecutive data points are shown as dotted lines. The x axes have units
of days after 1st July 2017. Bottom left: Cross-correlation function for the two lightcurves. The x
axis shows the time delay in days, and the y axis dispalys the correlation strength. Bottom center:
Cross-correlation function centroid distribution, for 1000 realizations of the lightcurves, including
flux randomization and random subset selection. Bottom left: Cross-correlation function peak
distribution for 1000 realizations of the lightcurves.
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Fig. 3.5 Interpolated cross-correlation function analysis for the Swift UVOT U filter, treating the Swift
XRT lightcurve as the driving continuum, during 1st July 2017 – 29th February 2018. Upper and
middle panels: Swift XRT and UVOT lightcurves (arbitrary flux scaling). The linear interpolations
between consecutive data points are shown as dotted lines. The x axes have units of days after 1st
July 2017. Bottom left: Cross-correlation function for the two lightcurves. The x axis shows the
time delay in days, and the y axis dispalys the correlation strength. Bottom center: Cross-correlation
function centroid distribution, for 1000 realizations of the lightcurves, including flux randomization
and random subset selection. Bottom left: Cross-correlation function peak distribution for 1000
realizations of the lightcurves.
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Fig. 3.6 Interpolated cross-correlation function analysis for the Swift UVOT B filter, treating the Swift
XRT lightcurve as the driving continuum, during 1st July 2017 – 29th February 2018. Upper and
middle panels: Swift XRT and UVOT lightcurves (arbitrary flux scaling). The linear interpolations
between consecutive data points are shown as dotted lines. The x axes have units of days after 1st
July 2017. Bottom left: Cross-correlation function for the two lightcurves. The x axis shows the
time delay in days, and the y axis dispalys the correlation strength. Bottom center: Cross-correlation
function centroid distribution, for 1000 realizations of the lightcurves, including flux randomization
and random subset selection. Bottom left: Cross-correlation function peak distribution for 1000
realizations of the lightcurves.
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Fig. 3.7 Interpolated cross-correlation function analysis for the Swift UVOT V filter, treating the Swift
XRT lightcurve as the driving continuum, during 1st July 2017 – 29th February 2018. Upper and
middle panels: Swift XRT and UVOT lightcurves (arbitrary flux scaling). The linear interpolations
between consecutive data points are shown as dotted lines. The x axes have units of days after 1st
July 2017. Bottom left: Cross-correlation function for the two lightcurves. The x axis shows the
time delay in days, and the y axis dispalys the correlation strength. Bottom center: Cross-correlation
function centroid distribution, for 1000 realizations of the lightcurves, including flux randomization
and random subset selection. Bottom left: Cross-correlation function peak distribution for 1000
realizations of the lightcurves.
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Fig. 3.8 Histograms of Javelin Monte Carlo Markov Chain posterior lag distributions for the DRW
continuum model. The XRT lightcurve represents the continuum in our modeling. Upper panel:
The relaxation time τ , i.e., the timescale upon which the lightcurve becomes uncorrelated with its
previous behavior. Lower panel: The short-scale variability amplitude, σ . The black vertical lines
denote the median values, ⟨τ⟩= 13.9 days and ⟨σ⟩= 5.8.

determinations are of order 0.6 days for the UV bands; thus, the modeling is inconsistent with zero
lag at the 3σ level for these bands. The modeling is consistent with zero lag at the 3σ level for
the B and V lightcurves, in agreement with the smaller peak correlation values found in the ICCF
modeling for these bandpasses. No significant UV–optical inter-band delays are detected. The
JAVELIN posterior median time delays are consistent with the ICCF centroids for all bands. Thus,
the main difference between the time delays derived using JAVELIN and using the ICCF method is
the factor ∼ 2 smaller uncertainties derived using JAVELIN. I emphasize that the JAVELIN method
is found to produce more accurate delay uncertainites (Yu et al., 2020). Given the results of the
Yu et al. study, and the consistency of the delays found using the JAVELIN and ICCF methods, I
conclude that the UV lightcurves indeed lag the X-rays by roughly 2–3 days during the 2017 flare-up
event. I discuss the implications of this result for the X-ray reprocessing model for AGN continuum
variations below.

3.4.4 Discussion

The strong correlation between the X-ray and UV lightcurves

According to my ICCF analysis, the UVOT UV lightcurves are strongly correlated with the X-ray
lightcurve (Table 3.3), while the V band flux variations are largely uncorrelated with the X-rays.
The strong X-ray to UV correlation, with RICCF ≥ 0.8 for the UV lightcurves, is rather unusual.
Edelson et al. (2019) present Swift high-cadence X-ray and UV monitoring data for the low-redshift
AGN Mrk 509, NGC 5548, NGC 4151, and NGC 4593. Their average X-ray to far-UV correlation
strength using the ICCF method is RICCF ∼ 0.6. For the highly accreting AGN Mrk 142, Cackett
et al. (2020) find an X-ray to far-UV correlation strength of RICCF = 0.54. Fausnaugh et al. (2018)
find only a weak X-ray to UV correlation for the changing-look AGN NGC 2617; Morales et al.
(2019) find no significant correlation between the X-ray and far-UV emission for the Seyfert 1.5
AGN Mrk 817. To the best of my knowledge, the 2017 flare-up in Mrk 590 represents the strongest
short-timescale correlation between the X-ray and far-UV lightcurves yet detected using the ICCF
method for AGN.
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Fig. 3.9 Histograms of Javelin MCMC posterior lag distributions for each UVOT filter, relative to
the XRT 0.3 - 10 keV lightcurve, during 1st July 2017 – 29th February 2018. The colored histograms
represent the lag distributions, while the gray histograms represent the top-hat transfer function
width distribution. The black vertical lines display the median lag for each band relative to the XRT
lightcurve.
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Fig. 3.10 Predicted radii of the accretion disk as a function of wavelength, for various combinations
of Eddington ratios Ṁ/ṀEdd and temperature scaling factors X , for the MBH measured for Mrk 590
in reverberation mapping studies, and assuming a radiative efficiency η = 0.1. The data points show
the measured UVOT lags relative to the XRT lightcurve, using the ICCF method (top panel) and the
Javelin analysis (bottom panel). This corresponds to assuming that the X-ray emitting region is very
close to the central black hole, in which case the measured XRT-UVOT lags will correspond roughly
to the radii at which the UV emission is produced. In principle, our data are also consistent with
a variable X-ray emitting region located ∼2 lightdays above and/or below the disk, as we do not
detect a significant delay between the UVOT filters that would rule out this possibility.
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The disk reprocessing model for UV variability predicts a strong correlation between the X-
ray and UV lightcurves. Gardner and Done (2017) perform a simulation of variable hard X-ray
continuum that is reprocessed in an accretion disk, for which they generate lightcurves and determine
the cross-correlation functions for the X-ray to UV variability. They find that the correlation strength
for this scenario is RICCF ∼ 0.9, i.e., an even higher correlation than I find for Mrk 590. To explain
this discrepancy between their simulations and observational results, they suggest that the UV
emission region may not be directly illuminated by the hard X-ray continuum. Instead, in their
model a warm Comptonization region is responsible for the extreme-UV and soft X-ray excess
emission. This region is ’puffed up’ to a scale height much larger than that of the thermal disk, and
obscures the hard X-ray corona as seen from the disk. In the context of this model, it is interesting
to note that we do not detect a soft X-ray excess in our Swift XRT spectra for Mrk 590 (§3.2). If the
soft X-ray excess indeed is emitted by a structure with large scale height that can obscure the outer
disk, the lack of such a structure in Mrk 590 may explain the strong X-ray to UV correlation that we
observe.

An alternative possibility is that the stronger correlation that I find for Mrk 590 is due to the
difference in observational cadence for our Swift monitoring, relative to previous studies. The
candence of our monitoring observations during this period is variable, with short periods of daily
monitoring and longer periods of ∼ 2-day monitoring. Edelson et al. (2019) obtain an observational
cadence of ∼ 0.5 days with Swift. If the high-frequency UV variability is less strongly correlated
with the X-rays relative to the lower-frequency component, our discrete sampling would overestimate
the true correlation strength. Higher-cadence monitoring of Mrk 590 would be required to further
investigate the anomalously strong X-ray to UV correlation.

The X-ray to UV time delay

My X-ray to UV timing analysis indicates a delay of roughly 2–3 days between the X-ray emitting
and the UV-emitting regions. This delay is inconsistent with zero, based on the uncertainties derived
from the JAVELIN analysis. If we interpret these delays purely in terms of light travel time, it
implies that the UV-emitting region is located at a distance of ∼2 light-days with respect to the
X-ray emitting region. The sign of the delay (i.e., that the UV lags the X-rays) implies that either the
X-rays are directly responsible for the UV variations via reflection/reprocessing, or that the source
of the driving emission component is located closer to the X-ray region than to the UV emitter. I
also note that the UW2 to U band delays are identical to within their 1σ uncertainties, suggesting
that their emitting regions are located at similar distances from the driving continuum.

I now examine these results in the context of the lamp-post disk reprocessing model (e.g., Cackett
et al., 2007), using a standard Shakura and Sunyaev (1973) thin disk as the reprocessing medium. In
this model, the X-ray continuum is emitted from a region very close to the central black hole. The
disk temperature decreases as a function of radius, i.e., the longer-wavelength continuum is emitted
from larger radii. The relationship between radius rAD, continuum time delay τAD and continuum
wavelength λ is presented by Edelson et al. (2017) and given by:
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Here, M8 is the black hole mass in units of 108 M⊙, ṁEdd is the ratio of the accretion rate to the
Eddington rate, and η is the radiative efficiency. The accretion disk delay tAD is in units of days. For
Mrk 590, M8 = 0.37+0.06

−0.06 (Peterson et al., 2004). The radiative efficiency is unknown for Mrk 590; I
assume η = 0.1, appropriate for accretion onto a black hole that is not rapidly rotating. The scaling
factor X encapsulates the mapping from disk surface temperature to effective wavelength at a given
accretion disk radius r. I investigate two values of X : firstly, X = 4.87 which is appropriate if the
observed wavelength at a given r corresponds to the temperature given by Wien’s Law, and secondly
a more realistic assumption using a flux-weighted radius (X = 2.49) (Fausnaugh et al., 2016), which
produces smaller r at a given wavelength.

The standard X-ray lamp-post model makes the following assumptions::

• The X-ray emitting region is very close to the black hole, i.e., at rAD << 1 lightday, corre-
sponding to the highest observational cadence for our 2017–2018 monitoring.

• The observed X-ray to UV delay is due to light travel time between the X-ray emitting region
and the accretion disk; there is no secondary reprocessing of X-ray emission.

• The wavelength-radius relationship derived from the α-disk model (Equation 3.1) is correct.

In that case, the measured X-ray to UV delays should correspond to rAD for a given UV bandpass.
Figure 3.10 illustrates that one or more of the above assumptions is incorrect for Mrk 590 during the
2017 accretion event. In this figure, the X-ray emission is assumed to be the driving continuum, and
placed at rAD = 0. The X-ray to UV delays are then identified with rAD at the central wavelength of
each UVOT filter. Even at Eddington-limited accretion, and assuming X = 4.87, which yields the
largest predicted disk size, the JAVELIN time delays for UVW2 and UVW1 are inconsistent with the
model predictions. For Lbol/LEdd ≈ 0.1, the JAVELIN delays disagree strongly with the model radii,
irrespective of the choice of flux-weighted radial scaling factor X .

Similar long X-ray to UV lags are found in some short-cadence AGN monitoring campaigns.
In particular, the UV lags the X-ray by ∼ 3 days for NGC 4151 (Edelson et al., 2017), strongly
inconsistent with the lamp-post reprocessing model, while Cackett et al. (2018) find a ∼ 0.4-
day X-ray to 1150 Å lag for NGC 4593, which is only mildly inconsistent with the lamp-post
model. For NGC 5548, McHardy et al. (2014) find a lag of ∼ 0.7 days between XRT and UVW2
lightcurves, while the X-ray to UV lag was not securely determined during the AGN STORM
campaign (Fausnaugh et al., 2016). As discussed above, the X-ray to UV correlations reported in
the literature are usually fairly weak, whereas I find a strong correlation for Mrk 590.

For the changing-look AGN NGC 2617, Shappee et al. (2014) find a ∼ 2.2-day delay between
the Swift XRT and UVW2 lightcurves in 2013, as it entered its high state. Fausnaugh et al. (2018)
find a ∼ 2.6-day delay between the X-rays and UV for the same AGN one year later (2014), at which
time its luminosity had fallen by a factor 1.8 compared to the 2013 outburst. Thus, a longer than
expected X-ray to UV delay (relative to the lamp-post reprocessing model) is found for at least one
other changing-look AGN. In the following, I discuss possible explanations for these long delays.
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Non-standard accretion disk sizes?: Recent results regarding the observed UV-optical contin-
uum inter-band delays, and the X-ray to UV delays, challenge the disk size predictions of the
thin-disk model. See the Introduction of the work presented in Chapter 2 for a full discussion
thereon. For changing-look AGN that flare up from a very low accretion rate, there is an additional
complication due to the unknown nature of the accretion disk during the changing-look event. For
Eddington ratios less than ∼ 0.01, the accretion disk is predicted to be in a geometrically thick,
optically thin state (an ADAF state, e.g., Narayan and Yi, 1994). I estimate that the Eddington ratio
increases from ∼ 0.003 to ∼ 0.02 during the 2017 flare (Figure 15 in the paper presented in §3.2).
Thus, the onset of the flare might represent a change of accretion state. Non-standard accretion disks
might be particularly relevant to changing-look AGN that have recently transitioned from, e.g., an
advection-dominated state. However, the unexpectedly long X-ray to UV delays are observed in
several non changing-look AGN, as noted above. I also note that the overall SED characteristics of
Mrk 590 are consistent with those of bona fide AGN from the onset of the flare: the accretion disk is
not unusually faint relative to non changing look AGN (§3.2). I therefore see no obvious reason to
assume a link between the changing-look phenomenon and the X-ray to UV time delays.

Edelson et al. (2019) find that the inter-band UV delays (although not the X-ray to UV delays) are
roughly consistent with the predictions of the disk model. Our Swift monitoring during 2017–2018
does not have sufficiently high observational cadence to detect inter-band delays, so a direct test
of the expected behavior (i.e., longer-wavelengh bandpasses displaying larger time delays) is not
possible. Given the uncertainties derived from my JAVELIN modeling, I cannot exclude the disk
model for the UV bandpasses alone. I demonstrate this in Figure ??, where I have subtracted 2.5
days from all delays, in order to (very roughly) account for the X-ray to UV lag. Ignoring the
anomalously long X-ray to UV delay, our results are thus consistent with reprocessing in a standard
thin disk, in that the inter-band delays are predicted to be too short for us to detect.

A distant X-ray emitting region?: As the X-ray emitting region in AGN is known to vary
coherently on timescales of ∼hours, it must be compact. The compact nature of the corona is
confirmed by microlensing measurements (e.g., Reis and Miller, 2013, and references therein).
However, the analysis presented here does not in itself constrain the location of the X-ray emitting
region relative to the UV reprocessor. In principle, our measured delays are consistent with an X-ray
‘lamp-post’ located ∼ 2 lightdays distant from the inner accretion disk. This would then explain
the similar X-ray to UV lags detected for the four UVOT bands that display a correlation. It is also
consistent with the non-detection of UV inter-band delays for our data, as the light travel time from
a distant X-ray emitting region would be roughly equal for the inner and outer regions of the disk.
However, Shappee et al. (2014) perform detailed modeling of the ‘lamp-post’ scenario for NGC
2617 (for which inter-band UV delays are detected, allowing this analysis). They find that an X-ray
emitting region high above the accretion disk fails to generate the observed inter-band delays. They
therefore argue against a purely geometrical interpretation of the long X-ray to UV delay.

Additional UV delay due to diffuse continuum contamination?: In Chapter 2, we demonstrate
that the observed continuum lags with respect to the ionizing continuum contain a significant
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Fig. 3.11 As Figure 3.10, but here I subtract 2.5 days from all JAVELIN-derived X-ray to UV delays.
This demonstrates that the difference in delays between the individual UV bands do not constrain
the disk reverberation signature, as the uncertainties are too large.

additional lag component due to diffuse BLR continuum. Modeling of the diffuse continuum
component for Mrk 590 is beyond the scope of this work (and in any case requires spectroscopic
observations that constrain the BLR emission strength and its distance from the continuum source).
I note, however, that the diffuse continuum contamination may induce an additional delay of order
∼ 1 day at ∼ 2000 Å for a Seyfert 1 AGN of comparable black hole mass (see Figure 16 in the work
presented in Chapter 2).

An additional reprocessing between the X-ray source and the disk?: For NGC 4151, Edelson
et al. (2017) detect inter-band UV continuum delays that are consistent with the disk sizes predicted
by the standard thin-disk model. However, they also detect long X-ray to UV delays. This latter
finding is inconsistent with the lamp-post X-ray reprocessing model. They find that the elevated X-
ray to UV delays are best explained by the Gardner and Done (2017) model. This model invokes an
additional component that emits in the EUV and is identified with the soft X-ray excess component.
The X-rays emitted from an X-ray corona near the central black hole illuminate this EUV component.
The observed X-ray to UV lag is then consistent with evolution of the EUV component on the
dynamical timescale of the EUV-emitting region (i.e., 1–3 days, for black hole masses ∼ 107M⊙).
Physically, the EUV-emitting region might need to ‘puff up’ to a certain minimum scale height in
order to illuminate the outer thin-disk region. This scale height evolution would occur on the local
dynamical timescale.
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If such a second reprocessing region is present in Mrk 590 and causes the long X-ray to UV
delay in 2017, the purported ‘puffed-up’ inner disk EUV component presumably reappeared at some
point during 2015–2017, as the UV emission was very faint in 2014. However, the only evidence
currently supporting the existence of a second reprocessing region for Mrk 590 is the X-ray to UV
lag. As discussed above, the Gardner and Done (2017) model does not predict the strong X-ray to
UV correlation displayed by Mrk 590 during 2017–2018. We also find no evidence of soft X-ray
excess in our joint analysis of Swift and NuSTAR spectra (?), although our collaborators do find
evidence of a faint soft excess in their July 2020 XMM-Newton observations (G. Miniutti, private
communication). Future analysis of these XMM-Newton observations will place better constraints
on the presence of a soft excess component.

3.4.5 Summary of timing analysis

I have presented an X-ray and UV timing analysis of our short-cadence Swift XRT and UVOT
monitoring of Mrk 590 during the 2017–2018 flare-up. This analysis reveals a ∼2.5–day X-ray to
UV delay, in agreement with previous Swift monitoring results for a handful of AGN, including the
changing-look AGN NGC 2617. This delay is significant at the > 3σ level based on the uncertainities
derived using JAVELIN. This long X-ray to UV delay is inconsistent with the ‘lamp-post’ disk
reprocessing model for AGN continuum variability, if we assume that the X-rays are the driving
continuum. One possible explanation is that the X-rays do not directly illuminate the disk, but
instead illuminate a secondary reprocessing structure that then illuminates the disk Gardner and
Done (2017). However, the X-ray lightcurve is strongly correlated with the UV variability, with
correlation strength RICCF > 0.8 for all UVOT bands, according to the ICCF analysis. This strong
correlation is not expected for the Gardner and Done (2017) scenario. I conclude that Mrk 590
displays a long UV to X-ray lag that is a common result of Swift monitoring campaigns for other
AGN, but that its X-ray to UV correlation strength is anonamously high. The physical mechanisms
that produce this behavior are not yet fully understood.



Chapter 4

A Hubble Space Telescope Imaging Study of
Four FeLoBAL Quasar Host Galaxies

The work presented in this chapter is originally published by MNRAS, with the title ‘A Hubble Space
Telescope Imaging Study of Four FeLoBAL Quasar Host Galaxies’ (MNRAS 475, 3213–3239). The
authors are Daniel Lawther, Marianne Vestergaard and Xiaohui Fan.

The main scientific question addressed by this paper is:

• Do FeLoBAL quasars represent those sources that we happen to observe at a particular
evolutionary stage, e.g., young quasars? Or are they intrinsically ‘ordinary’ quasars observed
at a particular narrow range of inclinations relative to the accretion disk, and/or relative to
outflowing material? In particular, do the properties of FeLoBAL host galaxies suggest that
they are an intrinsically separate population? Is there evidence that FeLoBAL host galaxies
have experienced recent (or ongoing) mergers?

The practical questions addressed by this paper are:

• How well can we measure quasar host galaxy properties in observed-frame NIR imaging, for
sources at redshifts z > 0.8, given the available data and PSF models?

• How sensitive are our HST NICMOS observations to signs of recent galaxy interactions for
these z > 0.8 quasars?

• Which additional observations are required in order to exclude that the FeLoBAL host galaxies
are recent mergers and/or harbor ongoing starburst activity?

4.1 Differences to M.Sc. Thesis Work

My M.Sc. thesis (Lawther 2013, University of Copenhagen) describes a pilot project to determine
the host galaxy properties in the same four FeLoBAL quasars addressed in this Chapter, using the
same Hubble Space Telescope observations. As discussed in §6.5 of Lawther 2013, the results of
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this pilot study were fraught with large uncertainties, primarily due to the lack of bright Point Spread
Function (PSF) star observations with which to model the point-source emission due to the active
nuclei. Significant background structure in the imaging data also limited our ability to determine the
host galaxy brightnesses at that time (Lawther 2013, Appendix C). As part of my PhD project, I
have expanded on the original pilot study in several ways in order to address these issues.

The work described in §3.1 and §4.2 of the attached journal publication (Lawther et al., 2018b)
is originally presented by Lawther 2013; the quantitative results in these sections are unchanged.
All other work included in the published article was performed as part of my Ph.D study. My
conclusions with regards to the quasar host galaxies are qualitatively different, and more robust
to modeling uncertainties, compared to the preliminary investigation presented by Lawther 2013.
However, several analysis approaches applied in this thesis are originally presented by Lawther 2013.
To avoid any ambiguities with regards to the extent of my PhD work on FeLoBAL quasars, I include
a detailed statement delineating the two projects, as follows.

HST ACS (rest-frame ultraviolet) imaging data: Data processing and analysis for the ACS
observations are originally presented by Lawther 2013, and included as-is by Lawther et al. (2018b).
This includes the ACS image combination using the MULTIDRIZZLE software, and the Point Spread
Function (PSF) modeling analysis of ACS imaging using the GALFIT software. Thus, the work
presented in §3.1 of Lawther et al. (2018b) should not be considered part of my PhD study for
purposes of assessment.

ACS simulation study: Given that we do not detect host galaxies in the ACS observations, the
initial proof-of-concept simulation design presented by Lawther 2013 proved adequate to determine
upper limits on host galaxy brightness. Thus, the work presented in §4.2 of Lawther et al. (2018b)
should not be considered part of my PhD study for purposes of assessment.

HST NICMOS (rest-frame optical) imaging data: The NICMOS data processing as presented
by Lawther 2013 is not used by Lawther et al. (2018b). This is due to difficulties in obtaining
a precise determination of the sky background for the NICMOS imaging during the initial pilot
study. I subsequently developed the more robust method used in the final analysis (Lawther et al.,
2018b, §3.2). For technical reasons, all NICMOS data processing steps, including the initial pipeline
processing using the PYRAF task ‘calnica’ and image combination using MULTIDRIZZLE, are redone
in order to incorporate the new treatment of the sky background.

NICMOS host galaxy analysis: The ‘two-step’ PSF and host galaxy modeling described by
Lawther 2013 was motivated by two difficulties regarding the NICMOS data. Firstly, I lacked
detailed knowledge of the behavior of available PSF models as used in the GALFIT modeling.
Secondly, the sky background in the imaging data displayed significant residual structure. My PhD
work addresses the first issue via a series of simulations using various combinations of the available
PSF models. The second issue is alleviated by the improved NICMOS image processing described
above. This allows me to simultaneously constrain the host galaxy and PSF brightness in my final
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GALFIT analysis. Thus, the NICMOS image analysis methodology in the final analysis differs
significantly from that presented by Lawther 2013, as do the quantitative results.

NICMOS simulation study: For the initial proof-of-concept NICMOS simulation study (Lawther
2013), I used analytical galaxy surface brightness functions to represent quasar host galaxies; such
models proved sufficient to constrain host galaxy brightnesses for the non-detections in ACS
observations. However, we do detect faint extended emission in the NICMOS imaging for three
FeLoBALs. For my GALFIT analysis of the rest-frame optical imaging to be robust, it is vital that
the uncertainties due to modeling distant, faint quasar hosts are quantified. In this context, use of
analytical profiles is likely to underestimate the uncertainty on the host galaxy brightness, as real
galaxies deviate from analytical profiles. The low signal-to-noise of available PSF models for the
NICMOS imaging generates an additional systematic uncertainty in the host galaxy modeling. To
address these concerns, I designed a comprehensive suite of simulated quasar observations using
the FERENGI software. Thus, all NICMOS simulation work presented by Lawther et al. (2018b) is
performed as part of my PhD study.

Template scaling to constrain star formation in the FeLoBAL hosts: Lawther 2013 applied
spectral template scaling in an attempt to determine whether the host galaxies of the FeLoBAL
quasars are starbursting, based on the preliminary GALFIT modeling results. While I apply the same
basic template-scaling approach in my PhD work, the data are entirely re-analyzed. This resulted in
quantitatively different results, due to the new, more robust constraints on the host galaxy rest-frame
optical brightnesses developed during my PhD project.

Analysis of FeLoBAL quasar environments: In order to fully address the nature of FeLoBAL
host galaxies, Lawther et al. (2018b) present a study of the environments of the four FeloBAL
quasars. The entirety of this analysis is performed during my PhD project.

I include a signed statement of authorship with this Thesis (Chapter 8).

4.2 Published Work
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ABSTRACT
We study the host galaxies of four Iron Low-Ionization Broad Absorption-line Quasars
(FeLoBALs), using Hubble Space Telescope imaging data, investigating the possibility that
they represent a transition between an obscured active galactic nucleus (AGN) and an ordinary
optical quasar. In this scenario, the FeLoBALs represent the early stage of merger-triggered
accretion, in which case their host galaxies are expected to show signs of an ongoing or recent
merger. Using PSF subtraction techniques, we decompose the images into host galaxy and
AGN components at rest-frame ultraviolet and optical wavelengths. The ultraviolet is sensi-
tive to young stars, while the optical probes stellar mass. In the ultraviolet we image at the
BAL absorption trough wavelengths so as to decrease the contrast between the quasar and
host galaxy emission. We securely detect an extended source for two of the four FeLoBALs
in the rest-frame optical; a third host galaxy is marginally detected. In the rest-frame UV
we detect no host emission; this constrains the level of unobscured star formation. Thus, the
host galaxies have observed properties that are consistent with those of non-BAL quasars
with the same nuclear luminosity, i.e. quiescent or moderately star-forming elliptical galaxies.
However, we cannot exclude starbursting hosts that have the stellar UV emission obscured by
modest amounts of dust reddening. Thus, our findings also allow the merger-induced young
quasar scenario. For three objects, we identify possible close companion galaxies that may be
gravitationally interacting with the quasar hosts.

Key words: quasars: general – galaxies: star formation.

1 IN T RO D U C T I O N

Considering the central gravitational potentials required to power
quasar activity, galaxies that have harbored quasars should host
inactive ‘relic’ black holes with masses of order 108 M� today
(Soltan 1982). Indeed, studies of stellar dynamics in galaxy bulges
reveal that most or all massive galaxies at low redshift contain a
central supermassive black hole (SMBH) with masses of approx-
imately 106–109 M� (e.g. Kormendy & Gebhardt 2001). Unless
there are alternative ways of growing black holes to such high
masses, the ubiquity of inactive SMBHs suggests that most galax-
ies underwent an active phase at some point in their lifetimes. Given
the large energy output involved, the onset of quasar activity may
affect the evolution of the ambient gas (and therefore, the future
star formation). The observed correlations between black hole mass
and host galaxy bulge luminosities and stellar velocity dispersions
(e.g. Magorrian et al. 1998; Ferrarese & Merritt 2000; Tremaine

�E-mail: unclellama@gmail.com

et al. 2002; Marconi & Hunt 2003; Gültekin et al. 2009) support this
picture. Therefore, to understand the evolution of massive galaxies,
we need to understand the quasar phase.

However, the triggering mechanisms for quasar activity are as
yet poorly understood. Several authors have proposed that galaxy
mergers may trigger quasar activity by forcing large amounts of
gas to sink towards the SMBH at the centre of the galaxy, and
that the subsequent quasar activity may subsequently expel some
of this gas through radiation pressure (e.g. Sanders et al. 1988;
Fabian 1999). This scenario has been explored in numerical simu-
lations of galaxy mergers including supermassive black hole com-
ponents capable of accreting gas and exerting feedback on their
surroundings (e.g. Barnes & Hernquist 1991; Di Matteo, Springel
& Hernquist 2005; Hopkins et al. 2005); the feedback prescriptions
applied may represent direct radiation pressure due to the central
source or kinetic feedback from outflowing gas launched at small
radii. According to the simulations performed by Hopkins et al.
(2005), merger-triggered quasars are intrinsically brightest around
the time at which the two galaxies coalesce. However, this phase
also displays the highest gas column densities (NH � 1024 cm−2)
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along the line of sight to the black hole. Thus, the intrinsically most
luminous quasar phase is heavily obscured to a distant observer. As
the quasar exerts radiative feedback on the obscuring gas and dust
at the centre of the host galaxy, it becomes detectable as a reddened
quasar, before entering an unobscured phase, and eventually be-
comes quiescent as the lack of gas in the nucleus starves the SMBH
of fuel.

How would this young evolutionary phase reveal itself to ob-
servations? Glikman et al. (2012) find that the reddest quasars at
a given redshift tend to be intrinsically the most luminous, as ex-
pected for the scenario described above. Urrutia, Lacy & Becker
(2008) and Glikman et al. (2015) show that the reddest quasars
(at z < 1 and z ≈ 2, respectively) tend to show disturbed mor-
phologies, indicative of recent or ongoing merger activity. How-
ever, Mechtley et al. (2016) demonstrate that inactive galaxies at
z ≈ 2 show evidence of merger activity at a similar rate to quasar
hosts. This raises the possibility that the ‘red quasars’ found by
Glikman et al. (2015) tend to be merger-hosted simply due to their
selecting1 heavily reddened quasars, where the excess reddening
is due to merger-fueled starburst activity, with no causal relation-
ship between the active galactic nucleus (AGN) activity and the
merger. As noted by Cisternas et al. (2011), the interpretation of
the observed merger fractions depends critically on our knowledge
of the time-scales involved for the (observable) merger and quasar
activity.

An alternative approach is to search for observational evi-
dence of the purported ‘blowout’ phase. Broad Absorption Line
(BAL) quasars, which display outflow velocities ranging from
∼2000 km s−1 up to ∼0.1c, have been considered as candidate tran-
sition objects (e.g. Weymann et al. 1991). They are classified as
high-ionization BAL quasars (HiBALs), which display broad ab-
sorption only in high-ionization lines such as C IV λ1549, or as
low-ionization BAL quasars (LoBALs), which additionally display
broad absorption in low-ionization transitions such as Mg II λ 2798.
FeLoBALs are a subclass of LoBAL quasars that display absorp-
tion in excited states of Fe II and Fe III in addition to the LoBAL
absorption lines (e.g. Becker et al. 1997; Hall et al. 2002).

In the context of AGN unification scenarios, some authors have
proposed that BAL outflows may be present in all quasars, but
are observed only in absorption at certain orientation angles (e.g.
Elvis 2000). This orientation-based model is supported by the work
of Gallagher et al. (2007), who find the mid-infrared emission in
HiBAL and non-BAL quasars to be statistically indistinguishable;
Schulze et al. (2017) also find this for LoBAL quasars in the redshift
range 0.6 < z < 2.5. This argues against a large covering fraction
for the BAL-absorbing material. Conversely, based on the lower
levels of [O III] observed for LoBALs, Voit, Weymann & Korista
(1993) suggest that the BAL absorbing material has a high covering
fraction, and speculate that LoBALs may be young quasars in the
process of expelling an optically thick cocoon of gas and dust; we
note, however, that Schulze et al. (2017) do not find significantly
reduced [O III] emission in stacked z ∼ 1.5 LoBAL spectra. Canalizo
& Stockton (2001) find a connection between LoBALs and merger-
triggered Ultraluminous Infrared Galaxies at low redshift: three out
of six of their objects for which the BAL status could be unambigu-
ously tested are indeed LoBALs. Indeed, FeLoBALs are overrep-
resented amongst the reddest quasars (Urrutia et al. 2009; Glikman

1 The FIRST-2MASS sample is detected in 20 cm and in 2 micron surveys,
while being optically faint; details of their selection criteria are presented
by Glikman et al. (2012).

et al. 2012), suggesting that FeLoBAL activity may play a role in
the proposed transition scenario. Interestingly, Farrah et al. (2012)
report an anticorrelation between absorption strength and star for-
mation activity for a sample of 31 FeLoBALs observed with the
Spitzer Space Telescope. This finding adds observational support
to suggestions (e.g. Granato et al. 2004) that the kinetic feedback
due to LoBAL outflows may represent the sought-after quenching
mechanism for star formation in massive galaxies. Such quenching
is otherwise often modelled using a semi-empirical AGN feedback
prescription (e.g. Bower et al. 2006; Croton et al. 2006). On the
other hand, recent detections of FeLoBAL variability are best ex-
plained by a low covering fraction for BAL absorption, with the
BAL-absorbing gas situated at ∼pc radii from the central black
hole (Vivek et al. 2012; McGraw et al. 2015). Such findings are
difficult to reconcile with a scenario where BAL outflows provide
galaxy-wide quenching of star formation.

One way to test the evolutionary scenario for FeLoBAL quasars
is to compare their host galaxy properties to those of non-BAL
quasars. If the FeLoBAL absorption is intrinsically present in all
quasars but with a small covering factor, e.g. in the disc-wind sce-
nario of Elvis (2000), their host galaxies are expected to be mas-
sive elliptical galaxies with little recent star formation, as seen for
non-BAL quasar hosts at z � 0.2 (e.g. Nolan et al. 2001; Dunlop
et al. 2003), or perhaps massive ellipticals that are still actively
star-forming at rates of ∼100 M� yr−1 (Floyd et al. 2012).2 On the
other hand, if FeLoBALs are young quasars triggered by mergers,
they may display merger-triggered starburst activity, and/or display
interacting companion galaxies or highly disturbed morphologies
due to recent interactions. Here we present Hubble Space Telescope
(HST) imaging data for four overlapping-trough FeLoBAL quasars,
as defined by Hall et al. (2002). These objects are so strongly ab-
sorbed by Fe II and Fe III that their ultraviolet (UV) spectra are barely
recognizable as quasar spectra (Fig. 1). The quasar continuum emis-
sion is reduced by a factor ∼10 for these objects. Assuming that the
BAL obscuration is centrally concentrated and does not absorb the
host galaxy emission, this will reduce the nucleus-to-host brightness
contrast when using a filter that covers the deepest BAL absorption.
Thus, the heavy attenuation of the UV nuclear emission aids our
study of the host galaxy stellar populations.

This paper is structured as follows. In Section 2 we outline our
sample selection criteria and describe the HST observations. We de-
scribe the image processing in Section 3. In Section 4 we describe
our image decomposition strategy and present the host galaxy mod-
elling results. We discuss our findings with regard to the nature of
the FeLoBAL host galaxies in Section 5. We use a cosmology with
Hubble constant H0 = 67.8 ± 0.9 km s−1 Mpc−1 and matter density
parameter �m = 0.308 ± 0.012 throughout.

2 SA M P L E SE L E C T I O N A N D HST I MAG ING
O B S E RVAT I O N S

2.1 FeLoBAL quasar sample selection

One important objective of this study is to measure the rest-frame
UV and optical brightnesses of FeLoBAL host galaxies, in an effort
to characterize the stellar population. We expect the quasar con-
tinuum emission to outshine the host galaxy in the rest-frame UV,

2 For 2 < z < 3 AGN, star formation rates appear to increase with the
luminosity of the central source, reaching ∼600 M� yr−1 for the brightest
quasars (Harris et al. 2016).

MNRAS 475, 3213–3239 (2018)
Downloaded from https://academic.oup.com/mnras/article-abstract/475/3/3213/4739348
by Det Kongelige Bibliotek user
on 13 April 2018



An imaging study of four FeLoBAL quasar hosts 3215

Figure 1. SDSS Data Release 8 spectra of the four FeLoBAL quasars in our sample, demonstrating our utilization of the ‘natural coronagraph’ offered by
the BAL absorption (Section 2.1). The flux densities are median-smoothed using a 5-pixel smoothing window. The (arbitrarily scaled) throughput curve of the
ACS/WFC broad-band filter chosen for each quasar is shown as a blue curve. While we show selected emission line identifications here, we direct the reader
to Hall et al. (2002) for detailed redshift determinations.

especially if the stellar population is quiescent and therefore faint
in the UV (e.g. Kinney et al. 1996; Bruzual & Charlot 2003). Host
galaxy detection is therefore challenging for these high-redshift
quasars. The very broad absorption troughs of FeLoBAL quasars
may provide a ‘natural coronagraph’ effect aiding host galaxy de-
tection. If the absorbing material is concentrated near the nucleus, as
generally expected due to the high velocities of the BAL-absorbing
gas being attributed to the central engine (although cf. Faucher-
Giguère, Quataert & Murray 2012), the nuclear emission will be
absorbed more heavily than that of the host galaxy. In this study, we
therefore select rest-frame UV filter bandpasses that coincide with
the BAL absorption, with the aim of reducing the nuclear-to-host
brightness contrast.

Due to their red colours, heavily-absorbed FeLoBAL quasars are
often selected as serendipitous targets (as opposed to quasar candi-
dates) by the Sloane Digital Sky Survey (SDSS; York et al. 2000)
photometric selection pipeline (Stoughton et al. 2002). To identify
unusual BAL quasars, Hall et al. (2002) perform a visual inspection
of all spectra which could not be identified in an automated fash-
ion by the SDSS Early Data Release (EDR) spectroscopic pipeline,
along with a re-inspection of all objects identified as quasars. These
authors find 18 unusual BAL quasars in the EDR, along with two
unidentified objects that may or may not be BALs. We select our
FeLoBALs from this sample of unusual objects. The authors note
that this sample is not statistically complete, as the EDR selection
criteria varied during the spectroscopic observing campaign. The
total number of quasar spectra in the EDR is ∼8000. However, the
observed rarity of these ‘unusual BALs’ relative to ordinary quasars
is likely to be extremely sensitive to selection effects.

Our main selection criterion is that the BAL trough should
be sufficiently broad and deep that we can utilize the ‘natu-
ral coronagraph’ effect for our UV broad-band imaging observa-
tions. The ‘overlapping-trough’ class of FeLoBAL quasars, five of
which are presented by Hall et al. (2002), fulfill this requirement:
J0300+0048, J1154+0300, J0819+4209, J1730+5850, and J0437-
0045. One of these objects, J0437-0045 located at z = 2.82, was not
selected as it would require more than 4 orbits to be detected with
NICMOS. The remaining four FeLoBAL objects, residing at 0.89
≤ z ≤ 2.04, were observed under the HST GO-10237 program (PI:
X. Fan). Fig. 1 shows the rest-frame optical-UV spectra of the four
FeLoBAL quasars, extracted from the SDSS Data Release 8. The
imaging filters selected for the ACS/WFC observations are overlaid.

We use the redshifts provided by Hall et al. (2002), who present
detailed discussion of this issue. The redshift determination is se-
cure (if perhaps imprecise) for J0300+0048, as it is based on in-
trinsic Ca IIabsorption, and confirmed by broad Hydrogen emission
lines. For J1154+0300, the redshift is based on various optical iron
emission lines redwards of Mg II . For the remaining objects, the
redshift is less secure, as it is based on various emission and ab-
sorption features in the BAL-absorbed part of the spectrum, where
the continuum level is unknown.

2.2 HST observations

Each FeLoBAL quasar was observed in Cycle 13 in two HST
imaging bands, covering the rest-frame optical (with NICMOS)
and UV (with ACS) wavelengths. The rest-frame optical regime is
sensitive to the stellar mass, while the rest-frame UV is sensitive
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Table 1. Observation log.

Object Observation Redshift Filter Number of Number of Total 10σ detection
date orbits exposuresa exp. time (s) limit (mag)b

(1) (2) (3) (4) (5) (6) (7) (8)

ACS/WFC
J0300+0048 2004-12-10 0.89 F435W 1 4 2185 27.0
J1154+0300 2005-05-16 1.46 F550M 2 4 5141 26.9
J0819+4209 2004-11-21 1.93 F625W 3 6 8150 27.9
J1730+5850 2006-12-09 2.04 F625W 4 5 6517 27.7

NICMOS/NIC2
J0300+0048 2004-12-30 0.89 F110W 1 5 2688 25.2
J1154+0300 2007-02-11 1.46 F110W 2 10 5887 25.9
J0819+4209 2005-02-19 1.93 F160W 3 12 8695 25.6
J1730+5850 2006-12-09 2.04 F160W 4 4 8191 25.9

Notes. aThe total number of exposures across all dither points. All observations were performed using a 4-point dither
pattern, albeit distributed over several orbits. Due to an instrumental failure, the ACS observations of J1730+5850 lack
the final exposures granted, and the dither pattern is unevenly sampled. bThe 10σ detection limit for a point source in the
combined image for this observation, calculated based on the standard deviation of the background level as measured in
the combined images.

to ongoing star formation. For both instruments, the observations
were performed using a 4-point dither pattern utilizing non-integer
pixel shifts. This allows us to identify cosmic ray hits and hot/cold
pixels during image combination, and provides an improved spa-
tial resolution in the combined images. The dither patterns ‘ACS-
WFC-DITHER-BOX’ and ‘NIC-SPIRAL-DITH’ were used for the
ACS/WFC and NICMOS observations, respectively.3 Table 1 sum-
marizes the observations, including the imaging filters and exposure
times adopted for each source .

ACS/WFC. Imaging of the rest-frame UV regime was obtained
using the Advanced Camera for Surveys (ACS) Wide Field Camera
(WFC). The ACS/WFC has a pixel scale of 0.05 arcsec2 and a
202 × 202-arcsec field of view. When selecting a filter to utilize
the ‘natural coronagraph’ effect, we considered both the absorption
strength and the observing efficiency. Although the use of narrow-
band filters would maximize the integrated absorption strength in
the bandpass, we elect to use broad- or medium-band filters, so
as to avoid unreasonably long exposure times. We estimate that
the quasar continuum emission is reduced by a factor of 7–15 in
the selected ACS/WFC filters for objects J0300+0048 (Fig. 1). The
intrinsic continuum levels in the relevant bandpasses are difficult to
determine for the other quasars, as the SDSS spectra lack regions
of unabsorbed continuum emission.

NICMOS. The HST Near Infrared Camera and Multi-Object Spec-
trometer (NICMOS) was used to observe rest-frame optical wave-
lengths. The NICMOS 2 detector (hereafter NIC2) has a pixel size
of 0.076 arcsec × 0.075 arcsec, and a 19.2 arcsec × 19.2 arcsec field
of view. The PSF core FWHM is around 0.14 arcsec for wavelengths
below ∼1.6µm, i.e. the images are somewhat undersampled for the
bluer NIC2 filters.4 Due to lack of spectral coverage in the rest-
frame optical, we do not have the opportunity to utilize a ‘natural

3 To allow observations to be distributed over multiple orbits, the dither pat-
tern was in some cases implemented using the POS-TARG mode. However,
the resulting pixel offsets and exposure time distributions are the same as
for the specified standard dither patterns.
4 For two quasars we are able to achieve Nyquist sampling in our MULTIDRIZ-
ZLE -combined images, see Section 3.3.

coronagraph’ effect here. On the other hand, we expect a smaller
intrinsic (i.e. unabsorbed) nucleus-to-host contrast in our NICMOS
imaging, as we expect the host galaxies to be brighter, and the quasar
power-law continuum fainter, in the rest-frame optical relative to
the UV. While the host galaxy is brightest relative to the active
nucleus at near-infrared wavelengths ∼1µm, we chose somewhat
bluer bandpasses so as to allow a robust comparison with quasar
host samples available at the time of our HST proposal (Section 5.1).
We select broad-band filters, as a high signal-to-noise ratio is re-
quired for our image decomposition analysis. These bandpasses also
cover the [O III] narrow emission line. As the narrow line-emitting
region can extend to kpc scales for some AGNs (e.g. Pogge 1989),
there is a risk of contamination of the host galaxy signal. However,
LoBAL quasars generally display weak [O III] emission (Weymann
et al. 1991), mitigating this issue.

Limiting apparent magnitudes. The limiting apparent magnitudes
reached for a 10σ detection of a point source for each observation is
listed in Table 1. Our observations have a depth equal to or greater
than that of the NICMOS imaging of the quasar samples of Kukula
et al. (2001) and Hutchings et al. (2002) at similar redshifts. This
allows a robust comparison to these studies, which were state of the
art at the time of our HST proposal; we also reach a similar depth to
later studies that are better matched to our sample in terms of AGN
luminosity (Section 5).

2.3 Point spread function star observations

No separate point spread function (PSF) star observations were per-
formed for this HST observing program; our original intention was
to use analytical PSF templates for this purpose. However, the cur-
rent consensus on such models is that they do not reproduce the PSF
core accurately, and therefore perform poorly in PSF-host decom-
position studies of bright quasars (e.g. Kim et al. 2008; Mechtley
et al. 2012). We confirm these findings in a series of preliminary tests
(Appendix A). We therefore use stellar observations as PSF models
in this study. For the ACS imaging we construct a stacked PSF
template using stars observed in the ACS field during the science
observations. For the NICMOS imaging we stack archival stellar
observations performed within 3 months of the science observa-
tion. We discuss our PSF modelling strategies and considerations,
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including the selection criteria for PSF star observations in each
bandpass, in Appendix A.

3 PRO C E S S I N G A N D C A L I B R AT I O N O F T H E
DATA

We calibrate the individual exposures using tools from the
PYRAF/STSDAS5 package hst_calib; we outline this calibration for
ACS/WFC and NICMOS/NIC2 in Sections 3.1 and 3.2, respec-
tively. After calibrating the individual images, we combine the indi-
vidual exposures for a given quasar using the MULTIDRIZZLE package
(Section 3.3), thereby obtaining a single, combined ACS/WFC im-
age and a single, combined NICMOS/NIC2 image for each quasar.

3.1 ACS individual exposure image calibration

We calibrate the ACS/WFC imaging data following the method of
the ACS pipeline calibration, as outlined in the ACS Data Hand-
book (Gonzaga 2011). We process the raw imaging data using the
calacs script, version 2012.2; this version includes a correction for
charge transfer efficiency degradation. Cosmic ray hits and hot/cold
pixels are identified in an automated fashion during a preliminary
processing using the MULTIDRIZZLE algorithm (Section 3.3). Upon
visual inspection of the single-exposure images, we identified and
flagged a few additional bad pixels not identified as such by the
MULTIDRIZZLE processing. These included several ‘hot pixels’ that
were not included in the static bad pixel mask for the detector, and
that are not bright enough to be flagged by MULTIDRIZZLE .

3.2 NICMOS individual exposure image calibration

The NICMOS images display signatures of detector anomalies
that require treatment in addition to the pipeline processing. These
anomalies are common in NICMOS data, and are described in detail
in the NICMOS Data Handbook (Thatte et al. 2009). We process the
raw images using the PYRAF/STSDAS script calnica. Here we briefly
describe the additional processing steps applied.

Pedestal offset and amplifier glow. The single-exposure images dis-
play a residual flat-field pattern due to the so-called pedestal offset.
As advised by Thatte et al. (2009), we apply the biaseq script part-
way through the calnica processing, and apply the task pedsub after
calnica processing. The biaseq task is designed to remove the non-
linear component of the NICMOS DC bias offset; pedsub addresses
the linear component. However, we find that the application of these
two tasks does not remove the anomalous background structure
completely. We measure a residual amplifier glow at a count rate
of between 0.03 counts s−1 and 0.07 counts s−1 above the median
background level. As it is vital for our host galaxy analysis that we
can determine the sky background level precisely, we perform an
additional correction to the large-scale background structure, based
on a method presented by Hsiao et al. (2010). These authors find
that the residual background in NIC2 F110W and F160W imaging,
after flatfielding and pedsub processing, can be modelled by two
components. The first component scales with exposure time and
is dominated by the amplifier glow contribution, while the second
component scales with the background level. Scaling these compo-
nents as prescribed by Hsiao et al. (their equation 4) overestimates

5 STSDAS and PYRAF are products of the Space Telescope Science Institute,
which is operated by AURA for NASA.

the amplifier glow signal in our data. We instead scale and subtract
the two components using least-squares minimization, using the MP-
FIT software,6 and masking bright sources for the fitting procedure.
Compared to the pipeline-processed images, the standard deviation
of the mean pixel intensity, measured in background-dominated
regions, is reduced by ≈47 per cent for three of our quasars. The
improvement is more modest (≈13 per cent) for J1730+5850, as
this observation was not impacted by SAA persistence (see below).
While the subtraction of an empirical template increases the photon
shot noise in the resulting images, this increase is in all cases less
than 2 per cent.

Photon persistence. The NICMOS detector suffers from photon
persistence, i.e. pixels amassing a large amount of charge during an
exposure generate a spurious signal in subsequent exposures. Pho-
ton persistence gives rise to two issues identified in our data. First,
the passage of the HST through the South Atlantic Anomaly (SAA)
between exposures results in an increased flux of cosmic rays. As
the persistence behaviour varies across the detector, this bombard-
ment causes a persistent signal in a characteristic pattern. We see
this pattern for all observations apart from that of J1730+5850. We
use the SAAclean algorithm (Barker, Laidler & Koekemoer 2007)
to remove the SAA persistence signal; we find that this algorithm
removes the SAA signal more effectively when combined with the
Hsaio et al. treatment described above. Secondly, the quasar itself
leaves a point-like persistent signal at its previous dither position;
we mask these regions before image combination.

Non-linearity correction. The final calibration step for our single-
exposure images addresses the count rate-dependent non-linearity
identified by Bohlin, Riess & de Jong (2006). We process each
image with the PYRAF/STSDAS script rnlincor, which models the non-
linearity as a power law with an empirically determined wavelength-
dependent exponent, and corrects the measured count rate in each
pixel using this model.

3.3 Combination of dithered images

We combine the dithered single-exposure images using the
PYRAF/STSDAS package ‘MULTIDRIZZLE ’.7 This results in a single com-
bined NICMOS image and a single combined ACS image for each
quasar. ‘MULTIDRIZZLE ’ identifies cosmic rays and other bad pixels
in the single-exposure images by comparison with a median image
shifted into a common reference frame. We use the resulting bad
pixel maps as the sole method of cosmic ray identification for the
ACS images, and as a supplementary method for the NICMOS data.
For the ACS data, we weight the input pixels using the inverse of
the error image generated by the calacs pipeline. For the NICMOS
data, several observations suffer cosmic ray hits near the PSF core,
and the affected pixels are not suitable for inclusion in the combined
image. As the inverse-error weighting scheme biases output images
towards low fluxes when combining a small amount of input frames
(Cracraft & Sparks 2007), we instead use exposure-time weighting
for the NICMOS data.

Table 2 lists the ‘MULTIDRIZZLE’ settings that we select for the final
image combination for each quasar. For each image we select the

6 The IDL package MPFIT is written by Craig Markwardt and is available from
http://cow.physics.wisc.edu/∼craigm/idl/fitting.html.
7 The ‘MULTIDRIZZLE’ routine is based on the drizzle algorithm developed by
Fruchter & Hook (2002).
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Table 2. mULTIDRIZZLE parameter settings.

Object Kernela Pixfracb Scalec PSF FWHMd

[pix (arcsec)] [pix (arcsec)]
(1) (2) (3) (4) (5)

NICMOS/NIC2
J0300+0048 Square 0.65 0.8 (0.0604) 1.89 (0.107)
J1154+0300 Gaussian 0.65 0.6 (0.0453) 2.16 (0.098)
J0819+4209 Square 0.6 0.9 (0.06795) 2.06 (0.140)
J1730+5850 Gaussian 0.7 0.8 (0.0604) 2.57 (0.155)

ACS/WFC
J0300+0048 Gaussian 0.7 0.8 (0.0392) 2.04 (0.0800)
J1154+0300 Square 0.7 0.8 (0.0392) 2.06 (0.081)
J0819+4209 Gaussian 0.7 0.8 (0.0392) 2.21 (0.0866)
J1730+5850 Gaussian 0.85 0.85 (0.04165) 2.40 (0.100)

Notes. – MULTIDRIZZLE parameters adopted for the final combined image for
each quasar. The PSF parameters are measured via a simple Gaussian fit.
aThe convolution kernel used to distribute the flux of each input pixel in the
output grid.
bThe factor by which each input pixel is resized before being transferred to
the common WCS.
cThe size of the output pixels, listed as a fraction of the input pixel size and
in arcseconds (in parentheses).
dThe FWHM of the FeLoBAL quasar PSF, expressed in pixels and (in
parentheses) in arcseconds.

settings that yield the narrowest PSF FWHM in terms of angular
size, while avoiding image combination artefacts. We test for such
artefacts via visual inspection, and by measuring the standard de-
viation of the combined weight image (Fruchter & Hook 2002).
Full Nyquist sampling is not achievable for J0300+0048(NIC2)
and J0819+4209(NIC2) without introducing image artefacts. To
test the sensitivity of our image decomposition to this issue, we
repeat the modelling of Section 4.3 for these two observations after
broadening the data and PSF images to Nyquist sampling via con-
volution with a Gaussian smoothing kernel, as suggested by Kim
et al. (2008). This treatment makes no qualitative difference to our
PSF-only and PSF-plus-Sérsic modelling (Section 4.3) for these
quasars.

4 IM AG I N G A NA LY S I S

Here, we describe our 2D image decomposition strategy and define
detection criteria (Section 4.1), and present our modelling results
for the ACS (Section 4.2) and NICMOS (Section 4.3) imaging of
the FeLoBAL quasars.

4.1 Modeling strategy for the imaging data

We use GALFIT (version 3.0.5; Peng et al. 2011) to model the emis-
sion in the 2-D MULTIDRIZZLE -combined images of the FeLoBAL
quasars. This software models astronomical images using analytical
surface brightness profiles that are convolved with the instrumental
PSF. The best-fitting model is determined via least-squares mini-
mization, and the modelling therefore requires error maps for each
astronomical image. For the ACS data we generate these using
the inverse-error maps produced by MULTIDRIZZLE , which include
an estimate of the cumulative error due to photon noise, readout
noise and all image calibration operations. For the NICMOS im-
ages, which are combined using exposure-time weighting (Sec-
tion 3.3), we calculate the per-pixel uncertainties as the standard
deviation of the background level in the combined images, added

in quadrature to the per-pixel photon-counting error. As the image
combination causes the uncertainties of adjacent pixels to be corre-
lated, these NICMOS error maps represent upper limits on the true
uncertainty.

PSF-only models. To determine whether there is any significant ex-
tended emission present, we first model each combined image as a
point source along with a sky-background component with linear
gradients in the x and y directions (hereafter, PSF-only models).
The PSF and background components are fitted simultaneously.
Any other bright stars or galaxies in the image are modelled using
PSF or Sérsic components, respectively. To minimize the influence
of detector-edge anomalies, most of the PSF fits are performed
using 201 × 201-pixel (around 66 kpc for z = 1) cutouts of the
data and of the PSF template, centred on the quasar PSF. We en-
sure that the best-fitting PSF and sky background scalings are not
significantly altered if larger image regions are adopted. For the
J0300+0048(NIC2/F110W) observation we model the entire im-
age, so as to determine the sky level more accurately; this is nec-
essary because the field is somewhat crowded. The best-fitting PSF
scalings are insensitive to the input parameter guesses, and the mod-
elling converges within 10–20 iterations of the fitting routine. Our
NICMOS PSF templates tend to model the quasar PSF diffraction
spikes poorly. We therefore perform all NICMOS modelling with
the diffraction spikes masked, so that FALFIT does not include them
in its least-squares minimization. We do not include these regions in
the radially averaged brightness profiles for NICMOS (i.e. Figs A2
and 5).

PSF-plus-Sérsic models. To quantify the total brightness and flux
distribution of any extended emission, we model each image a
second time, now including a Sérsic component to represent the
extended emission (hereafter, PSF-plus-Sérsic models). The Sérsic
profile is given by:

�(r) = �e exp[−κ((r/Re)1/n − 1)], (1)

where �(r) is the surface brightness at a given radius, Re is the
half-light radius of the profile, and n is the Sérsic index; κ is not
a free parameter, being fully determined, for a given n, by the
definition of Re. Again, we perform the analysis using 201 × 201-
pixel cutouts of the quasar image and of the PSF template, and
fit all components simultaneously. For J0300+0048(NIC2/F110W)
we again find it necessary to model the entire image. We experiment
with including an elliptical deformation of this profile as a free
parameter in our FeLoBAL modelling, but find that the resulting
host galaxy magnitudes are insensitive to this parameter, while the
χ2 statistic of the fit only weakly depends on the ellipticity. We
therefore impose radial symmetry for all Sérsic profiles. We also
find it necessary to impose constraints on the allowed values of n
and Re. This is due to PSF mismatch, i.e. differences between the
‘true’ instrumental PSF at the time of the quasar observations and
the PSF template used to model the point source, as described in
detail in Appendix A. Given the significant PSF mismatch that our
modelling suffers, and the faintness of the host galaxies relative
to the PSF, the largest improvement in the χ2 statistic is achieved
by minimizing Re and/or maximizing n so as to create a narrow,
unresolved feature that alleviates the mismatch in the central region.
We therefore restrict Re to be larger than the FWHM of the quasar
PSF in a given observation. Given our low sensitivity to the Sérsic
index, we fit models with constant values of n and average over
their host magnitudes, as described in detail below.
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Table 3. PSF-only GALFIT Modelling.

Object Filter Quasar FWHMa PSF FWHMb mPSF
c

[arcsec (pix)] [arcsec (pix)] (mag)
(1) (2) (3) (4) (5)

ACS:
J0300+0048 F435W 0.08 (2.03) 0.09 (2.29) 20.51
J1154+0300 F550M 0.08 (2.07) 0.09 (2.39) 21.40
J0819+4209 F625W 0.09 (2.21) 0.08 (2.07) 22.62
J1730+5850 F625W 0.09 (2.41) 0.09 (2.28) 21.70

NICMOS:
J0300+0048 F110W 0.11 (1.81) 0.13 (2.10) 16.05
J1154+0300 F110W 0.12 (2.55) 0.12 (2.62) 17.29
J0819+4209 F160W 0.15 (2.15) 0.14 (2.09) 18.96
J1730+5850 F160W 0.16 (2.67) 0.15 (2.44) 16.98

Notes. aFull width at half maximum of the quasar emission, as measured
using the IRAF task ‘imexamine’.
bFull width at half maximum of the stacked stellar PSF template used to
model the point source emission.
cThe apparent AB magnitude of the quasar in the listed bandpass, as deter-
mined by our PSF-only modelling.

Host galaxy detection criteria. The sensitivity of a quasar host
galaxy study depends strongly on the quality of the available PSF
templates. For this work, we lack dedicated PSF star observations
(Section 2), and instead construct stacked stellar PSF templates
using stacked observations of field stars (for ACS imaging) and
of calibration stars (for NICMOS), as described in Appendix A. To
quantify the fidelity of these PSF templates, we perform an extensive
series of star–star PSF subtraction tests (Appendix A) and host
galaxy decomposition simulations (Appendix B). Based thereon
(as discussed in Appendix C), we apply the following detection
criteria:

(1) At least three contiguous 1-pixel bins in our azimuthally aver-
aged intensity plots show a positive residual at a significance >3σ

after PSF-only modelling. This must occur outside the inner 0.2
arcsec of the radial profile for NICMOS and ACS/F425W, outside
the inner 0.3 arcsec for ACS/F550M, or outside the inner 0.4 arcsec
for ACS/F625W.

(2) The PSF wings are not significantly (>3σ ) oversubtracted in
any azimuthally averaged bin exterior to the radial constraint given
in (1).

4.2 ACS (rest-frame UV) modelling results

PSF-only modelling, ACS. The quasar and template PSFs have
FWHM of between 0.08 and 0.09 arcsec (Table 3). All residual
images appear consistent with point sources (Fig. 2). The quasars
are relatively faint in ACS imaging, with best-fitting AB magnitudes
mPSF > 20.5 mag for all objects; the ACS observations are, on aver-
age, 4.2 mag fainter than the NICMOS observations, corresponding
to a factor of ∼47 in flux. This confirms that our ACS observations
sample the heavily absorbed BAL trough (Fig. 1). We present upper
limits on mhost in the rest-frame UV for each quasar in Table 4.

PSF-plus-Sérsic modelling, ACS. For J0300+0048, the Sérsic com-
ponent magnitude converges at mhost∼24 mag, and is unresolved,
with Re ≈ 1 kpc. Our simulation work indicates that this extended
component may be a spurious result due to PSF mismatch, as it is
fainter than our detection limit (Table 4). For the three remaining
quasars, the Sérsic components diverge towards infinite faintness. In

Table 4. Upper limits on FeLoBAL host galaxy flux in ACS
observations.

Object Filter mnuc
a Limiting mhost

b

(mag) (mag)
(1) (2) (3) (4)

J0300+0048 F435W 20.51 22.76
J1154+0300 F550M 21.40 23.15
J0819+4209 F625W 22.62 24.37
J1730+5850 F625W 21.70 23.70

Notes. aThe nuclear (PSF) AB magnitude of the source, as deter-
mined by PSF-only modelling.
bThe limiting AB magnitude of the host galaxy, calculated using the
limiting nuclear-to-host contrast level determined in our simulations
(Appendix B). While we are ignorant of the scale size of non-detected
host galaxies, the detection limits are in fact strongly sensitive to this
parameter; the upper limits listed here assume 0.5 kpc ≤Re ≤ 10 kpc,
for which range we quote the most conservative (i.e. brightest) upper
limit.

summary, we see no evidence of extended emission in the rest-frame
UV for any of the FeLoBAL quasars. As established by our sim-
ulation work (Appendix B), the UV non-detections may be due to
very centrally concentrated UV emission with scale size Re < 1 kpc
(e.g. a nuclear starburst). A very extended UV source (Re � 10 kpc)
would also yield a non-detection, assuming mnuc − mhost>2 mag.
Alternatively, the host galaxies may simply have quiescent or dust-
obscured stellar populations, as discussed in Section 5.2.

4.3 NICMOS (rest-frame optical) modelling results

For J0300+0048, J1154+0300, and J0819+4209, the NICMOS
imaging reveals neighbour galaxies at sufficiently small angular
separations to potentially affect our image decompositions (Fig. 4).
We model these galaxies using a single Sérsic component; the fluxes
attributed to them are not included in our analyses. We discuss these
neighbouring galaxies further in Section 5.4.

PSF-only modelling, NICMOS. All the residual images show over-
subtracted central pixels and residual PSF diffraction spikes due to
mismatch between the PSF template and the quasar PSF (Fig. 4). As
the PSF template for J0300+0048 has a low signal-to-noise ratio
(S/N) relative to the quasar observation, the entire PSF-subtracted
image is noisy, and the residual features have a lower signifi-
cance than would be expected if using an ideal PSF. Nonetheless,
J0300+0048 shows an extended residual that is detected at a sig-
nificance of ∼3σ–5σ between radii of 0.7 arcsec and 1.1 arcsec,
extending to around 1.6 arcsec at a lower significance (Fig. 5).
J1154+0300 displays a bright, compact residual core at radii less
than ∼0.6 arcsec (corresponding to a physical transverse distance
of around 4 kpc). Both these objects fulfill our detection criteria
for extended emission. The very compact residual for J0819+4209
just barely fulfills our detection criteria, while the residuals for
J1730+5850 are consistent with zero extended emission.

PSF-plus-Sérsic modelling, NICMOS. Our PSF-plus-Sérsic mod-
elling converges at a finite brightness for the Sérsic component for
all four quasars. In Table 5 we present the best-fitting models for
each quasar. For three quasars, the best-fitting solution has n = 0.75,
i.e. at the imposed lower limit for n. However, in terms of the χ2

statistic, the modelling does not strongly favour any particular val-
ues of the Sérsic index, n. We therefore fit three different models

MNRAS 475, 3213–3239 (2018)
Downloaded from https://academic.oup.com/mnras/article-abstract/475/3/3213/4739348
by Det Kongelige Bibliotek user
on 13 April 2018



3220 D. Lawther, M. Vestergaard and X. Fan

Figure 2. PSF-only modelling of the ACS imaging of the FeLoBAL quasars. The intensity is shown in units of total counts. The blue circle shows a diameter
of 1 arcsec; the image size is 7.2 × 7.2 arcsec. The scale bars illustrate an angular size corresponding to 25 kpc at the quasar redshift. Left: Original image.
Centre: Best-fitting PSF model and background component. Right: Residual after model subtraction. For J0819+4209, a close companion galaxy is visible in
the residual image; however, we model and subtract this galaxy prior to our analysis of radial flux profiles (Fig. 3), to avoid attributing its flux to the quasar
host galaxy.
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with constant Sérsic indices (n = 1, n = 2.5, and n = 4) to each
image, so as to explore a range of central concentrations. While non-
BAL quasars in the local Universe tend to have giant elliptical hosts
(Dunlop et al. 2003), suggesting n ≈ 4, we prefer not to assume an a
priori value of n for these high-redshift host galaxies. For a morpho-
logically diverse sample of template galaxies, our simulation work
(Appendix B1) suggests that the accuracy of the mhost measurements
are improved by averaging over the values obtained for n = 1 and
n = 4 models, as opposed to adopting mhost from the best-fitting
model. Note that the magnitudes themselves are averaged, i.e. the
averaging is done in log-flux space. We present the average proper-
ties 〈mhost〉 and 〈Re〉 for a grid of model fits to each quasar (Table 6).
The best-fitting scale sizes Re are highly sensitive to the choice of n,
and should therefore be regarded as order-of-magnitude estimates
of the true Re. For quasars J0300+0048 and J1154+0300, we find
values of mnuc − mhost and Re that are consistent with those found for
detected, resolved sources in our simulations. We therefore consider
these objects to have detected host galaxies. For J0819+4209, the
Sérsic profile converges at the imposed lower limit Re = FWHMPSF,
i.e. the extended flux is only marginally resolved. While we consider
the detection of extended emission to be real, given the faintness of
false-positive detections to bona fide point sources in NICMOS data
(Appendix A), we consider our PSF-plus-Sérsic modelling results
to be highly uncertain for this object, as discussed below.

Uncertainties on mhost, NICMOS. For each quasar, we estimate
ranges of uncertainty for mhost by performing PSF-plus-Sérsic mod-
elling of real galaxies artificially redshifted to the quasar redshift,
including a superimposed point source, and with appropriate noise
properties for the NICMOS observations. Full details are presented
in Appendix B. These uncertainties are rather conservative, as they
represent the largest error in mhost found for any of our simula-
tions for a given observation, covering a range of possible host
galaxy morphologies. They are in rough agreement with the typ-
ical uncertainties found by Simmons & Urry (2008) for GALFIT

image decomposition of simulated AGN with mnuc − mhost∼3. We
adopt the following uncertainties (in AB magnitudes) for the re-
mainder of this work: mhost=19.6( ± 0.5) mag for J0300+0048,
mhost=20.8( ± 0.5) mag for J1154+0300, and mhost= 21.2+1.3

−0.5 mag
for J0819+4209. The latter object has a relatively large uncer-
tainty on mhost due to the compactness of the detected host compo-
nent. For J1730+5850, we see no evidence of extended emission.
We therefore use our simulations to establish the limiting value of
mnuc − mhost for which the host galaxy is no longer detected. This
is done for a range of host morphologies, and we adopt the most
conservative (i.e. brightest), upper limit mhost. For J1730+5850 this
yields mhost≥20.0.

Consistent mhost when using alternative PSF templates. We lack
dedicated PSF star observations for this study. For our NICMOS
analysis, we instead use stacked observations of the calibration
star P330-E as a PSF template (Appendix A). The stacking pro-
cess unavoidably broadens the PSF slightly due to centring uncer-
tainties. Also, the three-month time window that we allow for the
PSF star observations relative to the quasar observation date may
lead to additional mismatch due to long-term PSF variability (Kim
et al. 2008). There is therefore a concern that the extended flux
that we attribute to host galaxy emission may instead be caused
by severe PSF mismatch. For J1154+0300, we perform additional
tests using high-S/N PSF templates (Appendix A5). These were ob-
served at time separations of years from the quasar observation, and
are therefore expected to display significant PSF mismatch due to

time evolution. We detect extended flux for J1154+0300 using any
of these alternative PSF templates. While Re becomes unresolved
for certain high-SN PSF templates, mhost is in all cases consistent
with our our original modelling to within the quoted uncertainties.
We elect to use the results obtained using P330-E, as presented in
Table 6, in the remainder of our analysis.

5 D I SCUSSI ON

5.1 Similar nucleus-to-host luminosity ratios for FeLoBALs
and non-BAL quasars

In Fig. 6 we compare the nuclear and host galaxy V band abso-
lute magnitudes for our FeLoBAL quasars with those of non-BAL
quasars with host galaxy detections at similar redshifts. As the
NIC2 filter bandpasses were chosen to sample the rest-frame V
band, and the spectral term in the K-correction therefore should
be minimal, we only apply the bandwidth-narrowing (1 + z) term
to derive the absolute magnitudes. Given the ∼2 mag scatter in
mnuc − mhost displayed by the non-BAL quasars, and the uncertain-
ties on mhost for our measurements, the four FeLoBALs are consis-
tent with the existing mnuc – mhost relationship for non-BAL quasar
host galaxies. Quasar J1730+5850 is highly luminous in the V band;
the upper limit host galaxy V magnitude appears consistent with the
existing relationship.

5.2 No direct evidence for ongoing star formation

In the local Universe, LoBAL quasars are often found in ULIRG
galaxies, which also display merger-induced star formation (e.g.
Canalizo & Stockton 2001). Here, we use our measurements of
mhost in the rest-frame optical, along with the limiting values of
mhost in the UV, to investigate the presence of strong, unobscured
star formation activity of the type seen in some local-Universe
starburst galaxies.

In Fig. 7, we show template spectra of a 1 Gyr single-age stellar
population model (Bruzual & Charlot 2003), and of an unobscured
starbursting galaxy (Calzetti, Kinney & Storchi-Bergmann 1994),
scaled to the F110W flux densities of the host galaxies of
J0300+0048 and J1154+0300. The blue shaded region shows the
error margins of the template scaling due to the uncertainties on
mhost. We also show the upper limits on the rest-frame UV host
galaxy magnitude. For these two quasars, the UV non-detections
exclude unobscured starbursting hosts, while being fully consis-
tent with single-age stellar populations of age 1 Gyr or older, as
expected for quiescent elliptical galaxies at z ∼ 1. For J0819+4208
(not shown), mhost is highly uncertain, and we cannot rule out an
unobscured starburst. We apply the Calzetti et al. (2000) dust red-
dening law to the templates, and find that the template fluxes become
marginally consistent with the UV non-detections for E(B − V) ≈
0.5 (J0300+0048) or E(B − V) ≈ 0.4 (J1154+0300). Thus, our
HST observations cannot be used to discriminate a quiescent host
from a vigorously star-forming, dust-obscured galaxy. We note that
Glikman et al. (2012) find an overabundance of FeLoBALs in their
sample of the reddest quasars. Many objects in their sample show a
reddening of E(B − V) ≥ 0.5, which would yield UV non-detections
for our observations, even for starbursting host galaxies.

5.3 Comparison with optical to mid-infrared SED modelling

Two of the quasars in our sample are well-studied in the infrared
by Farrah and coworkers. For J1154+0300, Farrah et al. (2010)
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3222 D. Lawther, M. Vestergaard and X. Fan

Figure 3. PSF-only modelling results for our ACS (rest-frame UV) imaging. Left: radially averaged intensity plot showing a scaled version of the stacked
stellar PSF (red solid lines) and the sky-subtracted quasar emission profiles (black points). Emission attributed to companion galaxies is not included in these
profiles. The error bars on the data points include a contribution due to photon noise in the PSF template. Right: Offset of the sky-subtracted quasar profiles
from the PSF templates, expressed in terms of the 1σ error bars on the data. The horizontal dashed, dash-dot, and dot-dot-dot–dashed lines represent a zero
offset, a 3σ positive residual, and a 3σ negative residual, respectively. Red arrows indicate annuli for which the offset exceeds the y-axis limits.

estimate the star formation rate (SFR) in the host galaxy based
on the luminosity of polycyclic aromatic hydrocarbon emission
lines (PAH), finding SFR=900±1100 M� yr−1; they only detect
one (of three) PAH lines at a significance >1σ , yielding an SFR

consistent with zero. For J0300+0048 and J1154+0300, Farrah
et al. (2012) estimate the starburst contribution to the total lumi-
nosities via modelling of the broad-band photometric SEDs using
pure-AGN and starburst components. For J1154+0300, at 1.1 µm,
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An imaging study of four FeLoBAL quasar hosts 3223

Figure 4. PSF-only modelling of NICMOS imaging of the FeLoBAL quasars. The intensity is shown in units of total counts. The blue circle shows a diameter
of 1 arcsec; the image size is 12.6 × 12.6 arcsec. The scale bars illustrate an angular size corresponding to 25 kpc at the quasar redshift. Left: Original image.
Centre: Best-fitting PSF model and background component. Right: Residual after model subtraction. The PSF templates for J0300+0048 has a low S/N
(Appendix A), resulting in a noisy residual image (top right). The distinct neighbouring galaxies visible for J0300+0048, J1154+0300, and J0819+4209 are
modelled individually and subtracted before generating radial flux profiles (Fig. 5); their flux is thus not attributed to the quasar host galaxy.
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Figure 5. PSF-only modelling results for our NICMOS imaging. See the caption of Fig. 3 for details.

they attribute a flux of around 0.07 mJy to the starburst-component
(their Fig. 4 panel 19), consistent with our estimate of the host
galaxy flux (Fig. 8, right panel). We note, however, that their results
are consistent at the 3σ level with no starburst-component emission
at 1.1 µm for this quasar. For J0300+0048, their best-fitting star-
burst component (Farrah et al. 2012, Fig. 1, panel 3) is fainter than

our host galaxy model (Fig. 8, left-hand panel). This discrepancy
may be due to the lack of a quiescent stellar population component
in their modelling.

While these results suggest a lack of vigorous starburst activity
in the FeLoBAL hosts, we note that the starburst component in the
Farrah et al. (2012) modelling is primarily constrained by the MIPS
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Table 5. Best-fitting PSF-plus-Sérsic GALFIT models of FeLoBAL quasars, NICMOS.

Object Filter mnuc mhost mnuc − mhost Re n
(mag) (mag) (mag) (kpc)

(1) (2) (3) (4) (5) (6) (7)

J0300+0048 F110W 16.06 ± 0.01 19.64 ± 0.32 3.58 10.4 ± 6.0 3.05 ± 1.79
J1154+0300 F110W 17.34 ± 0.00 21.09 ± 0.03 3.75 2.9 ± 0.1 [0.75]
J0819+4209 F160W 19.01 ± 0.00 21.48 ± 0.03 2.47 [1.2] [0.75]
J1730+5850 F160W 17.12 ± 0.00 20.26 ± 0.15 3.14 [1.6] [0.75]

Note. – Best-fitting parameters for PSF-plus-Sérsic modelling of the FeLoBALs in NICMOS imaging. Square
brackets denote parameters that converge at the imposed limiting values (0.75 ≤ n ≤ 5, Re > FWHMPSF). The
uncertainties listed are statistical errors as calculated by the GALFIT software. As the χ2 minimization scheme does
not explicitly account for PSF mismatch, or for mismatch between the surface flux distributions of the Sérsic
profile and the real galaxy, the listed uncertainties are likely to underestimate the true parameter uncertainties.
Our simulations indicate that the average values of mhost as determined using a range of Sérsic indies (Table 6)
are more accurate than the best-fitting values presented here.

Table 6. Parameter ranges for PSF-plus-Sérsic GALFIT modelling, NICMOS

Object 〈mhost〉 Max. mhost Min. mhost 〈mnuc〉 − 〈mhost〉 〈Re〉 Max. Re Min. Re

(mag) (mag) (mag) (mag) (kpc) (kpc) (kpc)
(1) (2) (3) (4) (5) (6) (7) (8)

J0300+0048 19.62 19.76 19.44 3.54 2.0 3.5 1.4
J1154+0300 20.75 21.38 20.09 3.45 5.2 9.3 3.1
J0819+4209 21.22 21.39 21.06 2.17 <1.3 – –
J1730+5850 20.12 20.26 19.98 2.99 <1.6 – –

Notes. – Our data do not strongly constrain the Sérsic index, n. The average values of mhost, and Re presented here
are calculated based on three model fits per quasar, with n = 1, n = 2.5, and n = 4, respectively; our simulations
(Appendix B) suggest that this averaging minimizes the uncertainty due to our ignorance of n. We also show the
minimum and maximum values found for mhost and Re, given this range of n.
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Figure 6. Comparison of the rest-frame V-band nuclear and host galaxy magnitudes of the FeLoBALs with those of non-BAL quasars in taken from the
literature (Kukula et al. 2001; Ridgway et al. 2001; Falomo et al. 2004; Kuhlbrodt et al. 2005; Peng et al. 2006; Schramm et al. 2008; Mechtley et al. 2016). The
black diamonds represent the four quasars studied in this work; the error bars are not statistical errors, but represent the most severe errors on mhost found in our
simulations at a given redshift and mnuc − mhost level. Downward-pointing arrows denote upper limits on the host galaxy magnitude (e.g. for J1730+5850).
The pre-2008 results are compiled (and converted to a �λ = 0.7 cosmology where necessary) by Schramm, Wisotzki & Jahnke (2008).
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Figure 7. UV-optical spectral galaxy templates (black curves), scaled to have observed fluxes, integrated over the NIC2 filter bandpass (thin red curves),
corresponding to the 〈mhost〉 that we find for J0300+0048 and J1154+0300 (Section 4). The shaded area corresponds to the uncertainty on the template
spectrum scaling, as derived from the simulations described in Appendix B. The red cross shows the estimated host galaxy flux density at the bandpass pivot
wavelength. The blue arrow shows the upper limit rest-frame UV host galaxy magnitude, as determined by the non-detection of extended flux in ACS imaging.
The starburst template spectrum is provided by Calzetti et al. (1994), while the 1 Gyr single stellar population template is based on the stellar synthesis model
presented by Bruzual & Charlot (2003). We apply the dust reddening law presented by Calzetti et al. (2000).

160 µm data point, for which neither quasar is detected at the 3σ

level. For J1154+0300, especially, the starburst component scaling
is not strongly constrained by the available upper limits.

5.4 Neighbor galaxies of the FeLoBALs

In NICMOS imaging, three of the four FeLoBALS in our sample
have companion galaxies within an angular separation correspond-
ing to 25 kpc at the quasar redshift; one of these companion galaxies

(for J0819+4209) is also detected in ACS imaging. If these galax-
ies are physical neighbours to the FeLoBAL quasars, they may be
involved in gravitational interactions with the quasar hosts, support-
ing the merger-triggering scenario for FeLoBAL quasars. However,
we lack redshifts of all three of these galaxies, and therefore can-
not currently confirm that they are physically close neighbours.
Obtaining spectroscopic redshifts for these galaxies would require
prohibitively long exposure times (∼10 h to achieve S/N∼4 in the
rest-frame optical for the brightest neighbour galaxy, assuming a
2-m-class telescope).
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Figure 8. Infrared photometry of the FeLoBAL quasars J0300+0048 and J1154+0300, taken from the SDSS, 2MASS (Skrutskie et al. 2006), WISE (Wright
et al. 2010), and MIPS (Rieke et al. 2004) surveys, and originally compiled by Farrah et al. (2012). We include the estimated host galaxy and AGN contribution
(green and red diamonds, respectively) based on our image decomposition (Section 4).

The companion galaxy of J0819+4209 appears to have an edge-
on disc morphology, and can be modelled satisfactorily with GALFIT

using a single Sérsic component with n = 1, yielding AB magnitudes
of 23.0 mag in NICMOS and 23.7 mag in the ACS imaging. We are
unable to strongly constrain the redshift of this galaxy, using our
two-band photometry; the data are consistent with a starburst SED at
z � 2 or a spiral (Sc) galaxy SED at z � 1.1. If situated at the quasar
redshift, this disc galaxy would have a scale size of 4.9 kpc, and an
absolute magnitude of −22.9 (in roughly the rest-frame V band),
comparable to the characteristic galaxy magnitude M�

AB = −22.67
at z ≈ 2 (Marchesini et al. 2007). Thus, this object could plausibly
be a massive spiral galaxy at z ∼ 2.

Likewise, we cannot place strong constraints on the redshifts
of the companion galaxies of J0300+0048 and J1154+0300. These
galaxies are modelled satisfactorily using a single Sérsic profile with
n = 4, yielding AB magnitudes of 21.2 and 22.9 mag, respectively;
these magnitudes are somewhat sensitive to the quasar PSF scaling,
as they are partially hidden by the PSF wings (Fig. 4). The UV
non-detections suggest quiescent or dust-obscured galaxies. Again,
these galaxies would approximately correspond to the characteristic
magnitude M�

R = −22.4 at z ∼ 1 (Dahlen et al. 2005), and thus
represent massive galaxies if they are local to the quasars.

Probability of chance associations. As discussed above, we can-
not determine the redshifts of the closest neighbour galaxies, and
therefore cannot definitively establish whether these galaxies are
physically close to the quasars; we note that the measured host
galaxy properties are plausible for massive galaxies located at the
quasar redshifts. We instead consider the probability that a field
galaxy not associated with the quasar would be observed due to
chance alignment.

The probability P of a chance association in a small region of
angular area A is given by

P = 1 − exp(−A × n(m < mgal)) (2)

(Bloom, Kulkarni & Djorgovski 2002; Perley et al. 2012). Here,
n(m < mgal) denotes the number density (per arcsec2) of galaxies
brighter than mgal, the apparent magnitude of the candidate as-
sociated galaxy. We use the J-band number densities presented by

Cristóbal-Hornillos et al. (2009), supplemented with galaxy number
counts from deep-field Subaru observations (Maihara et al. 2001),
to obtain n(m < mgal) in the F110W filter. For F160W, we use the
number densities provided by Yan et al. (1998).

As the relative position uncertainty of our observations is negli-
gible compared to the angular separation between the quasar and
galaxy, we use for A the area of a circle with a radius equal to this
separation. This yields an estimate of the probability of a chance
alignment of a galaxy at least as bright as observed, located at an
angular separation at least as close to the quasar as observed. The
probabilities of chance association within a circle defined by the
quasar-galaxy separation are 2 per cent (J0300+0048), 9 per cent
(J1154+0300), and 10 per cent (J0819+4209). The probability that
all host galaxies are chance associations is less than 0.2 per cent. The
probability that none of the host galaxies are chance alignments is
given by

P (no chance alignments) =
3∏

k=1

(1 − Pk) (3)

(e.g. Bloom et al. 2002), where Pk denotes the probabilities of each
individual galaxy being a chance association. Thus, the probability
that all three galaxies are physically related to the FeLoBAL quasars
is 80 per cent.

We note that there is no uniquely appropriate choice of A, given
that we did not define criteria for candidate neighbour galaxies be-
fore examining the data. More conservatively, we can calculate the
probability of a chance alignment in a set area around the quasar
(e.g. a radius corresponding to a 25 kpc radius at the quasar redshift).
The probabilities of one or more chance associations within a 25 kpc
radius are 7 per cent, 20 per cent, and 17 per cent for J0300+0048,
J1154+0300, and J0819+4209, respectively; in that case, the prob-
ability of all three galaxies is physically associated with the quasars
is 62 per cent.

Mass ratios of merger candidates. Assuming that the neighbour
galaxy is at the quasar redshift, and assuming a constant stellar mass-
to-light ratio between the quasar host and the neighbour galaxy, we
estimate their mass ratio. We find mass ratios of approximately 4:1
(J0300+0048), 7:1 (J1154+0300), and 5:1 (J0819+4209). All three
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Table 7. Potential neighbour galaxy counts.

Object N(R < 25 kpc) N(R < 40 kpc) N(R < 80 kpc) N(R < 200 kpc)
(1) (2) (3) (4) (5)

NICMOS/NIC2
J0300+0048 1 2 4(+1F) –
J1154+0300 1 1 5 –
J0819+4209 1 1 3 –
J1730+5850 0 1 3 –

ACS/WFC
J0300+0048 0 0 (1F) 8(+1F,+1A)
J1154+0300 0 0 0 9
J0819+4209 1 1 5 25
J1730+5850 0 1 3 15

Notes. – Number N of galaxies located at an angular separation corresponding to a transverse radius R at the
quasar redshift. We lack redshifts for these potential companion galaxies. Massive, unobscured starbursting
galaxies situated at the quasar redshift are expected to be detectable in both bandpasses, whereas quiescent
neighbour galaxies are not expected to be detected in the ACS/WFC images. For J0300+0048 we also see one
foreground galaxy (denoted 1F), and one additional AGN (denoted 1A). The AGN is physically close to the
FeloBAL, at z = 0.89 (Hall et al. 2003).

putative mergers would be classified as minor mergers according
to the standard cut-off ratio (3:1). Given the uncertainties on the
quasar host galaxy magnitudes, we cannot exclude major mergers
for J0300+0048 and J0819+4209.

The merger fraction for FeLoBALs. Based upon the above discus-
sion, we detect physically associated galaxies (i.e. members of the
same galaxy group) for at least one, and at most three, FeLoBALs.
We cannot determine whether the FeLoBALs are actually under-
going mergers given the available data: faint indicators of merger
activity, such as tidal tails, bridges, or shells, cannot be detected in
NICMOS imaging at z � 1 (Appendix B). Should all three quasars
be involved in gravitational interactions, the implied merger rate of
75 per cent for our FeLoBAL sample is consistent with the findings
of Glikman et al. (2015) for luminous, dust-reddened quasars at z
≈ 2. While the measured luminosity ratios suggest minor mergers,
we cannot exclude a major merger fraction of ∼50 per cent, given
the uncertainties on mhost.

The minor merger fraction observed for inactive galaxies over the
relevant redshift range is ∼5–15 per cent, while the major merger
fraction is ∼5–20 per cent (Man, Zirm & Toft 2016); a combined
merger fraction of 75 per cent for quiescent galaxies is strongly ex-
cluded. We note that Man et al. base their merger classification
exclusively on physical proximity, i.e. they would classify all three
of our quasar-galaxy pairs as mergers if they fulfill their redshift-
separation criterion. Treister et al. (2012) compile major merger
fractions (based on visual merger classification) for AGN span-
ning a wide range of redshifts and luminosities, and find merger
fractions exceeding ∼25 per cent for quasars with bolometric lumi-
nosities Lbol > 1045 erg s−1, with the merger fraction approaching
100 per cent for the most luminous quasars. Due to the extreme
UV absorption, it is difficult to determine the intrinsic bolomet-
ric luminosities of our FeLoBAL sample. However, three of the
FeLoBALs are detected in WISE W2 and W3 (Wright et al. 2010),
allowing us to estimate the flux density at 1014 Hz (3µm) in the
rest-frame, and calculate a guideline estimate of their luminosi-
ties using the bolometric correction BC1014Hz = 9.12 ± 2.62 pre-
sented by Richards et al. (2006). According to this approximation,
these FeLoBALs are indeed intrinsically luminous quasars, with Lbol

ranging from 1.5 × 1047 erg s−1 (J0300+0048) to 5.0 × 1047 erg s−1

(J1730+5850). We note that young stars in the host galaxy would

contribute to the WISE photometry (especially in W3), so these
luminosities will overestimate the brightness of the central source
if the FeLoBALs indeed harbor obscured starbursts.

In conclusion, given the non-negligible probability of chance
alignments and the small sample size, we cannot exclude that the
FeLoBAL quasars have merger fractions comparable to quiescent
galaxies at z � 1. On the other hand, the merger fraction may be
as high as 75 per cent. Given that the FeLoBAL quasars are likely
intrinsically highly luminous, this high merger rate would be con-
sistent with the merger fraction observed for non-BAL quasars of
similar luminosity.

Environments of the FeLoBAL quasars. Via visual inspection of the
ACS imaging, we identify between 9 and 25 galaxies per quasar at
an angular separation corresponding to 200 kpc or less at the quasar
redshift (Table 7). We exclude one face-on spiral galaxy that we
classify as a foreground source due to its large angular size. The
faintest of these candidate companion galaxies has an AB apparent
magnitude of mV ∼ 23.8 as modelled by GALFIT. Using the HST
Exposure Time Calculator,8 we estimate that we are sensitive to ex-
tended sources as faint as μV ≈ 23.5 mag arcsec−2 at the 3σ level in
our ACS imaging. Assuming that all companion galaxies are located
at the quasar redshift yields an average upper-limit galaxy number
density of 1.1 × 10−4 kpc−2, within a radius of 200 kpc, for the four
FeLoBAL environments. This density is consistent with that found
for (predominantly non-BAL) quasar environments at z ∼ 1.5 within
a redshift interval of 
z = 0.15 (Karouzos, Jarvis & Bonfield 2014).
For our NICMOS imaging, we find an average upper limit galaxy
number density of 1.9 × 10−4 kpc−2 within an 80 kpc radius. This
result is consistent at the 2σ level with the number density found for
ACS imaging, given the sampling uncertainty on the galaxy counts
in the four NICMOS fields. In summary, we do not find evidence
for the FeLoBAL quasars residing in overdense environments com-
pared to other quasars; relative to quiescent galaxies, quasars have
been reported to reside in overdense regions at ∼100 kpc scales (e.g.
Serber et al. 2006), although this finding may be an artefact due to
control sample selection (Karhunen et al. 2014).

8 http://etc.stsci.edu/
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6 C O N C L U S I O N

We present host galaxy detections in the rest-frame optical for
three FeLoBAL quasars, of a sample of four objects. The host
galaxy luminosities of the FeLoBAL quasars are consistent with
those found for non-BAL quasars with similar nuclear luminosi-
ties. None of the host galaxies are detected in the rest-frame UV.
These results are consistent with the FeLoBAL hosts being ei-
ther quiescent elliptical galaxies or dust-obscured starbursts. Three
of the quasars have a companion galaxy at an angular separation
corresponding to less than 25 kpc at the quasar redshift. Given
the probability of chance alignments, at least one of these neigh-
bour galaxies is very likely to be physically associated with the
FeLoBAL; there is an 80 per cent chance that all three compan-
ion galaxies are physically associated. These companion galaxies
may represent early-stage mergers, with intermediate stellar mass
ratios of ∼5:1. While the FeLoBAL hosts do not appear to be late-
stage major mergers, our NICMOS observations, while relatively
deep, do not have the sensitivity required to exclude fainter indica-
tors of merger activity such as morphological distortions and tidal
tails.
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AP PENDIX A : A SSEMBLY AND TESTING O F
PSF TEMPLATES

Here, we describe the assembly of our empirical PSF templates,
and the tests performed to determine the sensitivity of our study to
false-positive host galaxy detections.

A1 Construction of PSF templates

Dedicated PSF star observations were not obtained for this observ-
ing program. In agreement with Mechtley et al. (2012), we find
that the currently available analytical PSF models for NICMOS and
ACS/WFC (TinyTim; Krist 1995) lack the accuracy required for
the study of high-redshift quasar host galaxies: the TINY TIM PSF,
assembled from multiple TINY TIM models using the same dither
pattern and processed using the same MULTIDRIZZLE settings as our
data, is generally too narrow. Instead, we use available HST data to
construct empirical PSF templates. The HST PSF displays both tem-
poral and position-dependent PSF variations (Kim et al. 2008). For
the HST WFC3 detector, Kim et al. (2008) find that PSF mismatch
is minimized by observing the PSF star within around a month of
the science observation, and within 100 pixels of the detector posi-
tion of the object to be modelled. It is also advantageous to use a
PSF template with high signal-to-noise (S/N) in the PSF wings, to
minimize the additional noise introduced into the modelling. The
ideal empirical PSF template is therefore a bright but unsaturated
star, observed quasi-contemporaneously to the science observation,
at the same detector position.

PSF stars for ACS/WFC observations: Each ACS/WFC combined
quasar image contains 7–10 stars suitable for use as PSF templates.
Use of these stars removes the risk of PSF mismatch due to time
evolution of the PSF. However, each of these stars suffers from
some degree of mismatch with respect to the quasar PSF, due to
position-dependent aberrations. To maximize the S/N in the PSF
template, we construct stacked stellar PSF templates for the ACS
imaging using these field stars; the stacking should also mitigate
the field dependence of the PSF shape to some extent. We shift each
sky-subtracted star to a common centroid using a linear sub-pixel
interpolation kernel, and co-add the stars using uniform weights.

PSF stars for NICMOS observations: Due to the small field of view
of the NIC2 detector, bright stars are seldom observed serendip-
itously; our data contain no suitable stars. We therefore turn to
calibration star observations. For each quasar observation we con-
struct a stacked PSF using all HST MAST9 archival observations
of the G2-V star P330-E within a 3-month window,10 during which
2–3 data sets exist with the same instrumental set-up as the quasar
observations. While NICMOS did observe a few calibration stars
other than P330-E within this time window, the observations were
too short to adequately sample the PSF wings, and their inclusion
did not improve the overall signal-to-noise of the PSF template. We
use the same stacking method as used for the ACS/WFC. The S/N
of each stacked PSF template exceeds that of the quasar, with the
exception of J0300+0048(NIC2/F110W), for which the PSF has a
significantly lower S/N (Section 4.3).

A2 Testing method for PSF templates

To establish detection limits for our analysis, we perform PSF-
only and PSF-plus-Sérsic modelling of archival stellar observations,
hereafter referred to as test stars. The PSF-only modelling quantifies
the amount and distribution of residual flux we can expect due to
PSF mismatch, while the PSF-plus-Sérsic modelling quantifies the

9 The Mikulski Archive for Space Telescopes, online resource:
https://archive.stsci.edu/hst/.
10 Adhering to a 1-month window, as recommended by Kim et al. (2008),
yields too few stars to provide a high-S/N stacked PSF.
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maximum flux of a spurious ‘host galaxy’ component fitted to a
true point source, for each instrument and filter combination. For
the ACS/WFC data, we use the bright, uncrowded stars used to
construct the stacked PSF template as test stars; we remove the test
star from the stacked PSF prior to performing the fitting. For the
NICMOS data, we use archival images of stars other than P330-
E as test stars. We first turn to a sample of NICMOS test stars
observed at a separation of no more than 3 months from the quasar
observation; three are available for filter F110W, four for F160W.
Unfortunately, these are all short-exposure images, with low S/N in
the PSF wings. The quasar observations themselves are deep images
with high S/N. To test the modelling of high-S/N point sources, we
turn to an additional sample of NICMOS test stars, observed outside
the 3-month window (hereafter, the high-S/N sample).

For the purposes of these tests, we define a significant deviation
from the radial profiles of the test stars as a deviation with a signif-
icance of greater than 3σ over a contiguous interval of three pixels
or greater.

A3 Accuracy of PSF templates, ACS/WFC

PSF-only modelling: Most of our PSF-only fits display significant
deviations from the template radial profile in the PSF core. We
therefore define an ‘inner radius’ for each filter, inside of which we
expect deviations from the PSF template even for a bona-fide point
source. We find the following inner radii: 0.2, 0.3 and 0.4 arcsec for
filters ACS/F425W, ACS/F550M, and ACS/F625W, respectively.
We use these inner radii to establish the detection criteria for PSF-
only modelling (Appendix C). We present radial profiles of four
representative test stars in Fig. A1.

PSF-plus-Sérsic modelling:For the PSF-plus-Sérsic fits, the best-
fitting extended components are negligibly faint in most cases, as
expected if the PSF template is accurate. However, for one of our
test stars (of a sample of 34) our method finds a spurious extended
component only 3.4 mag fainter than the PSF component, i.e. con-
sistent with the contrast regime expected for bright quasars. This
demonstrates that the PSF+Sérsic fit method is in rare cases sus-
ceptible to false-positive detections. This motivates us to use the
PSF-only modelling results as the primary test for extended emis-
sion in Section 4.

A4 Accuracy of PSF templates, NICMOS, low S/N sample

These test stars are observed within a time interval of 3 months
with regard to the science observation. However, the observations
are short, and therefore have low S/N in the PSF wings.

PSF-only modelling: PSF subtraction of the test stars leaves a char-
acteristic ‘criss-cross’ pattern in the 2D residuals (Fig. A2). The
NICMOS PSF templates tend to oversubtract the test stars, leav-
ing negative residuals, and are thus a conservative test for extended
emission. However, one of our seven NICMOS test stars is problem-
atic: WD 1657+343 shows residual flux in the PSF wings (Fig. A2,
bottom row), suggesting the presence of an extended component.
We suspect this white dwarf to be a member of an X-ray binary
system given its Swift XRT detection in hard X-rays (O’Dwyer
et al. 2003), in which case the light from a faint, undetected com-
panion, or any outflowing material due to their interaction, may
explain the broadening of the surface brightness profile. The χ2

ν fit

statistic does not favour the inclusion of higher-order background
curvature for this short exposure.

PSF-plus-Sérsic modelling: In multicomponent modelling we find
that the PSF templates are robust against false-positive detections:
we measure nucleus-to-host contrasts of mnuc − mhost�7 mag for test
stars (including for the ‘problematic’ star WD 1657+343 mentioned
above).

A5 Results of PSF template tests for NICMOS, high-S/N test
star sample

We retrieved an additional sample of 10 test stars that have high
S/N in the PSF wings, but were observed at large time separations
(of order 1–2 yr) from the science observation.11 These stars were
generally only observed in two dither positions, forcing us to set the
MULTIDRIZZLE output pixel size to be identical to the input pixel size.
All other steps in the data processing and modelling procedure are
carried out identically to that of our quasar images.

PSF-only modelling: We find that empirical PSF templates con-
structed from the high-S/N sample subtract the PSF wings more
cleanly than for our low-S/N sample. The mismatch within the in-
ner 1 acsec of the PSF centroid is more statistically significant here
than for PSF-only fits to our low-S/N sample; this is unsurprising,
as we expect PSF shape mismatch to scale linearly with total flux,
unlike shot noise.

PSF-plus-Sérsic modelling: We perform multicomponent mod-
elling of each star in our high-S/N sample, using one of the other
high-S/N stars as a PSF template. Some of these fits yield a spuri-
ous ‘host galaxy’ at brightness contrasts of mnuc − mhost ≈ 2 mag.
However, for each of these false-positive detections, the modelling
converges on an ‘unresolved’ host galaxy component, with the scale
size at its lower limit Re = FWHMPSF. This motivates us to be sus-
picious of ‘unresolved’ host galaxy components when modelling
the quasar emission.

Alternative FeLoBAL analysis using high-S/N PSF: To test the ro-
bustness of our host galaxy detection for J1154+0300 to our choice
of NICMOS PSF template, we repeat the modelling of Section 4.3,
using stars from the high-S/N test star sample as PSF templates.
In all cases, we find significant residual flux for J1154+0300. In
most cases we find more residual extended flux using these PSF
stars, compared to the original analysis using the stacked P330-E
PSF (Section 4.3). This behaviour is consistent with our expectation
that the stacked PSF may be broadened somewhat due to centring
issues. However, the difference in residual strength may also be due
to long-time-scale variation of the PSF shape: all stars in our high-
S/N sample are observed at time separations of order 1–2 yr before
the observation of J1154+0300. Due to the risk of long-term PSF
variation, we rely on the P330-E PSF template, with time separa-
tions of no more than 3 months, in our final analysis. We also repeat
the PSF-plus-Sérsic modelling using the high-S/N PSF templates,
and find that while the host galaxy brightness is consistent with that
found using P330-E to within the uncertainties presented in Sec-
tion 4.3, the scale size Re converges at its lower limit for some of the

11 All these stars were observed later than the HST Servicing Mission 3B,
during which the NICMOS detector was repaired, likely altering the PSF
characteristics.
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Figure A1. Radial intensity plots for PSF template fits to test stars 1–3 and 9 in the ACS J1154+0300 field. In total, we have 10 test stars for J1154+0300.
Of these 10 stars, test star 9 shows the most significant deviation from the scaled PSF template. Black points: azimuthally averaged offset of the best-fitting
stacked stellar PSF from the test star PSF, expressed in units of the 1σ error on the data, as a function of radius. Dotted, dashed, and dash-dot lines show the
zero-point and positive, negative 3σ levels, respectively.

high S/N PSF stars. This confirms that Re is not well-determined by
our data and is sensitive to PSF mismatch.

AP PENDIX B: SIMULATED QUASAR
O B S E RVATI O N S

Here we describe simulated quasar observations used to quantify
the uncertainties inherent to our image analysis (Section 4). We aim
to simulate as accurately as possible the appearance (in HST obser-
vations) of quasars residing at the redshifts of our target FeLoBALs.
We use these simulations to estimate upper limits on the host galaxy
flux for non-detections, and to quantify our measurement uncertain-
ties for detected host galaxies.

One approach to the generation of simulated observations is to
use suitably degraded images of real galaxies, with a superimposed
point source corresponding to an AGN nucleus. We use this ap-
proach for our NICMOS data (Appendix B1). Another option is
to use analytical galaxy models representing the quasar host, with
a superimposed point source representing the nucleus. The use of
analytical profiles runs the risk of underestimating parameter uncer-
tainty, as real galaxies deviate from simple models. However, we do
not expect the detailed morphology to be important when observing
at the limit of marginal detection. We therefore use analytical pro-
files to simulate host galaxies in ACS data (Appendix B2), as none
of our ACS observations yield host galaxy detections. In general,
for either instrument, we find that the primary source of uncertainty
is the addition of a bright point source.

B1 Simulated NICMOS observations using FERENGI

Sample of low-redshift galaxy templates: We use artificially red-
shifted images of low-redshift non-AGN galaxies to represent

quasar host galaxies for the NICMOS simulations. We require wide-
field, multiband imaging of template galaxies as input for the ar-
tificial redshifting procedure. We select six low-redshift galaxies,
spanning a range of morphologies, imaged by the Sloan Digital Sky
Survey (SDSS). We choose a morphologically diverse sample of
large, luminous galaxies that we expect to be visible and resolved at
z ∼ 1 in NICMOS imaging, and that have accurate distance measure-
ments in the literature, allowing the determination of their absolute
magnitude and physical size. The selected objects are as follows:
(1) NGC 474, a face-on S0 galaxy which displays shells or tidal
tails in the SDSS imaging; (2) PCG 6110, a massive E3 galaxy; (3)
Arp 220, the lowest-redshift archetypical Ultraluminous Infrared
Galaxy (ULIRG), displaying an irregular morphology with two dis-
tinct cores in the SDSS imaging; (4) NGC 5746, an edge-on SB(r)bc
with a star formation rate of 1.2 M� yr−1; (5) NGC 151, a face-on
starbursting SB(r)bc galaxy; and (6) NGC 6166, a cD galaxy.

Artificial redshifting, cosmological dimming, and rebinning of tem-
plate galaxies: We use the FERENGI software (Barden, Jahnke &
Haussler 2008) to generate images of the SDSS template galaxies
as they would appear at high redshift as observed using the NIC2
instrument. First, the images are scaled to account for the change
in angular size at the target output redshift. Next, a cosmological
dimming corresponding to the output redshift is applied, and the
image is rebinned to the pixel scale of the NIC2 instrument. SED
template fitting is then applied on a per-pixel basis using the IDL

routine kcorrect (Blanton & Roweis 2007), so as to determine the
K-corrected flux in the relevant NICMOS bandpass. The galaxy im-
age is then scaled to the target exposure time and superimposed on
a background image containing background signal and simulated
readout noise at the level measured in our HST observations. We
generate an artificially redshifted image for each galaxy template
at each of the target redshifts z = 0.89, z = 1.46, and z = 1.93; all
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Figure A2. Stacked P330-E stellar PSF fits to representative test stars observed with the NIC2/F110W filter. From top to bottom: GD-153, WD 1057, WD
1657. North is up and east is to the left. The cyan circle depicts a 1 arcsec diameter. Left: Original image. Center left: Model image consisting of a point source
fitted to the star and a sky component. Center right: residuals after subtracting the model. Right: azimuthally averaged intensity profile of test star (black
points) and stacked stellar PSF template (red line) as a function of distance from the point-source centroid. WD-1657 (top right), which displays a significantly
broadened PSF compared to the P330-E stacked PSF, is likely an X-ray binary (Section A4).

FERENGI output parameters (e.g. exposure time) are set to mimic the
FeLoBAL observations.12 Lastly, we add Poisson noise due to the
host galaxy and the background component; the noise in the galaxy
template itself is negligible due to the much smaller amount of pix-
els in the output images. We show the FERENGI output images, with
no superimposed point source, in Figs B1 and B2. To quantify the
uncertainty due to our redshift range and instrumental set-up, we
first perform single-component modelling of these output images,
prior to introducing a central point source. The measured absolute
magnitudes are consistent with those of the input SDSS imaging to
within 0.3 mag. The physical scale sizes of the single-component fits
are too small by up to a factor of 2. The Sérsic index was recovered
to within a value of ±1 at all redshifts. It is difficult to determine the
galaxy type via visual inspection, especially at z = 1.46 and z = 1.93
(Figs B1 and B2). Faint features such as the tidal tails/shells, visible
for NGC 474 in the SDSS imaging, are not detected at cosmological
distances.

12 The redshift of and observing conditions for the last member of our
FeLoBAL sample, J1730+5850(NIC2/F160W), were similar to that of
J0819+4209. Tests performed on simulated images for the J0819+4209
observation therefore apply to both objects.

Accounting for luminosity evolution: Galaxies are expected to dim
with time throughout their post-starburst lifetime, due to the quies-
cent aging of the stellar populations (e.g. Bruzual & Charlot 2003).
We find it necessary to include luminosity evolution for the sim-
ulated galaxies, as they otherwise become too faint at the source
redshifts, especially compared to the host galaxy component we
detect for J1154+0300. To explore the possibility of brightness
evolution, we generate two sets of simulated NICMOS observa-
tions: one without brightness evolution, and another where the host
galaxies become 1 mag brighter per unit redshift. We set this pa-
rameter so as to generate apparent brightnesses comparable to that
which we measure for the host of J1154+0300 – it is, however,
in broad agreement with Ramos et al. (2011), who find that the
Schechter characteristic galaxy luminosity decreases by 0.7 mag
between z = 1.8 and z = 0.3. Without luminosity evolution, the
redshifted galaxy templates have apparent brightnesses as faint as
24th magnitude at z = 1.46 (Table B1); as we detect FeLoBAL hosts
with apparent magnitudes of � 22 mag, it is appropriate to include
luminosity evolution in our simulations.

Tests of PSF-host decomposition: To quantify the uncertainties of
our PSF-host decomposition method, we add a point-source com-
ponent to the centroids of the galaxy templates in the FERENGI output
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Figure B1. What would local galaxies look like if they were as distant as the FeLoBAL quasars in the present sample? FERENGI images of five low-redshift
galaxies as they would appear in NIC2 images at z=0.89, z=1.46, and z=1.93, given exposure times of 2688, 5141, and 8695 s, respectively. No luminosity
evolution (Appendix B1) is applied here. The leftmost column shows the input SDSS g-band images. Cyan circles represent a diameter of 1 arcmin in the
SDSS image, 1 arcsec in the FERENGI output images. The remaining template galaxy (NGC 6166) is shown in Fig. B2.

images. We utilize one or two stacked observations of the NICMOS
calibration star P330-E (Appendix A) to provide the point source;
the remaining P330-E observations in the appropriate filter are then
used as a PSF template for the GALFIT analysis. This provides an ap-

proximation of the temporal PSF variation relevant to our study. For
each galaxy template, at each output redshift, we generate a range
of images at host-to-nucleus brightness contrasts 0 ≤ mnuc − mhost

≤ 4 mag, in increments of 0.25 mag. These images are analysed
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Figure B2. FERENGI output images for the final galaxy in our template sample. Panels are arranged as in Fig. B1.

Table B1. Host galaxy detection limits for NICMOS imaging.

Host galaxy mF110W
b Lim. contrastc mF110W

b Lim. contrastc mF160W
b Lim. contrastc

templatea z=0.89 z=0.89 z=1.46 z=1.46 z=1.93 z=1.93
(1) (2) (3) (4) (5) (6) (7)

No luminosity
evolution:
Ell./S0 21.35 3 mag 23.62 1.5 mag 23.54 0.5 mag
Elliptical 21.20 3 mag 24.15 0.5 mag 24.07 0.75 mag
Edge-on spiral 20.75 2.75 mag 24.15 2 mag 22.87 2.25 mag
Face-on spiral 20.03 3.5 mag 23.37 3 mag 22.31 3.5 mag
Irr., ULIRG 21.13 3.5 mag 23.37 4 mag 23.34 3 mag
cD 19.62 > 4.75 mag 23.10 > 4.75 mag 21.85 4.25 mag

dL/dz = 1
Ell./S0 20.50 3.5 mag 22.16 4 mag 21.54 3.25 mag
Elliptical 20.88 3 mag 22.60 3.5 mag 22.03 3 mag
Edge-on spiral 19.88 3 mag 21.69 4.5 mag 20.97 3.25 mag
Face-on spiral 19.33 > 4.75 mag 20.80 > 4.75 mag 20.37 3.75 mag
Irr./ULIRG 20.25 > 4.75 mag 21.93 > 4.75 mag 21.38 4 mag
cD 18.71 > 4.75 mag 20.58 > 4.75 mag 19.88 4.25 mag

Notes. The first part of the table shows results for host components redshifted to the target redshift, applying
cosmological dimming and assuming no luminosity evolution for the galaxies; these galaxies are rather faint as
observed in NICMOS imaging. The second part of the table shows results for the same galaxies, assuming 1 mag
of luminosity evolution per unit redshift. We use the latter results in our analysis (Section 4), as the values of
mhost obtained assuming 1 mag of luminosity evolution more closely resemble those measured in our NICMOS
images.
aThe galaxy type of the host galaxy template. See Appendix B for details of the specific galaxies used.
bThe apparent brightness of the galaxy after artificially redshifting it to the target redshift, as imaged in the
specified filter. This brightness was measured using a single Sérsic component fit to the galaxy, without any
superimposed point source component.
cThe nucleus-to-host brightness contrast (mnuc − mhost) at which the host galaxy is only marginally detected upon
fitting and subtracting a PSF component and examining the residuals.

identically to the real NICMOS observations, i.e. we first perform
PSF-only modelling to determine whether a host galaxy is detected,
and secondly perform PSF-plus-Sérsic modelling to determine the
host galaxy brightness and scale size.

For the PSF-only fits, Table B1 presents the limiting nucleus-
to-host brightness contrasts beyond which we can no longer detect
extended emission. The limiting brightness contrast depends on both
the host galaxy type and whether any luminosity evolution is ap-
plied; without luminosity evolution, the limiting contrast values are
small (reaching 0.5 mag for the elliptical/S0 template at z = 1.93).
We note that the host galaxy detections presented in Section 4 are
brighter than the no-evolution templates at z > 1. Thus, while the
no-evolution simulations indicate that we would not detect typical
local-Universe galaxies at z > 1 (where they have mhost� 23 mag),
the with-evolution simulations confirm that we indeed are able to
detect an ∼22nd magnitude host at z = 1.46. Further supporting
the FeLoBAL host detections, we note that any false-positive de-

tections in NICMOS imaging are much fainter than mhost∼22 mag,
according to our PSF tests (Appendix A4).

For the PSF-plus-Sérsic fits, Figs B3 and B4 show the error on
the measured host galaxy brightness as a function of the measured
mhost − mnuc; points located along the horizontal line ‘input mhost–
output mhost= 0’ represent ideal decompositions. The main source
of uncertainty for mhost is our ignorance of the Sérsic index. This
parameter is not well-constrained (in terms of the χ2

ν fit statistic) in
our FeLoBAL analysis; this is in general also true of the ‘simulated
quasars’ discussed here. Assuming no prior knowledge of the Sérsic
index, ‘randomly’ choosing a model with a constant Sérsic index
(n = 1 or n = 4) can lead to an error on mhost of ∼1 mag. On the other
hand, models for which n is fitted as a free parameter can diverge
drastically from the correct mhost. Taking the average (in log-flux
space) of the brightnesses of the n = 1 and n = 4 models provides
a more reliable measurement of mhost compared to either a freely
fitted Sérsic index, or assuming a single value of n. We therefore use
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Figure B3. Uncertainty in measured host galaxy magnitudes for simulated quasar images at z = 0.89 as observed using NIC2, with 0 ≤ mnuc − mhost ≤
4 mag, in increments of 0.25 mag. The horizontal axis shows mnuc − mhost as measured using GALFIT. The vertical axis shows the difference between input
and measured mhost, i.e. positive values on the y-axis correspond to underestimated mhost (thus, overestimated host brightness). Input mhost is measured using
a single Sérsic component, prior to adding a superimposed point source to the image. Black crosses show models for which the Sérsic index is fitted as a free
parameter, while diamonds and asterisks denote constant Sérsic indices; we note that the free-n fits are often further away from the input value than either of the
constant-n models. Blue plus-symbols show the average (in log-space) mhost and average mnuc between the n = 4 and n = 1 models. Models which converge
with Re equal to the PSF FWHM have red symbols; these fits are typically unreliable, and tend to overestimate mhost.

these averaged values in our FeLoBAL analysis, instead of relying
on any one model.

Unresolved host galaxy components (for which the best-fitting
Re converges on the lower bound, Re = FWHMPSF) tend to under-

estimate mhost (i.e. overestimate the host flux) by up to 2 mag; we
show these unresolved fits using red symbols in Figs B3 and B4.
Simmons & Urry (2008) report similar findings in their simu-
lated ACS imaging of AGN host galaxies at z � 1: when the host
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Figure B4. Error in measured host galaxy magnitudes for simulated quasar images at z = 1.46 as observed using NIC2, assuming 1 mag of luminosity
evolution per unit redshift, such that the host galaxies in the simulated observations are artificially brightened compared to the local-Universe template galaxies,
as described in Section B1. Symbols coded as for Fig. B3.

component Re becomes small, the measured mhost tends to be inac-
curate by up to 1.3 mag. Thus, Re > FWHMPSF is an important diag-
nostic for our modelling methodology. In particular, the recovered
host component for J0819+4209 is unresolved, suggesting that our
decomposition may severely overestimate the host flux. We

therefore assume an uncertainty of 1.3 mag towards fainter
mhost for this quasar. For the quasars with resolved host
galaxy components (J0300+0048 and J1154+0300), our sim-
ulations indicate that the uncertainty on mhost is of order
0.5 mag.
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Figure B5. Detection limits for extended components in ACS observations of FeLoBAL quasars, expressed in terms of the nucleus-to-host brightness contrast.
These measurements allow us to place upper limits on the rest-frame UV host galaxy components (Section 4). The upper limits depend both on the host galaxy
properties (being weaker for very compact and very extended hosts) and on the observational situation (filter bandpass, exposure time, etc.). As we are ignorant
of the host galaxy properties for a non-detection, it is appropriate to use the smallest limiting value of mnuc − mhost for the parameter range explored. For
example, for J0300+0048, the limiting contrast is mnuc − mhost=2.25 mag, as a n = 1 galaxy with Re = 10 kpc becomes undetectable at this level.

Summary of NICMOS simulations: Due to our ignorance of the
host galaxy Sérsic index, quoting an average measured mhost be-
tween n = 1 and n = 4 models reduces the uncertainty on the
host galaxy brightness compared to using mhost measured for ei-
ther model directly. Applying this averaging approach, our PSF-
plus-Sérsic modelling of the FeLoBAL quasars measures the host
galaxy magnitude with an accuracy of ±0.5 mag or less for quasars
for which the best-fitting models are resolved. For unresolved host
galaxies (i.e. those for which the fit converges at the limiting Re),
the uncertainty on the host galaxy brightness is much larger, up to
1.3 mag.

B2 Simulated ACS observations

Using FERENGI to artificially redshift SDSS galaxies to z ≈ 1 as
observed with ACS/WFC would involve an uncertain extrapolation
of the SDSS imaging into the UV, an approach that Barden et al.

(2008) advise against. Instead, we use analytical profiles to gener-
ate simulated observations for ACS. While these analytical-profile
simulations do not account for the detailed morphological structure
of real galaxies, we do not find this level of detail necessary for this
study, as we do not detect any of the FeLoBAL hosts in ACS imag-
ing. Thus, we simply need to determine the values of mnuc − mhost at
which the host galaxies are no longer detectable, so as to provide
upper limits on the host galaxy magnitudes. We therefore produce
a set of simulated images spanning nucleus-to-host contrasts 0 ≤
mnuc − mhost ≤ 4 mag, scale sizes 0.5 kpc ≤Re ≤ 10 kpc, and with
Sérsic indices of either n = 1 or n = 4. We prepare the simu-
lated images as follows: we use the GALFIT software to generate
a Sérsic profile representing a quasar host galaxy, and add Pois-
son noise due to this host component. We then add a point source
and a sky background component. A cutout image of a PSF star
from the relevant ACS observation provides both the point-source
and background components. We use the PSF star most similar in
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brightness to the FeLoBAL quasar PSF. This procedure provides
an image with a similar point-source brightness to the FeLoBAL
quasar, and with the same observing conditions (e.g. exposure time,
background level, and readout noise) as the real observation. We
perform a PSF-only fit to each of the simulated observations, and
classify them as detections or non-detections. Fig. B5 shows the
limiting nucleus-to-host brightness contrasts at which a host com-
ponent of a given scale size and Sérsic index is still detected, given
the observing conditions of each ACS FeLoBAL observation. As
we are ignorant of the host galaxy properties for a non-detection, it
is appropriate to use the smallest limiting value of mnuc − mhost for
the parameter range explored. This yields the most conservative,
i.e. brightest, upper limit on mhost. We use these limiting values of
mnuc − mhost to calculate the upper limits in Table 4. In general, the
more centrally concentrated (n = 4) hosts disappear at smaller limit-
ing contrasts, as do the very extended (Re = 10) hosts. The observa-
tions J1154+0300(ACS/F550M) and J1730+5850(ACS/F625W)
require relatively bright host galaxies (mnuc − mhost<1.5 mag and
<2.0 mag, respectively) if they are to provide a detection. This is
due to these observations being less deep than the other ACS obser-
vations: in the case of J1154+0300(ACS/550M) this is due to the
use of the narrower F550M filter, while J1730+5850(ACS/F625W)
has a shorter total exposure time than originally granted, due to a
technical failure during the observation.

APPEND IX C : ESTABLISHING HOST G AL AXY
D E T E C T I O N C R I T E R I A A N D U P P E R LI M I T S

Here, we discuss the host galaxy detection criteria applied in our
analysis of the FeLoBAL imaging (Section 4). First, we must con-
sider the modelling of bona fide point sources presented in Ap-
pendix A. Due to PSF mismatch, the residual images of star-star
subtractions display a characteristic ‘criss-cross’ residual pattern
(Fig. A2). When we add an extended component (Appendix B),
the PSF-only fit tends to oversubtract the centre of the object,
and leaves a broad ’fuzzy ring’ of positive residuals. As the con-
trast between the nuclear and host galaxy apparent magnitudes,
mnuc − mhost increases, the residual ring becomes fainter relative to
the original flux. At a limiting value of mnuc − mhost, the residuals
become dominated by PSF mismatch and PSF shot noise, and are
thus indistinguishable from the residuals shown in Fig. A2. Based
on these tests and simulations, we establish the following detection
criteria for extended emission:

(1) At least three contiguous 1-pixel bins in our azimuthally aver-
aged intensity plots show a positive residual at a significance >3σ

after PSF-only modelling. This must occur outside the inner 0.2

arcsec of the radial profile for NICMOS and ACS/F425W, outside
the inner 0.3 arcsec for ACS/F550M, or outside the inner 0.4 arc-
sec for ACS/F625W. These radial constraints are due to the severe
mismatch in the PSF core, and a general tendency to oversubtract
the inner regions when performing PSF-only fits in the presence of
extended flux.

(2) The PSF wings are not significantly (3σ ) oversubtracted in
any azimuthally averaged bin exterior to the radial constraints given
in (1). This requirement selects against spurious detections due to
mismatch in the PSF curvature: true extended emission should be
broader than a point source at all radii.

Only one star in our test sample (Appendix A) yields a spurious
detection according to these criteria. Namely, WD 1657+343, as
imaged in NICMOS F110W. We suspect that this test star is an X-
ray binary, which may therefore display real extended emission. As
our simulations reveal a small risk (∼3 per cent) of a false-positive
host galaxy detection (at mnuc − mhost∼3 mag) in PSF-plus-Sérsic
modelling (Appendix B), we base these criteria exclusively on PSF-
only modelling.

Upper limits for non-detections: For the observations where we
do not detect extended flux, we estimate an upper limit on the
brightness of an extended host galaxy, based on the limiting values
of mnuc − mhost found in our simulations (Appendix B). As we are
ignorant of the morphology of the FeLoBAL host galaxies, we
establish detection limits for a range of galaxy types, and quote the
most conservative (i.e. brightest) upper limit for a given observation.
Our limiting mnuc − mhost values are generally smaller for our ACS
analysis compared to those obtained for NICMOS. There are two
reasons for this. First, we consider smaller values of Re (down
to Re = 0.5 kpc) for the Sérsic component in our rest-frame UV
simulations, as the star formation may be concentrated towards
the nucleus. Secondly, the quasars themselves are fainter in the
ACS imaging, causing host galaxies at a given contrast level to be
fainter in terms of flux. The asymmetry of the galaxy templates
used in our NICMOS simulations may also aid detection; for the
ACS analysis we used analytical, radially symmetric host galaxy
profiles. We note that adopting larger (i.e. less conservative) limiting
values of mnuc − mhost for the ACS analysis would only strengthen
the conclusions drawn in Section 5.2 with regard to the host galaxy
spectral energy distribution.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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Chapter 5

Swift z ∼ 2 Quasar Catalog. I: First Results

This chapter is published in MNRAS as ‘A catalog of optical to X-ray spectral energy distributions
of z ≈ 2 quasars observed with Swift. I: First results’. The authors are Daniel Lawther, Marianne
Vestergaard, Sandra Raimundo and Dirk Grupe. All SED Figures and measurements presented in
the Tables are superseded by those presented in our second publication for this sample (Chapter
6). In particular, the UV–optical modeling in that work includes a correction for emission-line and
Balmer continuum contribution, which improves the accuracy of the best-fit continuum model.

5.1 Statement of Authorship

All data processing and analysis was performed by Daniel Lawther. The initial experimental design
is due to Marianne Vestergaard and Dirk Grupe. The V-band apparent magnitudes, radio fluxes,
radio spectral indices, and radio classifications (Table 1) are provided by Marianne Vestergaard, who
also defined the quasar sample. The manuscript and figures are produced by Daniel Lawther; all
co-authors provided feedback during the writing process. I include a signed statement of authorship
with this Thesis (Chapter 8).

5.2 Published Work
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ABSTRACT
We present the Swift optical to X-ray spectral energy distributions (SEDs) of 44 quasars at
redshifts z ≈ 2 observed by Swift, part of a larger program to establish and characterize
the optical through X-ray SEDs of moderate-redshift quasars. Here, we outline our analysis
approach and present preliminary analysis and results for the first third of the full quasar
sample. Not all quasars in the sample are detected in X-rays; all of the X-ray-detected objects
so far are radio loud. As expected for radio-loud objects, they are X-ray bright relative to radio-
quiet quasars of comparable optical luminosities, with an average αox =1.39 ± 0.03 (where
αox is the power-law slope connecting the monochromatic flux at 2500 Å and at 2 keV),
and display hard X-ray spectra. We find integrated 3000 Å–25 keV accretion luminosities of
between 0.7 × 1046 erg s−1 and 5.2 × 1047 erg s−1. Based on single-epoch spectroscopic virial
black hole mass estimates, we find that these quasars are accreting at substantial Eddington
fractions, 0.1 � L/LEdd � 1.

Key words: catalogues – quasars: general.

1 IN T RO D U C T I O N

The extreme energy output of quasars is almost certainly due
to accretion of gas on to a central black hole (e.g. Lynden-Bell
& Rees 1971; Lynden-Bell 1978). According to the unification
paradigm (e.g. Urry & Padovani 1995), unobscured quasars are an
intrinsically luminous subset of active galactic nuclei (AGN) for
which we have a direct view of the continuum source and of the
broad emission-line region. However, we still lack a detailed expla-
nation of how the accretion physics of the central engine, together
with reprocessing of the continuum emission on small scales and in
the host galaxy, produces the observed spectral energy distributions
(SEDs) of quasars.

Standard models for the UV–optical continuum source posit a
geometrically thin, optically thick accretion disc around a black
hole (so-called α-disk models, Shakura & Sunyaev 1973). The ‘big
blue bump’ feature observed in the UV–optical energy range is
consistent with partially reprocessed thermal emission from such a
disc (e.g. Siemiginowska et al. 1995; Kishimoto et al. 2008). For
α-disc models, the main intrinsic parameters that determine the disc
emission are the mass (MBH), spin and mass accretion rate (ṀBH)
of the black hole. For MBH ≈ 109 M� quasars, the peak emission
temperature for an α-disc model corresponds to UV or extreme-
UV (hereafter EUV) energies (e.g. Krolik & Kallman 1988; Davis
& Laor 2011). This peak is difficult to determine observationally

� E-mail: unclellama@gmail.com

for individual quasars, due to strong EUV absorption by Galac-
tic gas. Studies of composite spectra find evidence of a spectral
turnover at roughly 1000 Å in the rest frame (e.g. Shang et al. 2005;
Barger & Cowie 2010; Shull, Stevans & Danforth 2012, but see also
Capellupo et al. 2016 for a recent study identifying some quasars
with a lower energy turnover).

The α-disc model predicts very little hard X-ray emission for
accretion on to supermassive black holes. Additional components
are therefore necessary to explain the observed X-ray spectra, as
follows. To first order, the hard X-ray SEDs follow power-law
functions (e.g. Nandra & Pounds 1994). Recent studies using the
NuSTAR X-ray telescope (XRT) have greatly improved our knowl-
edge of the high-energy cutoff of this continuum emission, measur-
ing cutoff energies of ∼50–250 keV (e.g. Brenneman et al. 2014;
Fabian et al. 2015).1 Radio-loud quasars (hereafter, RLQs) dif-
fer from radio-quiet quasars (RQQs) in that they are more X-ray
luminous (Zamorani et al. 1981), have harder X-ray spectra (e.g.

1 Interestingly, an unusually high cutoff energy ∼720 keV is found for the
X-ray continuum of NGC 5506 (Matt et al. 2015). This X-ray continuum
may be due to inverse-Compton upscattering of accretion disc photons by
hot (kTe ∼ 100 keV) electrons in an optically thin corona or inner disc
region (Zdziarski, Johnson & Magdziarz 1996; Ghosh, Dewangan & Ray-
chaudhuri 2016). Analyses of X-ray variation time-scales, and of X-ray
reverberation lags due to reflection in the accretion flow, suggest that the
coronas have sizes of the order of 3–10 times the gravitational radius of the
black hole (e.g. Emmanoulopoulos et al. 2014; Uttley et al. 2014; Fabian
et al. 2015).
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Elvis et al. 1994), and display a correlation between X-ray and
radio-core flux (Tananbaum et al. 1983). These results suggest the
presence of an additional X-ray emitting component for RLQs.
Indeed, extended X-ray emission from the radio jet is observed
for some RLQs (e.g. Worrall 2009). In addition to the hard X-ray
continuum, many AGN display a ‘soft excess’ component2 below
rest-frame 1 keV (Porquet et al. 2004; Piconcelli et al. 2005), pos-
sibly due to upscattering of UV photons in the warm (kTe ≈ 1 keV)
atmosphere of the accretion disc (e.g. Czerny & Elvis 1987; Haardt
& Maraschi 1991).

In summary, UV–optical and X-ray observations support a sce-
nario where a fraction of the available accretion energy is repro-
cessed by Compton upscattering in one or more regions of hot,
diffuse electron gas. The remainder of the accretion energy not con-
sumed by the black hole is either emitted as thermal radiation, or (for
RLQs) channelled into the radio jet. The relative emission strengths
of these components can be estimated using observations of optical
to X-ray SED. For 47 quasars spanning 0.01 < z < 3.3, the pioneer-
ing work of Elvis et al. (1994) reveals flux deviations of up to 1 dex
from the mean SED for individual objects, when normalized in the
near-infrared. Richards et al. (2006) compile a larger SED catalogue
while expanding the spectral coverage to the mid-IR, while Elvis
et al. (2012) present an X-ray-selected SED catalogue (in contrast to
Elvis et al. 1994, who select quasars primarily based on UV excess).
While these authors attribute some of the dispersion in quasar SED
properties to reddening and host galaxy contamination, other shape
variations may be due to changes in the accretion physics of the
central engine. In particular, variations in the ratio of UV to X-ray
luminosity (as parametrized by αox, Tananbaum et al. 1979) may
be due to the physical relationship between the accretion disc and
the X-ray corona (Lusso & Risaliti 2016). At z < 0.4, SED stud-
ies that include UV–optical spectroscopy find several correlations
between broad emission-line widths and spectral shape parameters
(Jin, Ward & Done 2012). These correlations suggest that the black
hole mass, accretion rate and Eddington ratio largely determine the
SED shape, with the X-ray spectrum steepening and the SED be-
coming more disc dominated at higher Eddington ratios; the latter
is also found by Grupe et al. (2010).

Quasars are variable in luminosity over rest-frame time-scales of
days (in the X-ray, e.g. Gibson & Brandt 2012) to years (e.g. Kaspi
et al. 1996, 2007; Vanden Berk et al. 2004). This can introduce un-
certainty to SED measurements if there are time delays between the
observations of the different spectral regions. In fact, Jin et al. (2012)
find that the bolometric correction for a given AGN correlates with
the Eddington ratio of that object, while Kilerci-Eser & Vestergaard
(in preparation) find that the bolometric corrections display tem-
poral variation of the order of 10 per cent (up to 100 per cent in
extreme cases) for individual AGN. These findings emphasize the
importance of simultaneous multiband observations for accurate
measurement of the bolometric luminosity and study of the Ed-
dington ratio. X-ray observatories such as XMM–Newton (Jansen
et al. 2001) and Swift (Roming et al. 2005) include UV–optical
detectors, allowing contemporaneous observation of the optical to
X-ray SED. The Swift Gamma-ray Burst Explorer telescope has
been used to study low-redshift AGN (Grupe et al. 2010), and to
study a large, serendipitously observed sample of AGN at z < 5.5
(Wu et al. 2012). We are currently observing a sample of 133 quasars
using Swift, carefully selected to probe a diverse set of quasar prop-

2 The soft excess component can only be unambiguously identified at z �
0.4 using current XRTs.

erties at z ≈ 2 (Section 2). Here, we present and characterize the
SEDs of 44 quasars with Swift detections or bona fide upper limits.
We describe the data processing procedure for our Swift XRT and
UV/Optical Telescope (UVOT) data in Section 3. We include data
from the Sloan Digital Sky Survey (SDSS) to support our anal-
ysis (Section 4). We present the SEDs (Section 4) and provide a
preliminary statistical analysis of this sample subset (Section 6), in-
cluding a characterization of the UV to X-ray SED shapes of these
quasars as parametrized by the UV–optical to X-ray spectral index
αox (Tananbaum et al. 1979). In the same section, we present a pre-
liminary study of their mass accretion rates and Eddington ratios.
We use a cosmology with H0 = 67.48 ± 0.98 and �m = 0.313 ±
0.013 throughout (Planck Collaboration XIII 2016).

2 SA M P L E SE L E C T I O N A N D O B S E RVATI O N S

2.1 Sample selection

Our z ≈ 2 quasar sample is selected to span a wide range in luminos-
ity, radio strength and (when possible) radio spectral index, thereby
allowing us to test for dependences of the SED shape on these prop-
erties. We use the quasar sample presented by Vestergaard, Wilkes
& Barthel (2000), containing roughly equal numbers of RLQs and
RQQs, the majority of which are pair-matched in redshift and in
absolute V-band magnitude. The sample quasars fulfil the following
criteria:

(a) redshift z ≥ 1.5, to ensure that the Lyman α emission line is
observable in ground-based spectroscopy;

(b) V-band absolute magnitudes that satisfy −29.5 mag <

MV < −26.5 mag.
(c) V-band apparent magnitudes mV < 20, so as to ensure that

high-signal-to-noise spectroscopy can be obtained within reason-
able exposure times;

(d) strongly variable objects (e.g. blazars) are excluded;
(e) objects identified as broad absorption line (BAL) quasars as

per 1998 are also excluded by Vestergaard et al. (2000). Note that
two sample objects (Q1227+120 and Q2350−007) were subse-
quently found to be BAL or mini-BAL quasars.

The Vestergaard et al. (2000) sample does not include the most
luminous quasars at a given redshift, as the original intention was to
study objects with a range of ‘population-typical’ luminosities. For
the RLQs, measurements of the radio fluxes, the radio spectral index
and the radio-core fraction at 5 GHz are compiled by Vestergaard
et al. (2000). The sample spans the full range of radio spectral
indices, α1400

5000 , typically observed for bright quasars. Assuming that
α1400

5000 can be interpreted as a measure of our viewing angle relative
to the radio jet (e.g. Jarvis & McLure 2006), the RLQ sample thus
spans the full range of viewing angles, i, for unobscured (type 1)
quasars (5◦ � i � 45◦, Barthel 1989). To increase the statistical
power of our study, we also include 16 quasars from the SDSS Data
Release 7 (SDSS DR7) that fulfil z > 1.6 and mV < 18 mag. These
16 quasars have been observed in X-rays prior to our observing
campaign, and are selected to be sufficiently X-ray bright as to be
detectable with Swift for modest exposure times. We refer to objects
from the Vestergaard et al. (2000) sample using the name convention
Qxxxx ± xxx, while Jxxxx ± xxx denote the additional SDSS DR7
quasars.

At present, our full sample comprises 133 quasars in the redshift
interval 1.5 < z < 3.6, with a roughly equal number of RLQs and
RQQs. This paper presents an analysis of 44 quasars from our
sample, for which the initially requested Swift observations are
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Table 1. Quasars in our current sample.

Object RA Dec. Redshift mV Radio F408MHz F1.4GHz F5GHz α1400
5000 SDSS

name (deg) (deg) (mag) class (mJy) (mJy) (mJy) phot.?
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

J014725.50−101439.11 26.8562 −10.2442 2.147 77 17.41 RQQ – – – –
√

J082328.62+061146.07 125.869 6.196 13 2.815 24 18.0 RLQ – (67.1) – –
√

J094853.60+085514.40 147.223 8.920 67 1.981 79 17.3 RLQ – (33.1) – –
√

J104915.44−011038.18 162.312 −1.1772 2.129 43 17.9 RQQ – – – –
√

J110607.48−173113.60 166.531 −17.5204 2.549 25 17.8 RQQ – – – –
√

J111159.70+023719.76 167.999 2.622 15 1.882 47 17.8 RQQ – – – –
√

J112542.30+000101.33 171.426 0.017 037 1.692 30 17.6 RLQ – (29.9) – –
√

J114449.32+032751.96 176.206 3.464 43 2.100 35 17.7 RQQ – – – –
√

J131810.74+011140.86 199.545 1.194 68 1.648 97 17.9 RQQ – – – –
√

J142923.92+024023.14 217.35 2.673 09 1.672 83 17.4 RQQ – – – –
√

J145717.86+024747.36 224.324 2.79649 1.975 51 16.98 RQQ – – – –
√

J234830.41+003918.57 357.127 0.655 158 2.000 07 17.78 RIQ – (3.3) – –
√

Q0002−008 1.25178 −0.563 437 2.173 29 18.91 RQQ – – – –
√

Q0015+026 4.5474 2.9441 2.470 18.7 RQQ – – – –
√

Q0020+022 5.8535 2.566 1.80 18.6 RQQ – – – –
√

Q0038−019 10.3584 −1.721 02 1.674 18.5 SSS 3191 1424 417 −0.96
√

Q0040−017 10.7304 −1.4267 2.396 18.0 RQQ – – – –
√

Q0106+013 17.1615 1.583 42 2.099 18.4 FSS – 2890 1950 −0.31
√

Q0115−011 19.6166 −0.877 753 2.186 06 18.37 RQQ – – – –
√

Q0123+257 21.6783 25.9837 2.358 17.5 FSS – 857 1130 0.22
√

Q0226−038 37.2217 −3.626 98 2.066 17.0 FSS 2230 650 650 −0.25
√

Q0238+100 40.3428 10.3132 1.816 18.0 SSS 980 303 76 −1.09
Q0244+017 41.7401 1.986 53 1.945 19.26 RQQ – – – –

√
Q0249−184 42.9496 −18.2414 3.209 18.6 RQQ – – – –
Q0252+016 43.8134 1.807 98 2.470 18.23 RQQ – – – –

√
Q0445+097 72.0906 9.847 59 2.110 19.5 SSS 2609 1007 543 −0.49
Q0458−020 75.3034 −1.987 29 2.286 19.5 FSS 2600 950 480 0.48
Q0504+030 76.9021 3.131 11 2.453 19.0 SSS 2600 950 480 −0.54
Q0808+289 122.904 28.751 1.890 17 18.37 SSS 260 125 50 −0.72

√
Q1311−270 198.447 −27.2803 2.186 17.4 SSS 1717 125 212 −1.10
Q1402−012 211.191 −1.506 07 2.499 24 18.2 FSS – 620 340 −0.12

√
Q1442+101 221.319 9.976 69 3.529 52 17.3 FSS 2200 2415 1200 −0.55

√
Q1542+042 236.248 4.129 57 2.182 94 18.0 FSS 1610 766 490 −0.35

√
Q1614+051 244.156 4.992 42 3.197 19.5 GPS – 306 875 0.83

√
Q1626+115 247.939 11.9342 1.782 88 18.5 CSS – 1628 974 −0.40

√
Q1656+477 254.512 47.6303 1.622 18.0 FSS – 783 1420 –

√
Q1726+344 261.958 34.3778 2.429 18.5 SSS 280 75 25 −0.86

√
Q2212−299 333.817 −29.7398 2.706 17.3 FSS – 410 410 −0.30
Q2223+210 336.409 21.3018 1.959 17.8 SSS – 1995 1206 −0.40
Q2251+244 343.539 24.7565 2.328 18.2 SSS 3331 2064 915 −0.64

√
Q2334+019 354.233 2.2033 2.193 19.0 RQQ – – – –

√
Q2341+010 356.097 1.3347 1.960 19.5 RQQ – – – –

√
Q2350−007 358.223 −0.480 693 1.623 61 18.48 RQQ – – – –

√
Q2359+002 0.550 084 0.548 188 2.670 19.8 RQQ – – – –

√

Notes. (1) Object name. (2,3) Coordinates are given in degrees for the standard epoch J2000. (4) Spectroscopic redshifts as retrieved from the NASA
Extragalactic Database (https://ned.ipac.caltech.edu/). The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, California
Institute of Technology, under contract with the National Aeronautics and Space Administration. (5) V-band apparent magnitudes, compiled by Hewitt &
Burbidge (1993). (6) Radio classification. SSS: steep-spectrum source. FSS: flat-spectrum source. GPS: GHz-peaked source. CSS: compact steep-spectrum
source. RQQ: radio quiet quasar. RLQ: radio-loud quasar with unknown radio spectral index. RIQ: radio-intermediate quasar with unknown radio spectral
index. (7,8,9) The radio flux densities at 408 MHz, 1.4 GHz and 5 GHz. References: Barthel et al. (1988, steep-spectrum sources). Barthel, Tytler & Thomson
(1990), 3C, 4C (e.g. Murphy, Browne & Perley 1993, flat-spectrum sources). Parentheses denote data from the FIRST survey (Becker et al. 1995). (10)
The radio spectral index between the flux at 1400 MHz and 5 GHz, as compiled by Vestergaard (2000). (11) A checkmark indicates that SDSS broad-band
photometry is available (Section 4).

complete as per 2015 September: we either have a secure X-ray
detection, or find that the X-ray count rate is so low that additional
X-ray observations would not yield a detection (as defined in
Section 3.1.2). Basic information for the 44 quasars in the current
subsample is listed in Table 1; their redshift distribution is shown
in Fig. 1. An expanded analysis of the full sample will be presented
in future work.

2.2 Swift observations

The Swift Gamma-ray Burst Explorer satellite (Gehrels et al. 2004)
is equipped with two Narrow Field Instruments: the XRT (Bur-
rows et al. 2005) and the UVOT (Roming et al. 2005). In this
study, we utilize simultaneously observed XRT (0.3–10 keV) and
UVOT data. Swift observed the current sample between 2010 June
and 2015 August; most of the observations were performed during
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Figure 1. The redshift distribution of quasars in the current sample. Stacked
histogram: the bar height shows the total number of quasars at a given
redshift, while the areas of the hash-marked yellow and plain red regions
show the distribution of X-ray detections and non-detections, respectively.

2013–2015. As our targets have not been observed in the X-ray
regime prior to this study, the necessary XRT exposure times are
estimated based on the V-band fluxes, assuming an optical to X-
ray flux ratio αox =1.35, typical for unobscured quasars (e.g. Laor
et al. 1997; Jin et al. 2012). For objects where these initial obser-
vations did not yield a secure X-ray detection, we are currently
obtaining additional observations, unless the object appeared to be
strongly absorbed (i.e. have αox � 2), in which case additional ob-
servations would not provide a secure detection. The total UVOT
exposure time per object is approximately equal to the total XRT
exposure time. However, as we require multiband photometry in
order to determine the UV/optical SED, the total UVOT exposure
time is distributed across several UVOT imaging filters. All XRT
observations were performed in photon-counting (PC) mode (Hill
et al. 2004).

The quasars were observed by Swift as ‘fill-in’ observations (i.e.
observed while the telescope was not responding to a Gamma-ray
Burst trigger or performing other time-critical observations) as part
of the Danish Swift programme. Most of the quasars were observed
multiple times so as to fulfil the requested exposure time. For bright
quasars, the typical intrinsic source variability is expected to be of
the order of 10 per cent and to take place on time-scales of months to
years in the rest frame (e.g. Kaspi et al. 2007). The observations for
individual objects were performed over rest-frame time intervals
not exceeding two months. As a result, we do not expect strong
source variability to occur between individual Swift observations.
Indeed, we see no significant variability in the data (Section 3.2).

3 PRO C E S S I N G O F SWIFT X RT A N D U VOT
DATA

3.1 XRT data

The basic processing steps are as follows. We first select X-ray
events from the XRT event files in a source and a background
region, respectively (Section 3.1.1). We then establish whether an
X-ray source was detected at the 3σ level (Section 3.1.2), and finally
fit a model to the X-ray data, and measure X-ray fluxes and photon
indices of the best-fitting model (Section 3.1.3). For non-detections,
in the last step, we only measure an upper-limit flux (Section 3.1.4)
and a hardness ratio (HR) (Section 6.2). These basic measurements
are presented in Table 2.

3.1.1 Event selection

We use the High Energy Astrophysics Science Archive Research
Center (HEASARC) tool ‘xrtpipeline’ to perform basic pipeline
processing on the raw XRT data for each individual observation.
We select events using the default grading threshold (0–12) for
the XRT PC mode. For each observation, we generate separate
event files for the source and background regions using the ‘xselect’
tool. We define a default source region of radius 20 pixels centred
on the quasar coordinates, and an annulus of width 60 pixels for
background extraction. We resize these default regions (or change
the shape of the background region) if visual inspection of the
XRT image reveals a contaminating source. We discard events with
energies outside the 0.3–10.0 keV window within which the XRT is
sensitive, along with events that took place outside the ‘good time
intervals’ for each observation, e.g. events that took place while the
spacecraft was slewing. As none of our objects have an X-ray flux
larger than 0.1 counts s−1, photon pile-up is not an issue.3

We use the task ‘xrtmkarf’ to generate auxiliary response files
(ARFs) for each observation. The information in these files is used
by XSPEC to account for the effective area, quantum efficiency, and
point spread function shape of the instrument. For the extraction of
the X-ray spectra, we use the Redistribution Matrix File, located
in the HEASARC calibration data base,4 to account for the finite
energy resolution of the detector. As a final preparation for the
X-ray analysis, we use the task ‘grppha’ to group the events in bins
with at least one event per bin; this is necessary for model fitting
using the Cash statistic (Cash 1979) to be robust (Section 3.1.3).

3.1.2 Establishing source detections

To establish whether a source is detected in our XRT observations,
we generate 99.73 per cent (3σ ) confidence intervals for the source
count rate given the observed number of counts using the Bayesian
formalism of Kraft, Burrows & Nousek (1991), which assumes that
the observed source count rate is Poisson distributed. This method
produces confidence intervals that are valid for PC experiments even
if the background-subtracted source counts are negative; this can
happen if the background signal in the source aperture fluctuates
downwards (relative to the background extraction region). We use a
flat non-negative prior probability on the mean count rate. Following
Kraft et al. (1991), we define a source as non-detected if the 3σ lower
bound on the source count rate (as given by the lower confidence
interval) equals zero. For non-detections, we propagate the upper
3σ confidence interval on the source count rate to an upper limit on
the source flux, as described in Section 3.1.4. We list the number
of background-subtracted XRT counts Nsub and the XRT detection
status for each quasar in Table 2. We also provide the detection
significance, σ , calculated based on the total number of counts
detected in the background and source apertures.

3.1.3 Spectral modelling for XRT-detected quasars

We use the XSPEC software (Arnaud 1996) to model the X-ray spectra
of each quasar. Although long-exposure observations of AGNs often

3 For the XRT detector in PC mode, a correction for pile-up is advised at
count rates of 0.5 counts s−1 or higher (http://www.swift.ac.uk/analysis/
xrt/pileup.php). The three highest flux objects in our sample, with count
rates of between 0.02 and 0.07 counts s−1, show no evidence of pile-up.
4 As all observations took place later than 2007, we use the latest XRT
Response Matrix File (RMF) file (swxpc0to12s6_20070901v011.rmf).
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Table 2. Swift XRT observation log and X-ray modelling.

Object Nobs
a XRT exp. XRT σ det F0.3–10 Fν (2 keV) � NH Nsub HR Nsoft Nsoft

name time (s) detect? (1022 cm−2) (background)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

J014725.50−101439.11 1 6650 (P) − 0.2 ≤0.63 ≤0.03 – 0.0268 − 0.4 – 0 1.2

J082328.62+061146.07 3 11 490
√

8.7 2.94+0.30
−0.36 5.40 ± 0.98 1.85+0.18

−0.17 0.0229 84.4 −0.18+0.11
−0.12 55 5.1

J094853.60+085514.40 5 5139
√

6.3 4.05+0.54
−1.16 4.27 ± 1.03 1.56+0.22

−0.22 0.0252 42.4 −0.18+0.15
−0.16 27 1.3

J104915.44−011038.18 2 11 001 1.5 ≤0.54 ≤0.91 – 0.0363 5.1 −0.11+0.24
−0.56 6 3.1

J110607.48−173113.60 1 5769 1.8 ≤1.16 ≤2.21 – 0.0439 5.4 −0.25+0.23
−0.53 5 1.6

J111159.70+023719.76 2 5711 1.0 ≤1.26 ≤1.97 – 0.0367 2.3 0.30+0.70
−0.20 2 1.7

J112542.30+000101.33 1 5364
√

7.5 5.25+0.69
−1.06 6.42 ± 1.18 1.73+0.19

−0.19 0.0297 59.4 −0.22+0.12
−0.13 38 1.7

J114449.32+032751.96 2 5507 0.9 ≤0.97 ≤1.62 – 0.0199 2.2 0.04+0.96
−0.06 3 2.0

J131810.74+011140.86 1 5676 0.8 ≤0.88 ≤1.27 – 0.0206 2.0 0.29+0.71
−0.21 3 2.4

J142923.92+024023.14 1 5020 1.0 ≤0.97 ≤1.41 – 0.0244 2.7 −0.42+0.13
−0.58 5 2.2

J145717.86+024747.36 2 4885 (P) − 0.7 ≤0.91 ≤0.05 – 0.0402 − 1.2 – 2 2.7

J234830.41+003918.57 3 11 585
√

10.6 5.67+0.71
−0.99 5.29 ± 0.90 1.47+0.13

−0.13 0.0337 117.8 0.08+0.09
−0.09 57 2.6

Q0002−008 6 3936 (P) 0.0 ≤1.22 ≤0.07 – 0.0303 − 0.1 – 3 2.4

Q0015+026 3 3481 0.4 ≤1.54 ≤2.83 – 0.0308 0.8 −0.44+0.05
−0.56 4 2.4

Q0020+022 3 3494 1.3 ≤0.32 ≤0.48 – 0.0324 3.2 −0.25+0.21
−0.75 4 1.7

Q0038−019 4 8109
√

10.7 7.54+0.78
−1.05 8.28 ± 1.13 1.64+0.13

−0.13 0.0256 120.2 −0.06+0.09
−0.09 66 2.4

Q0040−017 5 3609 1.8 ≤1.57 ≤2.84 – 0.025 4.8 0.26+0.53
−0.23 3 1.3

Q0106+013 3 5090
√

11.9 15.40+0.89
−2.46 12.72 ± 1.61 1.39+0.12

−0.12 0.0242 148.3 −0.00+0.08
−0.08 79 4.6

Q0115−011 4 5946 1.4 ≤1.13 ≤1.94 – 0.0389 4.6 0.31+0.69
−0.23 6 4.7

Q0123+257 4 2814
√

9.1 17.19+1.32
−3.58 16.18 ± 3.17 1.45+0.16

−0.16 0.0687 86.2 0.04+0.11
−0.11 43 1.6

Q0226−038 3 5859
√

9.7 8.87+1.26
−1.87 8.32 ± 1.40 1.47+0.14

−0.14 0.0221 98.6 −0.01+0.10
−0.10 52 1.6

Q0238+100 12 14 190
√

10.0 4.11+0.39
−0.66 5.37 ± 0.82 1.77+0.15

−0.15 0.0935 107.0 −0.13+0.10
−0.10 64 3.5

Q0244+017 7 3963 0.9 ≤2.11 ≤3.37 – 0.0432 1.9 0.64+0.36
−0.06 1 2.2

Q0249−184 4 2889 1.7 ≤1.47 ≤3.22 – 0.03 4.1 −0.50+0.15
−0.50 4 0.6

Q0252+016 3 2987 1.2 ≤1.35 ≤2.49 – 0.0743 2.4 −0.46+0.14
−0.54 3 0.7

Q0445+097 7 3758
√

5.8 7.35+0.59
−1.38 6.85 ± 1.75 1.46+0.27

−0.27 0.131 47.1 0.37+0.17
−0.16 24 8.7

Q0458−020 5 4235
√

12.9 21.17+1.50
−2.40 24.53 ± 3.33 1.59+0.11

−0.11 0.0602 170.2 −0.01+0.08
−0.08 87 1.1

Q0504+030 5 4258
√

6.0 6.40+0.86
−2.77 3.82 ± 1.39 1.18+0.24

−0.25 0.0894 39.3 0.28+0.17
−0.15 16 1.9

Q0808+289 5 2897
√

5.0 4.67+0.72
−1.69 5.43 ± 1.58 1.65+0.28

−0.28 0.0295 27.1 −0.13+0.19
−0.20 16 0.8

Q1311−270 6 10 966
√

9.1 3.50+0.39
−0.51 6.10 ± 1.04 1.93+0.17

−0.16 0.0589 89.1 −0.28+0.10
−0.11 61 4.0

Q1402−012 7 7852
√

5.6 2.87+0.39
−1.05 1.51 ± 0.42 1.11+0.28

−0.29 0.0423 36.2 0.41+0.18
−0.16 14 3.4

Q1442+101 3 6980
√

11.9 13.76+1.07
−2.49 10.19 ± 2.03 1.26+0.12

−0.12 0.018 147.7 0.12+0.08
−0.08 70 4.9

Q1542+042 8 7102
√

12.3 10.32+0.64
−1.24 15.90 ± 2.04 1.82+0.12

−0.12 0.0455 158.2 −0.17+0.08
−0.08 97 4.6

Q1614+051 1 4415
√

6.9 6.88+0.14
−3.75 5.22 ± 1.74 1.28+0.21

−0.21 0.049 52.6 0.19+0.15
−0.14 25 3.6

Q1626+115 6 6500
√

9.3 7.77+1.08
−1.03 6.89 ± 1.09 1.46+0.28

−0.27 0.0474 93.9 0.10+0.17
−0.16 54 5.0

Q1656+477 3 4220
√

9.8 10.42+1.16
−1.45 10.97 ± 1.55 1.62+0.14

−0.14 0.0172 98.8 −0.22+0.09
−0.10 62 1.0

Q1726+344 3 3339 1.7 ≤2.10 ≤3.83 – 0.028 4.5 0.20+0.59
−0.24 3 1.3

Q2212−299 5 6765
√

6.8 4.25+0.36
−1.32 3.06 ± 0.88 1.27+0.21

−0.21 0.0105 53.4 0.00+0.14
−0.15 31 4.3

Q2223+210 2 4248
√

16.7 39.90+1.48
−3.97 29.52 ± 3.09 1.33+0.08

−0.08 0.0388 282.7 0.05+0.06
−0.06 136 1.9

Q2251+244 2 2919
√

11.4 32.19+2.16
−5.44 16.01 ± 3.01 1.08+0.12

−0.12 0.0488 132.8 0.23+0.09
−0.08 53 1.3

Q2334+019 7 3923 0.5 ≤3.39 ≤5.79 – 0.0498 1.0 −0.52+0.04
−0.48 4 1.9

Q2341+010 3 3369 0.6 ≤0.11 ≤0.18 – 0.0373 1.1 −0.32+0.13
−0.68 3 1.5

Q2350−007 5 4375 (P) − 0.2 ≤1.02 ≤0.56 – 0.0323 − 0.3 – 2 1.6

Q2359+002 3 3649 1.6 ≤0.22 ≤1.52 – 0.0289 4.4 −0.45+0.14
−0.55 6 2.3

Notes. (1) Object name. (2) Number of individual Swift observations that were combined. (3) XRT exposure time (s). (4) A checkmark indicates an XRT
detection, otherwise we do not detect this quasar with XRT. (P): a non-detection for which we use PIMMS to estimate the 3σ upper limit on the flux (3.1.4). (5)
Detection significance, calculated using the counts in the source and background extraction apertures. (6) Swift XRT integrated flux, observed-frame energy
interval 0.3–10.0 keV, units of 10−13 erg s−1 cm−1. The 3σ limiting flux is given for non-detections (Section 3.1.4). (7) Flux density Fν at rest-frame energy
of 2 keV, units of 10−31 erg s−1 cm−1 Hz−1. (8) The X-ray photon index, measured for the observed-frame energy interval 0.3–10 keV. For non-detections,
we assume � = 1.91 (not tabulated). (9) The Galactic column density of neutral hydrogen towards the quasar, adopted from the work of Kalberla et al. (2005).
(10) The background-subtracted number of X-ray counts collected in the source aperture over all observations for this quasar. (11) The X-ray HR (Section 6.2),
calculated using the BEHR software (Park et al. 2006) using the ‘quadrature’ algorithm. Uncertainties shown are based on 1σ posterior intervals. (12) The
number of soft-band (0.3–1.5 keV) photons detected in the source aperture, before background subtraction. (13) The expected number of soft-band background
counts in the source aperture.
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Figure 2. Confidence region contours for the photon index and normalization, for XRT modelling of four quasars. The best-fitting solution for � and Fν (2 keV)
is marked with a cross symbol, while the curves show confidence regions corresponding to the 1σ , 2σ and 3σ levels. ‘Cross’ and ‘Levels’ denote the Cash
statistic for the best-fitting solution and for the three contour levels. Q0808+289 has the smallest number of background-subtracted counts for all X-ray-detected
quasars in the present sample, Nsub ≈ 27, while Q2223+210 has Nsub ≈ 283. Q1311−270 and Q2251+244 have the largest and smallest best-fitting values of
� (softest and hardest spectra), respectively.

reveal multiple emission components, to first order the X-ray spectra
of quasars resemble a power law (e.g. Nandra & Pounds 1994).
The observations in this study have too few background-subtracted
XRT counts for us to perform a detailed study of the X-ray spectral
shape. We therefore model the X-ray emission of each quasar as an
absorbed power-law function,5

A(E) = K [E(1 + z)]−� e−NHσ (E), (1)

where A(E) is the count rate in units of photons keV−1 cm−2 s−1

at energy E, and � is the photon index.6 The exponential term
represents Galactic absorption. We adopt the Galactic column den-
sity towards the quasar from the work of Kalberla et al. (2005),
as retrieved from the HEASOFT NH task, and use the photoelec-
tric absorption cross-sections σ (E) calculated by Morrison &
McCammon (1983). Our observations contain too few detected X-
ray photons for Gaussian statistics to be applicable. Instead, we find
the best-fitting model by minimizing the Cash statistic (Cash 1979),

5 This model is expressed in XSPEC modelling syntax as
wabs(nH) · zpowerlw(z, K, �).
6 In the X-ray literature, the spectral index α is occasionally used, where
fν∝(ν/ν0)−α . This implies that � = α + 1.

which is the appropriate maximum-likelihood statistic for Poisson-
distributed data. The Cash statistic performs optimally when the
data are binned such that each bin has at least one count – we
ensured this using the task ‘grppha’ (Section 3.1.1).

Our modelling yields the best-fitting value of the normalization
K and of the photon index �. We use the XSPEC ‘error’ task to
estimate the 1σ confidence intervals on these parameters. We use
the best-fitting model directly to calculate the integrated X-ray flux
between 0.3 and 10 keV in the observed frame, F(0.3–10 keV),
and the flux density at 2 keV in the quasar rest frame, Fν(2 keV).
These flux measurements are presented in Table 2. All listed fluxes
are unabsorbed values (i.e. we fit the model including the Galactic
absorption component, but calculate the fluxes we would receive
for the unabsorbed power-law component alone). To investigate
the parameter space, we use the XSPEC task ‘steppar’ to generate
two-dimensional confidence regions [� versus Fν(2 keV)] for each
X-ray-detected quasar. In general, the spectral index and normal-
ization are not fully independent: a smaller value of � (i.e. a harder
spectrum) allows a higher Fν (Fig. 2). We therefore advise caution
in using our measurements to investigate any putative relationship
between � and X-ray luminosity.

We are in the process of obtaining follow-up Swift observations
for objects in the full quasar sample which are marginally detected
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(with source counts Nsub ≈ 15) during the initial set of observa-
tions (Section 2). The quasars scheduled for follow-up observations
are not included in the current analysis. We do, however, include
very faint objects for which a follow-up observation of reasonable
duration would not yield a secure XRT detection (Section 2). This
results in a bimodal distribution of Nsub: all detected objects have
Nsub > 25, while all non-detections have Nsub < 6.

3.1.4 Limiting fluxes for non-detected quasars

For non-detections, as defined in Section 3.1.2, we follow the
approach of Wu et al. (2012) to establish upper limits on
F(0.3−10 keV) and Fν(2 keV). Again, we use XSPEC to model the
X-ray spectrum as an absorbed power law (equation 1). This allows
us to include the per-pixel exposure map and the calibration infor-
mation, as contained in the ARF file generated for the observation.
For non-detections, we hold the value of the photon index constant
at � = 1.91, a typical value for AGN X-ray spectra (e.g. Young
et al. 2009; Jin et al. 2012). This yields values of F(0.3–10 keV)
and Fν(2 keV) corresponding to the background-subtracted count
rate, which in these cases are below our detection limit. To obtain
3σ upper limits on Fν(2 keV), we scale the best-fitting Galactic
absorption-corrected Fν(2 keV) value as

Flim = Fλ(2 keV)
Nsub

Nlim
, (2)

where Nsub is the observed number of background-subtracted source
counts, and Nlim is the number of counts corresponding to the
3σ upper limit on the mean source count rate (as determined in
Section 3.1.2).

For objects with very small (or negative) background-subtracted
total counts, XSPEC is unable to model the data. For these objects,
we calculate the ratio of photon flux to detected XRT counts, and
use this to correct the upper-limit source counts, so as to account
for the same calibration information used in our XSPEC processing.
Following Wu et al. (2012), in practice we obtain this correction
by processing the event file with the same tool (xrtmkarf) that we
use to generate ARF files for the XSPEC analysis, as it produces the
flux-to-counts ratio as part of its output. We convert the corrected
limiting count rate to a limiting Fν(2 keV) using the HEASOFT task
PIMMS,7 assuming a power-law spectrum with � = 1.91.

3.1.5 Sensitivity to intrinsic absorption

Our observations are not deep enough, and do not cover enough of
the soft X-ray regime for z ∼ 2, to accurately measure the intrinsic
absorption column density; we establish this using the following
test. For observations with Nsub > 50, we fit an alternative model:8

A(E) = K [E(1 + z)]−�abs e−NHσ (E)e−NH,intσ (E(1+z)). (3)

The intrinsic column density NH, int is an additional free parameter
in this model compared to equation (1). The best-fitting values of
NH, int have large uncertainties and are consistent with zero for most
objects, i.e. the intrinsic column density is not well constrained
by our data (Fig. 3). For this reason, we adopt the simpler model
of equation (1) (i.e. no intrinsic absorption) for all quasars in the
remainder of this work.

7 http://heasarc.gsfc.nasa.gov/docs/software/tools/pimms.html
8 This model is expressed in XSPEC modelling syntax as wabs(nH) ·
zwabs(nHint) · zpowerlw(z, K, �).

Figure 3. The best-fitting value of the H I column density NH, int is shown as
a function of the X-ray photon index, �abs, as measured for models including
an intrinsic absorber component, for quasars with Nsub > 50. Note the large
uncertainties on NH, int: for many objects, the intrinsic column density is
consistent with zero in our modelling.

3.2 UVOT data

3.2.1 Filter selection

We are ultimately interested in estimating the integrated continuum
energy output of the accretion disc, along with the flux density
at rest-frame 2500 Å – the latter is needed for the calculation of
αox as defined in Tananbaum et al. (1979, Section 6.5). Quasar
spectra bluewards of rest-frame 1000 Å generally suffer Lyman
α forest absorption, and therefore do not represent the intrinsic
continuum. We therefore select all UVOT filters that cover rest-
frame wavelengths redwards of Lyman α, where we expect the
emission to be dominated by the unabsorbed continuum. For the
highest redshift objects in our sample, only the UVOT V filter
samples rest-frame wavelengths longer than 1000 Å. In these cases,
we split the observing time between the U, B and V filters, so as to
at least partially constrain the UV spectral shape. Quasars selected
from SDSS DR7 were originally observed as part of another Danish
Swift programme, with different filter selection criteria. However,
all these observations include the Swift V, B and U filters, which
cover the desired spectral regions.

3.2.2 Data processing

We first combine the data from multiple observations to obtain one
UVOT image per bandpass filter for each quasar. We then perform
aperture photometry to extract the source and background fluxes,
respectively. Lastly, we correct the measured fluxes for Galactic
reddening.

Each UVOT observation consists of multiple snapshot observa-
tions (detector readouts) with exposure times of a few seconds.
The imaging data for each filter are delivered as multi-extension
FITS9 files containing all snapshots for that filter. We use the task
‘uvotimsum’ once on each ‘Level 2’ image to produce a combined
image for that filter. We visually inspect this image, checking for
pointing offsets and other issues (such as satellite trails) with the
images. Most of the quasars in our sample were observed by Swift
multiple times. Aperture photometry was performed on each of the

9 Flexible Image Transport System (Griesen & Calabretta 2002).
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single-observation images in order to check for significant flux vari-
ations between observations. For quasars detected in the individual
exposures, we do not see flux variations at a 3σ level; however, we
are only sensitive to variations of around 0.2 mag or greater, and
only for those quasars in our sample with the brightest apparent
magnitudes (mV ≈ 17.5). Finally, we use the task ‘uvotimsum’ to
produce a stacked image of all observations of a given quasar in a
given filter.

3.2.3 Photometric measurements

We perform aperture photometry using the task ‘uvotsource’. We
use a circular source aperture of radius 3 arcsec, which maximizes
the signal to noise in the extraction region (Poole 2008; Breeveld
et al. 2010), and a circular background aperture with a radius of
approximately 30 arcsec. We adjust the background aperture size
and positioning on a per-image basis so as to sample the sky back-
ground near the quasar’s image coordinates while avoiding con-
taminating sources. Since the UVOT photometric system is cali-
brated using a 5 arcsec aperture, we apply an aperture correction,
again using the ‘uvotsource’ task, in order to obtain fully calibrated
source apparent magnitudes. The ‘uvotsource’ task also provides
the background-subtracted flux density at the bandpass pivot wave-
length, assuming a Gamma-ray Burst (GRB)-like power-law source
spectrum (Poole 2008), also suitable for quasars in the UV–optical.
If the quasar is not detected at a significance of 5σ or greater in
the combined image, we instead record the 5σ upper limit on the
flux density. We correct the observed flux densities for Galactic dust
extinction using values of E(B − V) given by Schlafly & Finkbeiner
(2011). We present the UVOT extinction-corrected flux densities
for our quasar sample in Table 3, and the apparent magnitudes
on the UVOT photometric system (similar to the Johnson system;
Poole 2008) in Table 4.

3.3 Summary of Swift data

We present the number of detections versus non-detections in our
XRT and UVOT data in Table 5. Not all objects have XRT detections
(21 are undetected), or are detected in all UVOT filters (two objects
are undetected in all filters, while seven objects are only detected in
two filters). To better establish the shape of the UV continuum, we
include additional photometric data in our UV analysis as available,
as detailed in Section 4.

4 SU P PLEM ENTA RY SDSS UV–OPTICAL DATA

As the UVOT bandpasses do not cover rest-frame wavelengths
longer than ≈2000 Å at z ≈ 2, we include archival SDSS-III
(Eisenstein et al. 2011) photometry in our analysis so as to ex-
tend our spectral coverage. Of the present sample of 44 quasars,
35 objects have SDSS photometry; 23 objects also have SDSS
spectroscopy. The SDSS data are processed using the latest SDSS
photometric pipeline (Data Release 12, Alam et al. 2015).

The SDSS contains observations of the targets at time separa-
tions of months to years with respect to the Swift observations. As
we are interested in the instantaneous SEDs of individual objects,
flux variability must be accounted for. We follow the approach of
Wu et al. (2012) to create ‘pseudo-simultaneous’ photometric data
points by rescaling the flux levels of the SDSS photometry to match
the UVOT flux density, assuming that the spectral shape is constant.
We quantify the uncertainty due to possible spectral shape varia-
tion in Section 5.1. For the lowest redshift quasars in our sample (z

� 1.9), we prefer to match the observed Swift U-band flux (central
wavelength 3465 Å) and the SDSS u band (central wavelength 3551
Å), as they sample very similar wavelength ranges. For objects with
z ≥ 1.9 the U and u bands are strongly absorbed by the Lyman α

forest, and may not display the same flux variations as the unab-
sorbed continuum. We therefore match the fluxes to either the Swift
B or V bands for z � 1.9 objects, choosing whichever bandpass we
infer to be more continuum dominated at a given redshift.

To determine the necessary rescaling, we fit the SDSS broad-band
photometry with a power-law model, omitting any SDSS bands that
sample strong quasar emission lines (Section 5.1). We use this model
to estimate the flux density, as observed by the SDSS, at the pivot
wavelength of the Swift UVOT bandpass selected for matching.
Based thereon, we rescale the SDSS photometric data to the flux
level at the time of the UVOT observations.

For the z = 3.53 quasar Q1442+101, all of the UVOT bands
cover spectral regions absorbed by the Lyman α forest. In these
cases, our best option is to scale the SDSS photometry based on
the Swift V band and the SDSS g band. We consider this particular
scaling to be highly uncertain, and therefore regard the subsequent
modelling as only a rough estimate of the UV continuum level.

5 D E T E R M I N I N G T H E U V TO X - R AY
S P E C T R A L E N E R G Y D I S T R I BU T I O N

For black hole masses of the order of 109 M�, typical of bright
quasars, standard α-disc models predict that the inner accretion
disc emission peaks in the far-UV or EUV (e.g. Shakura &
Sunyaev 1973). The X-ray emission is commonly thought to be
reprocessed UV continuum emission, along with a contribution
from the jet for RLQ (Section 1). Thus, by studying the continuum
emission on each side of the unobservable EUV region, and assum-
ing a shape for the EUV SED, we can constrain the energy released
by the central accretion process (albeit with some uncertainty in-
volved, Section 6.6). In this calculation, we do not include the IR
emission in our estimate of the accretion energy, as the IR emission
is due to dust outside the central regions, heated by the central con-
tinuum emission (e.g. Barvainis 1987; Hughes et al. 1993). In the
following, we describe our modelling of the quasar UV continuum
using UVOT and SDSS data (Section 5.1), and present the observed
SEDs covering the rest-frame UV and X-ray regimes based on our
data and modelling (Section 5.2).

5.1 Modelling the UV quasar continuum

Here, we model the UV continuum emission over the rest-frame
wavelength interval 1000–3000 Å. The dominant spectral com-
ponent in the rest-frame UV for these quasars is the continuum
emission due to the accretion disc. We expect the host galaxy con-
tamination of the UV continuum to be low: luminous quasars are
known to reside in massive elliptical galaxies at z � 0.25 (Dunlop
et al. 2003), which are faint emitters below rest-frame 4000 Å (e.g.
Kinney et al. 1996). At higher redshift, there is evidence for quasar
host galaxies being actively star forming, however, the AGN contri-
bution is still brighter than the host galaxy by ∼2 mag in the U band
(Floyd et al. 2012). The broad emission lines, on the other hand, can
contribute significantly to the broad-band flux if they are covered
by the UVOT bandpasses. Absorption features such as the Lyman
α forest bluewards of 1200 Å also complicate the measurement of
the underlying continuum flux.

For all 42 UVOT-detected quasars, we have broad-band pho-
tometry in at least two bandpasses (Section 3.2). For 23 quasars
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Table 3. Swift UVOT flux measurements.

Object E(B − V) Fλ Fλ Fλ Fλ Fλ Fλ SDSS matching
name UW1 UW2 UM2 U B V bandpass
(1) (2) (3) (4) (5) (6) (7) (8) (9)

J0147−1014a 0.0303 ± 0.0009 7.85 ± 1.21 <4.48 <1.48 53.07 ± 3.06 39.73 ± 2.45 30.94 ± 2.95 B
J0823+0611a 0.0224 ± 0.0003 – – 24.92 ± 1.30 28.87 ± 1.25 33.28 ± 1.25 24.11 ± 1.16 B
J0948+0855a 0.0258 ± 0.0005 49.25 ± 2.76 10.37 ± 1.87 9.37 ± 1.02 78.18 ± 3.33 60.05 ± 2.57 46.51 ± 2.29 B
J1049−0110a 0.0349 ± 0.0013 <6.50 <2.73 <1.37 <8.30 <11.01 <15.81 –
J1106−1731a 0.0395 ± 0.0011 – – – 28.51 ± 1.16 44.95 ± 1.51 33.52 ± 1.30 V
J1111+0237a 0.033 ± 0.0012 52.32 ± 2.75 – 52.38 ± 2.66 65.61 ± 2.83 43.24 ± 1.86 30.32 ± 1.84 B
J1125+0001a 0.0258 ± 0.0003 45.14 ± 2.42 – – 79.27 ± 3.25 46.91 ± 1.77 27.31 ± 1.40 V
J1144+0327a 0.0186 ± 0.0005 23.91 ± 1.46 – 3.61 ± 0.56 61.29 ± 2.85 44.61 ± 1.99 36.70 ± 2.12 B
J1318+0111a 0.0266 ± 0.0011 55.38 ± 2.88 – – 58.10 ± 2.43 35.77 ± 1.42 21.63 ± 1.22 B
J1429+0240a 0.0252 ± 0.0006 70.34 ± 4.83 66.40 ± 4.67 64.05 ± 4.61 74.90 ± 2.94 64.54 ± 3.75 45.70 ± 4.10 B
J1457+0247a 0.041 ± 0.0011 27.89 ± 1.82 9.13 ± 1.40 12.12 ± 1.81 74.91 ± 3.37 56.24 ± 3.85 62.82 ± 5.06 B
J2348+0039a 0.0228 ± 0.0009 13.36 ± 1.18 3.62 ± 0.33 <1.86 56.54 ± 2.76 40.11 ± 1.99 24.46 ± 1.99 B
Q0002−008 0.046 ± 0.0079 – – – 23.76 ± 1.18 18.60 ± 1.21 13.76 ± 1.42 B
Q0015+026 0.0258 ± 0.0006 – – – 4.68 ± 0.51 8.69 ± 0.80 5.31 V
Q0020+022 0.0229 ± 0.0004 16.20 ± 1.12 – – 21.78 ± 1.35 16.22 ± 1.92 <16.08 B
Q0038−019 0.0196 ± 0.0004 46.19 ± 2.40 – – 84.42 ± 3.47 54.45 ± 2.27 38.92 ± 2.50 B
Q0040−017 0.0253 ± 0.001 2.96 ± 0.54 – – 7.11 ± 0.81 8.23 ± 1.47 <14.85 B
Q0106+013 0.0207 ± 0.0008 10.95 ± 0.80 – – 32.57 ± 1.59 25.11 ± 1.77 20.32 ± 2.73 B
Q0115−011 0.0274 ± 0.001 – – – 44.99 ± 1.87 40.02 ± 1.66 24.50 ± 1.33 V
Q0123+257 0.0913 ± 0.0019 18.76 ± 1.08 – – 33.71 ± 1.41 35.57 ± 1.90 24.74 ± 2.18 B
Q0226−038 0.0261 ± 0.0012 – – – 85.72 ± 3.39 55.14 ± 1.97 38.20 ± 1.55 B
Q0238+100 0.2025 ± 0.0385 34.36 ± 0.92 – – 66.17 ± 1.25 41.52 ± 1.13 29.68 ± 1.42 –
Q0244+017 0.0382 ± 0.0012 – – – 21.74 ± 1.10 13.34 ± 1.00 9.74 ± 1.20 V
Q0249−184 0.0247 ± 0.0009 – – – – 7.91 ± 0.59 13.05 ± 0.83 –
Q0252+016 0.0802 ± 0.0034 – – – 46.15 ± 1.63 51.37 ± 1.66 36.18 ± 1.56 V
Q0445+097 0.2798 ± 0.0165 – – – 8.73 ± 0.45 12.68 ± 0.54 <8.82 –
Q0458−020 0.0638 ± 0.0022 – – – 9.51 ± 0.51 18.04 ± 0.73 18.10 ± 0.93 –
Q0504+030 0.0564 ± 0.0012 – – – 13.42 ± 0.67 19.38 ± 0.82 12.18 ± 0.85 –
Q0808+289 0.0288 ± 0.0003 – – – 49.02 ± 2.16 39.09 ± 1.69 27.38 ± 1.55 V
Q1311−270 0.0655 ± 0.0013 17.74 ± 0.84 – – 41.02 ± 1.44 39.18 ± 1.43 25.11 ± 1.36 –
Q1402−012 0.0469 ± 0.0008 – – – 23.87 ± 0.96 28.98 ± 1.04 19.80 ± 0.89 V
Q1442+101 0.0217 ± 0.0008 – – – – 22.94 ± 0.89 26.63 ± 1.15 V
Q1542+042 0.0746 ± 0.0059 – – – 39.34 ± 1.34 30.43 ± 0.99 18.86 ± 0.97 V
Q1614+051 0.0577 ± 0.0016 – – – – 6.00 ± 0.64 9.08 ± 0.86 V
Q1626+115 0.0487 ± 0.0006 21.08 ± 1.30 – – 26.79 ± 1.37 19.08 ± 1.57 17.11 ± 2.16 V
Q1656+477 0.0177 ± 0.0006 58.85 ± 3.11 – – 67.22 ± 3.05 43.16 ± 2.35 26.59 ± 2.38 U
Q1726+344 0.0261 ± 0.0005 – – – 10.22 ± 0.64 15.35 ± 0.82 8.60 ± 0.86 B
Q2212−299 0.013 ± 0.0003 – – – – 56.52 ± 2.00 37.85 ± 1.44 –
Q2223+210 0.04 ± 0.0017 30.28 ± 1.62 – – 78.63 ± 3.07 51.88 ± 2.17 33.31 ± 2.22 V
Q2251+244 0.1695 ± 0.0187 – – – 28.60 ± 0.88 30.39 ± 0.99 18.13 ± 1.16 B
Q2334+019 0.0477 ± 0.0015 – – – 20.71 ± 0.97 – 11.75 ± 1.07 U
Q2341+010 0.032 ± 0.0015 – – – 30.54 ± 1.49 19.18 ± 1.32 8.30 ± 1.51 V
Q2350−007 0.0306 ± 0.0014 15.36 ± 1.00 – – 21.59 ± 1.20 18.49 ± 1.61 16.38 ± 2.61 B
Q2359+002 0.0252 ± 0.002 – – – <4.23 <7.00 <7.06 –

Notes. (1) Object name. (2) The differential extinction E(B − V) is adopted from the work of Schlafly & Finkbeiner (2011), and is the mean value of all
measurements within a 2 arcmin aperture centred on the quasar coordinates. (3,4,5,6,7,8) The effective flux density at the pivot wavelength in each UVOT
bandpass, in unit of 1017 erg s−1 Å−1, assuming a power-law source SED over the bandpass (Section 3.2.3). The 1σ uncertainties on Fλ are listed for detected
quasars. The 5σ upper limits are listed for non-detections. Filters that were not used for a given observation are marked with ‘–’. (9) The UVOT filter bandpass
used for rescaling of the SDSS photometric fluxes (Section 4). Quasars which lack SDSS photometry, or which are not detected in UVOT imaging, are marked
with ‘–”.
aFor typographical reasons, we shorten the names of the SDSS quasars in this table. See Table 1 for the full names.

with supplementary SDSS spectroscopy (Section 4), we use these
spectra to ascertain which of the available photometric bandpasses
suffer absorption- or emission-line contamination. For objects with-
out SDSS spectra, we use the composite quasar spectrum of Selsing
et al. (2016) as a guide. This template spectrum is comprised of
bright quasars with little host galaxy contribution, as expected for
our z ≈ 2 sample. We perform an initial power-law model fit using
all available photometric bands (Fig. 4, left-hand panel). If the flux

density in a given band lies outside the 1σ uncertainty range of
this initial model, and we see emission or absorption features in
the spectrum at that bandpass, we exclude it from the final model
(Fig. 4, right-hand panel). For quasars with little usable photometric
data, we exclude data points only if we believe that they introduce
a gross error into our estimate of the integrated UV flux. For exam-
ple, we exclude the UVOT U band for quasar Q0249−184 to avoid
fitting an unrealistically red model continuum (Fig. A8).
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Table 4. Swift UVOT apparent magnitudes.

Object mUW1 mUW2 mUM2 mU mB mV

(1) (2) (3) (4) (5) (6) (7)

J014725.50−101439.11 19.26 ± 0.17 <20.19 <21.24 17.05 ± 0.06 18.03 ± 0.07 17.71 ± 0.10
J082328.62+061146.07 – – 18.18 ± 0.06 17.72 ± 0.05 18.22 ± 0.04 17.98 ± 0.05
J094853.60+085514.40 17.27 ± 0.06 19.28 ± 0.20 19.24 ± 0.12 16.64 ± 0.05 17.58 ± 0.05 17.26 ± 0.05
J104915.44−011038.18 <19.47 <20.73 <21.33 <19.07 <19.42 <18.44
J110607.48−173113.60 – – – 17.73 ± 0.04 17.90 ± 0.04 17.62 ± 0.04
J111159.70+023719.76 17.20 ± 0.06 – 17.37 ± 0.06 16.83 ± 0.05 17.94 ± 0.05 17.73 ± 0.07
J112542.30+000101.33 17.36 ± 0.06 – – 16.62 ± 0.04 17.85 ± 0.04 17.84 ± 0.06
J114449.32+032751.96 18.05 ± 0.07 – 20.27 ± 0.17 16.90 ± 0.05 17.91 ± 0.05 17.52 ± 0.06
J131810.74+011140.86 17.14 ± 0.06 – −− 16.96 ± 0.05 18.15 ± 0.04 18.10 ± 0.06
J142923.92+024023.14 16.88 ± 0.07 17.27 ± 0.08 17.15 ± 0.08 16.68 ± 0.04 17.50 ± 0.06 17.28 ± 0.10
J145717.86+024747.36 17.89 ± 0.07 19.42 ± 0.17 18.96 ± 0.16 16.68 ± 0.05 17.65 ± 0.07 16.94 ± 0.09
J234830.41+003918.57 18.69 ± 0.10 20.42 ± 0.10 <21.00 16.99 ± 0.05 18.02 ± 0.05 17.96 ± 0.09
Q0002−008 – – – 17.93 ± 0.05 18.86 ± 0.07 18.59 ± 0.11
Q0015+026 – – – 19.47 ± 0.10 19.50 ± 0.09 19.62 ± 0.17
Q0020+022 18.48 ± 0.08 – – 18.02 ± 0.07 19.00 ± 0.13 <18.42
Q0038−019 17.34 ± 0.06 – – 16.55 ± 0.04 17.69 ± 0.05 17.46 ± 0.07
Q0040−017 20.32 ± 0.19 – – 19.24 ± 0.12 19.74 ± 0.19 <18.50
Q0106+013 18.90 ± 0.08 – – 17.59 ± 0.05 18.53 ± 0.08 18.16 ± 0.15
Q0115−011 – – – 17.24 ± 0.05 18.02 ± 0.05 17.96 ± 0.06
Q0123+257 18.31 ± 0.06 – – 17.55 ± 0.05 18.15 ± 0.06 17.94 ± 0.10
Q0226−038 – – – 16.54 ± 0.04 17.68 ± 0.04 17.48 ± 0.04
Q0238+100 17.66 ± 0.03 – – 16.82 ± 0.02 17.98 ± 0.03 17.75 ± 0.05
Q0244+017 – – – 18.03 ± 0.06 19.22 ± 0.08 18.96 ± 0.13
Q0249−184 – – – – 19.78 ± 0.08 18.64 ± 0.07
Q0252+016 – – – 17.21 ± 0.04 17.75 ± 0.04 17.54 ± 0.05
Q0445+097 – – – 19.02 ± 0.06 19.27 ± 0.05 <19.07
Q0458−020 – – – 18.92 ± 0.06 18.89 ± 0.04 18.29 ± 0.06
Q0504+030 – – – 18.55 ± 0.05 18.81 ± 0.05 18.71 ± 0.08
Q0808+289 – – – 17.14 ± 0.05 18.04 ± 0.05 17.83 ± 0.06
Q1311−270 18.38 ± 0.05 – – 17.34 ± 0.04 18.05 ± 0.04 17.93 ± 0.06
Q1402−012 – – – 17.92 ± 0.04 18.37 ± 0.04 18.19 ± 0.05
Q1442+101 – – – – 18.63 ± 0.04 17.87 ± 0.05
Q1542+042 – – – 17.38 ± 0.04 18.32 ± 0.04 18.24 ± 0.06
Q1614+051 – – – – 20.08 ± 0.12 20.08 ± 0.11
Q1626+115 18.22 ± 0.06 – – 17.87 ± 0.05 18.82 ± 0.07 18.27 ± 0.11
Q1656+477 17.08 ± 0.06 – – 16.80 ± 0.05 17.94 ± 0.06 17.87 ± 0.10
Q1726+344 – – – 18.84 ± 0.07 19.06 ± 0.06 19.10 ± 0.10
Q2212−299 – – – – 17.65 ± 0.04 17.48 ± 0.04
Q2223+210 17.80 ± 0.06 – – 16.63 ± 0.04 17.74 ± 0.04 17.63 ± 0.07
Q2251+244 – – – 17.73 ± 0.03 18.32 ± 0.04 18.29 ± 0.07
Q2334+019 – – – 18.08 ± 0.05 – 18.76 ± 0.10
Q2341+010 – – – 17.66 ± 0.05 18.82 ± 0.07 19.13 ± 0.20
Q2350−007 18.53 ± 0.07 – – 18.03 ± 0.06 18.86 ± 0.09 18.40 ± 0.17
Q2359+002 – – – <19.80 <19.91 <19.31

Notes. (1) Object name. (2,3,4,5,6,7) Apparent magnitudes on the UVOT photometric system. The 1σ uncertainties are listed for detected quasars. The
5σ upper limits are listed for non-detections. Filters that were not used for a given observation are marked with ‘–’.

Table 5. Summary of Swift detections for our sample.

UVOT Detected in 2 Detected in ≥3 Suma

non-detection UVOT filters UVOT filters

XRT non-detection 2 3 16 21
XRT detection 0 4 19 23
Sumb 2 7 35 (Sample of 44)

aNumber of XRT detections and non-detections, irrespective of UVOT de-
tection status.
bNumber of objects with a given UVOT detection status, irrespective of
XRT detection status. All detected objects were detected in two or more
bandpasses.

We fit a power-law model,10 Fλ = Aλ−βUV , to the measured
UVOT and the rescaled SDSS fluxes. Here, Fλ denotes the flux
density at wavelength λ, while βUV is the UV spectral index. We
perform a non-linear least-squares fit of this model to the available
photometric data based on the Levenberg–Marquardt algorithm, us-
ing the SCIPY.OPTIMIZE package.11 Fig. 4 shows a typical case for a
quasar with SDSS photometry. The left-hand panel shows a model

10 Equivalently, some authors fit a power-law model in wavelength space,
F(λ) = Aλλ

−β . Given that F(ν) = Fλ(dν/dλ), the relation between the
power-law indices is β = α − 2.
11 SCIPY: Open Source Scientific Tools for PYTHON, 2001, http://www.
scipy.org/ [Online; accessed 2015 October 27]
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Figure 4. Steps in our modelling of the UV/optical spectrum for quasar Q0226−038. The dark blue curve and light blue shaded area shows our power-law
continuum model and its uncertainty, fitted to the UVOT broad-band photometric data (black points) and to the SDSS photometry (gold squares). The composite
spectrum of bright 1.1 < z < 2.1 quasars compiled by Selsing et al. (2016), scaled to match the model flux at 2500 Å, is included for illustrative purposes (grey
curves). Left-hand panel: a fit to all available photometric data, including the UVOT U and SDSS u bands, which cover the Lyman α emission line, and the SDSS
g filter, which is superimposed on the C IV broad emission line. Right-hand panel: final model after removing the aforementioned emission-line-contaminated
bandpasses (red crosses). Note that the rescaling of the SDSS data points changes slightly between the initial and the final model. This is due to the g filter that
is no longer being used in the rescaling of SDSS photometry for the final fit.

fitted to all available photometric data, while the right-hand panel
shows our final model, for which we reject the UVOT U and SDSS
u bands in accordance with the criteria outlined above. We tabulate
the model values of βUV and Fν(2500 Å) in Table 6. The photomet-
ric data and best-fitting models for our quasars are shown in the
Appendix (Figs A1–A15, right-hand panels).

For three objects, we only have a single usable photometric
data point according to the above criteria (namely, Q0249−184,
Q0445+097 and Q2212−299). To obtain a guideline estimate of
the continuum emission in this case, we adopt a power-law model
with a spectral index equal to the canonical value βUV = 1.5, scaled
to this single photometric data point. For three quasars, only two UV
photometric measurements are usable (Q0238+100, Q0458−020
and Q0504+030). In these cases, we make a guideline estimate of
the UV SED by connecting the two photometry points with a power-
law function. We exclude all six of the aforementioned quasars from
the analyses of Section 6, as we regard their UV continuum models
as very crude guideline estimates, unfit for further analysis.

Our flux rescaling of the SDSS data (Section 4) assumes that
the UV spectral index does not vary significantly on time-scales
of years. In fact, quasar UV–optical spectral index variations have
been observed, of order 
βUV ≈ 0.2 (Pu, Bian & Huang 2006;
Bian et al. 2012; Schmidt et al. 2012; Zhang 2013). To quantify
the ‘worst-case’ uncertainty due to spectral index variation, we ar-
tificially steepen the spectral index of the SDSS photometry by

βUV = 0.2 for quasar Q0038−019, leaving the UVOT data un-
changed, and repeat our UV modelling (including the flux rescal-
ing). This quasar is a fairly typical case for our SDSS sample, with
two UVOT bandpasses and four SDSS bandpasses used to model
the continuum. We find that the spectral index of the joint continuum
model steepens significantly (
βUV = 0.19), while the integrated
UV luminosity changes by less than 1 per cent. Although modelling
based on UVOT photometry alone would negate the issue of spectral
variability, the resulting SEDs would lack near-UV data for most
sample quasars. We therefore prefer to include the SDSS photom-
etry where available. A major advantage of observing with Swift is
the simultaneity between X-ray and UV–optical observations. We

therefore do not use SDSS data to determine the UV–optical SED
in cases where we lack a UVOT detection; in such cases we are
ignorant of the appropriate flux rescaling for the SDSS photometry.

5.2 UV to X-ray spectral energy distributions

The rest-frame UV to X-ray SEDs of two quasars are shown in
Fig. 5. The remainder of our sample SEDs are presented in the
Appendix. In the left-hand panels, we show νLν as a function of ν.
To represent the observed XRT data in units of physical flux, we
show the ‘unfolded’ XRT spectrum, i.e. the measured number of
counts in a given bin, scaled by the ratio of the incident model to
the model convolved with the instrumental response function. The
X-ray data points are rebinned for clarity. Note that unfolded spectra
of this type are model-dependent visualizations of X-ray data; we
find them useful for presentation purposes, but they are not suitable
for further spectral analyses. We also show the best-fitting X-ray
model including Galactic absorption, along with the assumed under-
lying power-law continuum corrected for Galactic absorption. In the
right-hand panels, we show a detailed view of our UV photometry,
along with the best-fitting continuum model, and its 1σ uncertainty
(indicated by a shaded region). Quasar J082328.62+061146.07
(Fig. 5, top) is securely detected by both the UVOT and the XRT.
Quasar J014725.50−101439.11 (Fig. 5, bottom) is an example of
an XRT non-detection, for which we present the 3σ limiting X-ray
luminosity.

We include the SDSS spectra (rescaled by the same factor as for
the SDSS photometric data) in the SED figures (see the Appendix)
for comparison purposes. For many objects, our model continua
overestimate the true continuum level. This is due to the contri-
butions of emission lines (e.g. the blended Fe II and Balmer emis-
sion features redwards of 2000 Å) even in continuum-dominated
bandpasses; see Section 6.6.3. Apart from this, we find significant
flux offsets between the SDSS spectra and the SDSS photome-
try for several objects observed by the SDSS-III BOSS campaign
(Dawson et al. 2013). In most cases, we are able to mitigate these
offsets by applying the flux recalibration given by Margala et al.
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Table 6. Integrated luminosities and SED diagnostics.

Object βUV Fν (2500 Å) αox LX LX LX LUV LEUV LEUV Ltot

name (2–10 keV) (0.3–10 keV) (1–25 keV) (1000–3000 Å) (1000 Å–0.3 keV) (1000 Å–1 keV) (3000 Å–25 keV)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

J0147−1014a 1.28 ± 0.02 3.90 ± 0.27 ≥1.94 – – – 6.55 ± 0.76 – – –

J0823+0611a 1.68 ± 0.02 2.69 ± 0.36 1.42 ± 0.08 0.92+0.10
−0.07 1.75+0.49

−0.77 1.89+0.08
−0.41 8.75 ± 1.18 10.12+2.13

−2.28 14.60+2.51
−2.54 25.23+3.93

−3.96

J0948+0855a 1.02 ± 0.02 6.45 ± 0.63 1.60 ± 0.10 0.51+0.07
−0.07 0.78+0.10

−0.09 1.13+0.22
−0.17 8.45 ± 0.86 5.49+1.12

−1.37 8.50+1.40
−1.49 18.09+2.49

−2.57

J1049−0110a – – – – – – – – – –

J1106−1731a 1.53 ± 0.01 4.18 ± 0.41 ≥1.65 – – – 10.60 ± 1.07 – – –

J1111+0237a 1.72 ± 0.02 3.09 ± 0.30 ≥1.61 – – – 4.98 ± 0.50 – – –

J1125+0001a 1.54 ± 0.02 3.01 ± 0.31 1.41 ± 0.08 0.49+0.07
−0.08 0.86+0.08

−0.09 1.04+0.17
−0.18 3.85 ± 0.42 3.91+0.87

−0.97 5.88+1.02
−1.04 10.55+1.66

−1.64

J1144+0327a 1.15 ± 0.03 4.85 ± 1.92 ≥1.72 – – – 7.57 ± 0.76 – – –

J1318+0111a 1.82 ± 0.02 2.65 ± 0.16 ≥1.66 – – – 3.26 ± 0.21 – – –

J1429+0240a 0.75 ± 0.01 7.06 ± 0.30 ≥1.80 – – – 6.27 ± 0.28 – – –

J1457+0247a 1.13 ± 0.02 5.70 ± 0.73 ≥1.93 – – – 7.81 ± 1.04 – – –

J2348+0039a 0.77 ± 0.02 4.86 ± 0.42 1.52 ± 0.07 0.70+0.05
−0.07 1.03+0.07

−0.08 1.61+0.20
−0.18 5.96 ± 0.42 3.80+0.65

−0.73 6.15+0.85
−0.88 13.73+1.59

−1.62

Q0002−008 1.50 ± 0.01 1.33 ± 0.10 ≥1.68 – – – 3.09 ± 0.67 – – –

Q0015+026 1.76 ± 0.02 0.57 ± 0.09 ≥1.27 – – – 1.50 ± 0.25 – – –

Q0020+022 1.60 ± 0.01 1.25 ± 0.11 ≥1.69 – – – 1.76 ± 0.16 – – –

Q0038−019 1.43 ± 0.03 6.91 ± 0.39 1.46 ± 0.05 0.68+0.07
−0.06 1.11+0.08

−0.10 1.47+0.17
−0.19 5.17 ± 0.63 5.00+0.95

−1.00 7.69+1.17
−1.19 14.33+1.97

−1.97

Q0040−017 1.34 ± 0.04 0.83 ± 0.24 ≥1.33 – – – 1.73 ± 0.51 – – –

Q0106+013 0.89 ± 0.02 2.84 ± 0.19 1.28 ± 0.06 1.99+0.12
−0.19 2.80+0.16

−0.21 4.79+0.64
−0.48 4.10 ± 0.42 3.74+0.62

−0.64 6.52+0.88
−0.89 15.40+1.94

−1.95

Q0115−011 1.56 ± 0.02 3.01 ± 0.39 ≥1.61 – – – 5.85 ± 0.78 – – –

Q0123+257 1.33 ± 0.02 3.07 ± 0.22 1.28 ± 0.09 2.93+0.25
−0.33 4.26+0.25

−0.34 6.87+0.86
−0.87 6.52 ± 0.66 8.17+1.61

−1.79 13.65+2.19
−2.27 27.04+3.70

−3.78

Q0226−038 1.37 ± 0.02 5.31 ± 0.54 1.45 ± 0.07 1.17+0.08
−0.15 1.72+0.16

−0.14 2.70+0.31
−0.28 8.06 ± 1.05 6.95+1.39

−1.49 11.17+1.87
−1.89 21.94+3.24

−3.24

Q0238+100 1.53 (1.54+0.40
−0.51)b 3.33b 1.46 ± 0.07 0.46+0.04

−0.03 0.82+0.03
−0.05 0.96+0.09

−0.10 4.60b 4.68+0.44
−0.57 6.94+0.42

−0.48 12.51

Q0244+017 1.17 ± 0.01 1.19 ± 0.10 ≥1.36 – – – 1.62 ± 0.13 – – –

Q0249−184 1.5b 1.8b ≥1.44 – – – 6.55h – – –

Q0252+016 1.67 ± 0.01 4.13 ± 0.37 ≥1.62 – – – 10.39 ± 0.10 – – –

Q0445+097 1.5 (1.12 ± 0.6)b 1.12b 1.23 ± 0.11 1.00+0.12
−0.18 1.47+0.15

−0.19 2.34+0.27
−0.61 1.93 2.40 4.04 8.24

Q0458−020 −0.02 (0.20 ± 0.18)b, c 3.80b, c 1.24 ± 0.06 3.70+0.25
−0.30 5.83+0.23

−0.31 8.16+0.77
0.76 >5.01b,c 4.46+0.57

−0.66 7.58+0.66
−0.72 20.76+1.43

−1.49

Q0504+030 2.12 (1.63 ± 0.33)b 1.14 1.33 ± 0.16 0.96+0.12
−0.16 1.06+0.12

−0.23 2.520.46
−0.53 3.51 3.810.77

−1.02 6.580.77
1.06 12.61+1.23

−1.51

Q0808+289 1.11 ± 0.02 3.45 ± 0.32 1.46 ± 0.13 0.55+0.10
−0.11 1.01+0.13

−0.18 1.22+0.26
−0.23 4.33 ± 0.42 3.69+0.93

−1.27 5.67+1.08
−1.20 11.21+1.77

−1.88

Q1311−270 0.90 ± 0.03 4.33 ± 1.35 1.48 ± 0.07 0.64+0.05
−0.06 1.30+0.08

−0.07 1.28+0.13
−0.15 6.50 ± 2.1 5.82+2.16

−2.17 8.19+2.56
−2.60 15.98+4.80

−4.77

Q1402−012 1.26 ± 0.01 2.79 ± 0.18 1.63 ± 0.13 0.42+0.06
−0.12 0.53+0.08

−0.09 1.17+0.17
−0.25 5.94 ± 0.41 3.37+0.53

−0.70 5.68+0.78
−0.87 12.79+1.57

−1.66

Q1442+101 1.72 ± 0.01 2.65 ± 0.23 1.43 ± 0.09 4.36+0.32
−0.43 5.79+0.36

−0.59 11.20−0.83
1.02 14.85 ± 2.29 15.25+3.28

−3.45 26.18+4.96
−5.02 52.23+8.09

−8.14

Q1542+042 1.35 ± 0.01 2.93 ± 0.19 1.23 ± 0.06 1.80+0.14
−0.14 3.36+0.21

−0.18 3.72+0.36
−0.18 4.56 ± 0.53 6.81+1.32

−1.38 10.08+1.50
−1.51 18.37+2.38

−2.39

Q1614+051 1.24 ± 0.01 0.90 ± 0.18 1.24 ± 0.15 1.86+0.19
−0.36 2.49+0.27

−0.27 4.72+0.43
0.95 4.08 ± 0.83 5.10+1.64

−1.91 8.84+2.48
−2.59 17.64+3.74

−3.85

Q1626+115 1.31 ± 0.02 1.66 ± 0.14 1.39 ± 0.07 0.74+0.08
−0.08 1.09+0.11

−0.08 1.730.18
−0.18 2.02 ± 0.18 2.14+0.36

−0.40 3.56+0.49
−0.50 7.31+0.87

−0.89

Q1656+477 1.85 ± 0.01 2.95 ± 0.20 1.32 ± 0.06 0.86+0.10
−0.09 1.39+0.13

−0.10 1.890.31
−0.26 3.81 ± 0.27 4.86+0.71

−0.79 7.55+0.81
−0.84 13.25+1.36

−1.39

Q1726+344 1.68 ± 0.01 1.21 ± 0.09 ≥1.34 – – – 2.97 ± 0.24 – – –

Q2212−299 1.5 (2.46 ± 0.07)b 4.91b 1.61 ± 0.12 0.83+0.09
−0.14 1.11+0.13

−0.16 2.12+0.33
−0.33 13.43 9.12 14.85 30.43

Q2223+210 1.46 ± 0.03 3.77 ± 3.11 1.19 ± 0.05 4.31+0.17
−0.22 5.890.29

0.34 10.70+0.60
−0.77 6.03 ± 0.81 7.27+1.28

−1.29 12.92+1.91
−1.91 29.64+3.34

−3.33

Q2251+244 1.08 ± 0.01 4.60 ± 0.39 1.28 ± 0.08 4.03+0.33
−0.37 5.010.28

−0.48 11.50+0.76
−1.42 6.23 ± 0.72 5.22+1.65

−1.09 9.86+1.65
−1.69 27.57+3.13

−3.16

Q2334+019 1.42 ± 0.02 1.42 ± 0.14 ≥1.30 – – – 2.62 ± 0.27 – – –

Q2341+010 1.45 ± 0.02 1.57 ± 0.18 ≥1.87 – – – 2.09 ± 0.29 – – –

Q2350−007 1.56 ± 0.05 1.43 ± 0.30 ≥1.69 – – – 1.63 ± 0.36 – – –

Q2359+002 – – – – – – – –

Notes. (1) Object name. (2) The best-fitting UV–optical quasar continuum slope (Section 5.1). The 1σ uncertainties are derived from the fit covariance matrix.
(3) The flux density at 2500 Å, in units of 10−27 erg s−1 cm−2 Hz−1. (4) The X-ray to UV–optical spectral index αox, as defined by Tananbaum et al. (1979).
(5,6,7) Integrated luminosities over the rest-frame energy intervals 2–10 keV, 0.3–10 keV, and 1–25 keV. Units of 1046 erg s−1. (8) Integrated luminosity over
the rest-frame interval 1000–3000 Å, as derived from our UV continuum modelling, in units of 1046 erg s−1. (9,10) Guideline estimates of the EUV luminosity
(Section 6.6). We interpolate over the rest-frame intervals 1000 Å to 1 keV and 1000 Å to 0.3 keV. Units of 1046 erg s−1. (11) Guideline estimate of the
integrated luminosity over the rest-frame interval 3000 Å–25 keV. Units of 1046 erg s−1.
aFor typographical reasons, we shorten the names of the SDSS quasars in this table. See Table 1 for the full object names.
bDenotes objects with only one or two UV photometric data points suitable for continuum modelling (Section 5.1). Spectral indices as measured by Vestergaard
(2003) are listed in parentheses when available.
cQuasar Q0458−020 has an intervening damped Lyman α system (Wolfe et al. 1993), and appears severely reddened. The measured LUV should be regarded
as a lower limit with respect to the intrinsic luminosity.
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Figure 5. SEDs for two quasars in our sample: one X-ray-detected object (upper panels), and one X-ray non-detection (lower panels). Left-hand panels: rest-
frame UV to X-ray SEDs. The leftmost and rightmost vertical dashed lines indicate the frequencies corresponding to 2500 Å and 2 keV, respectively. Right-hand
panels: detailed view of the UV data and continuum modelling. Symbols: black squares: ‘unfolded’ XRT spectrum (Section 5.2) with 1σ uncertainties. Solid
red curve: X-ray model including Galactic absorption. Dashed magenta curve: intrinsic, absorption-corrected X-ray model. Red triangles: 3σ upper limit fluxes
(for X-ray upper limits, grey dashed line illustrates a � = 1.91 power law). Black dots: Galactic absorption-corrected UVOT photometry. Orange squares:
rescaled SDSS broad-band photometry (Section 4). Red crosses: photometric data points excluded from modelling (Section 5.1). Blue dashed and dash–dotted
lines: EUV interpolations (Section 6.6), connecting with the X-ray model at 0.3 and 1 keV, respectively. Grey curve: SDSS spectrum, if available – otherwise,
composite quasar spectrum of Selsing et al. (2016), scaled to the model flux at 2500 Å. In the right-hand panels, the horizontal bars represent the full-width at
half maximum (FWHM) of the filter bandpasses.

(2016); in the Appendix, we discuss the targets for which this is
successful.

6 M E A S U R E M E N T S A N D A NA LY S I S

Here, we present some fundamental measurements of the quasar
SEDs that help describe the current subsample, including estimates
of the integrated UV to X-ray luminosity (Section 6.6). All X-ray
detected objects are radio loud, while all but one of the X-ray non-
detections are radio quiet. This is unsurprising, as RLQs tend to
be brighter in the X-ray than RQQs at a given optical luminosity
(Zamorani et al. 1981). We will address the remainder of the sample
in future work, pending completion of the Swift observations.

6.1 UV and X-ray luminosities

Our sample spans a full range 1.0 ≤ Lν(2500 Å)/(1046 erg s−1) ≤
9.8 (Fig. 6, left-hand panel), with an average monochromatic UV
luminosity of 〈νLν(2500 Å) 〉 = 4.2 × 1046 erg s−1. Two quasars

are not detected in any UVOT bands; we make no attempt to de-
termine limiting values of Lν(2500 Å) for these objects, as we lack
simultaneous UV data with which to rescale the SDSS photometry.
Six quasars are detected in only one or two UV bandpasses, mak-
ing the determination of Lν(2500 Å) uncertain (Section 5.1). In the
X-ray data we detect 23 quasars and present 3σ upper limits for 21
objects (Fig. 6, right-hand panel). The average νLν(2 keV) for de-
tected objects is 8.3 × 1044 erg s−1. All X-ray-detected objects have
νLν(2 keV) > 1044 erg s−1. The average integrated rest-frame 0.3–
10 keV luminosity for X-ray-detected quasars is 2.0 × 1046 erg s−1.
Thus, our sample is comparable in terms of X-ray luminosity to the
brightest quasars in the Swift sample presented by Wu et al. (2012).

6.2 The X-ray hardness ratio

The X-ray HR is a crude representation of the X-ray spectral slope,
useful for observations with few detected X-ray counts, for which
the photon index � is not well determined. We calculate the HR
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Figure 6. Left: distribution of νLν (2500 Å) for our sample, based on the continuum modelling (Section 5.1). Only quasars detected in three or more UV
bandpasses (solid orange histogram) are included in our further analysis (Section 6.5). Right: distribution of νLν (2 keV). Upper limits for non-detections are
at the 3σ level (solid yellow histogram). This is a stacked histogram (see caption of Fig. 1)

Figure 7. Left: distribution of the X-ray HR for our sample. Here, the soft band is 0.3–1.5 keV, while the hard band is the 1.5–10 keV range. Larger values
of HR imply harder X-ray spectra. This is a stacked histogram (see caption of Fig. 1). Right: redshift distribution of the HRs. The mean hardness ratio is
〈HR〉 = 0.01 with a standard deviation of 0.19 for X-ray detections (black points), 〈HR〉 = −0.08 with a standard deviation of 0.34 for non-detections (grey
crosses).

for each quasar as HR = (H − S)/(H + S). Here, H and S are
the background-subtracted hard-band (observed-frame 1.5–10 keV)
and soft-band (0.3–1.5 keV) source aperture counts, respectively.
We use the C- and FORTRAN-based software Bayesian Estimation
of Hardness Ratios12 (BEHR; Park et al. 2006) to determine the
uncertainties on HR, choosing a flat prior distribution. For X-ray
detections, we find a mean hardness ratio 〈HR〉 = 0.01 ± 0.01, with
a sample standard deviation σ HR = 0.19 (Fig. 7, left-hand panel).
For non-detections, we find 〈HR〉 = −0.08 ± 0.04 and σ HR = 0.34.
For the majority of the X-ray non-detections, the HR is poorly
determined, with uncertainties consistent with the extreme values
(HR = ±1, Fig. 7, right-hand panel). A possible weak tendency for
a higher HR at higher redshift (Fig. 7, right-hand panel) is likely
due to the soft excess becoming increasingly redshifted outside the
Swift observable window at higher z. It is difficult to determine how
common the soft excess feature is at z ∼ 2, due to the redshifting
of the relevant energies into the unobservable EUV spectral region.

12 http://hea-www.harvard.edu/AstroStat/BEHR/

However, if there is a soft excess component, its high-energy tail
would contribute to the XRT soft band for quasars at z ∼ 1.5, but less
so for higher redshift objects. Piconcelli et al. (2005) find evidence
for a soft excess in 39 (of 40) MB � 23 AGN, including a few
objects at z ∼ 1.5.

6.3 The X-ray photon index

For X-ray-detected quasars, we find an average value 〈�〉 = 1.46
± 0.05, with a sample standard deviation of 0.23, and a full range
1.08 ≤� ≤ 1.93. The distribution of � is fairly symmetric around the
mean (Fig. 8, left-hand panel), in agreement with previous studies
of both RLQs and RQQs (e.g. Scott et al. 2011; Wu et al. 2012);
we find a median photon index � = 1.47, in agreement with our
mean value. We see a weak tendency towards decreasing � with
increasing redshift (Fig. 8, right-hand panel). While this tendency
is not highly significant for the current sample (the Spearman rank
correlation p = 3 per cent), it is in agreement with the findings of
Scott et al. (2011) for a larger sample of z < 6 AGN. Similarly to the
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Figure 8. Left-hand panel: distribution of the X-ray photon index � for X-ray-detected quasars, measured across the observed frame energy range 0.3–10 keV.
The average uncertainty on individual measurements of � is 0.15 for observations with Nsub > 50 (orange dotted area), and 0.23 for observations with
20 < Nsub < 50. This is a stacked histogram (see caption of Fig. 1). Right-hand panel: redshift distribution of � for X-ray-detected objects in our sample (black
points), and for radio loud z > 1.5 quasars in the sample of Wu et al. (2012, red stars).

Table 7. Distributions of � in previous studies of RLQ.

Study Redshift Objects 〈�〉a σ�
b Energy

range in sample range (keV)c

(1) (2) (3) (4) (5) (6)

This study 1.5 < z < 3.6 23 1.46 ± 0.05 0.23 0.3–10, obs.
Wu et al. (2012)d 1.5 > z > 5.5 15 1.74 ± 0.11 0.42 0.3–10, obs.
Wu et al. (2013) z � 4 16 1.60 ± 0.06 0.23 2–10, obs.
Scott et al. (2011) z < 6 75 1.86 ± 0.02 0.20 0.5–12
Page et al. (2005) 2 < z < 7 16 1.55 ± 0.04 0.28 2–10
Reeves & Turner (2000) z ≤ 4.3 35 1.66 ± 0.04 0.22 2–10

aThe average value of � for the sample indicated in Column 1. For studies including both RLQs
and RQQs, we include 〈�〉 for the radio-loud subsample only.
bSample standard deviation of �.
cThe energy range over which � is measured. Rest-frame energies unless noted as ‘obs.’.
dIn this study, � is only modelled as a free parameter for those objects with source X-ray counts
Nsub ≥ 100, and for objects with Nsub ≥ 50 and intrinsic absorption consistent with zero. The
authors measure � for 15 of a total of 46 RLQ. This may bias the average value of � for the
measured subsample.

weak trend discussed in 6.2, the cause of this trend in our sample
may be the redshifting of the soft excess out of the XRT observing
window.

We find a smaller 〈�〉 than that of any other study of RLQ of
which we are aware (Table 7). While the RLQ presented by Scott
et al. (2011) are fainter than our sample in terms of the integrated lu-
minosity between 2 and 10 keV, those presented by Wu et al. (2012)
have comparable luminosities, and those of Page et al. (2005) are
more luminous. Thus, this discrepancy is not purely a luminosity
effect. The use of different energy ranges for which � is measured
for the different studies complicates this issue. However, the dis-
crepancy persists if we limit our X-ray modelling to the rest-frame
2–10 keV energy range to allow a direct comparison with the find-
ings of Page et al. (2005) and Reeves & Turner (2000): for this
energy range, we find 〈�〉 = 1.23 ± 0.12. Given our moderate
sample size (23 detected RLQ), the low 〈�〉 may simply be a sta-
tistical anomaly. Indeed, the discrepancy between our sample and
that of Wu et al. (2012) is driven by just three objects with � > 2
in their sample (Fig. 8). We discuss a possible explanation for this
discrepancy, should it be real, in Section 7.

6.4 The UV–optical spectral index

For quasars with at least three photometric data points used in
the modelling, we find an average spectral index 〈βUV〉 = 1.41 ±
0.05, with a sample standard deviation of σβ = 0.33. This is some-
what redder than the βUV = 1.56 measured for the SDSS com-
posite quasar spectrum (Vanden Berk et al. 2001). It is, however,
consistent with the average value 〈βUV〉 = 1.34 ± 0.15 found
by Carballo et al. (1999) for RLQ. We note that our UV–optical
measurements, and those of Carballo et al. (1999), are based on
broad-band photometry. Vestergaard (2003) presents measurements
of the UV continuum slope, based on spectroscopic data, for 22
quasars in the current sample. These measurements are on average
steeper (bluer) than our βUV by 0.32 ± 0.11. This indicates that
our modelling is affected by broad emission-line contamination
of the photometric bandpasses, despite our strategy of excluding
bandpasses with strong broad-line contributions (Section 5.1). In
particular, the presence of Balmer continuum emission and of the
multitude of Fe II emission lines in the rest-frame near-UV causes
a systematic overestimation of the continuum level and a flatten-
ing of the measured spectral index. In Section 6.6, we quantify
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Figure 9. Distribution of αox (and 3σ upper limits for X-ray non-detections)
for all quasars with reliable UV continuum fits (Section 6.5). This is a stacked
histogram (see caption of Fig. 1). The red histogram shows the distribution
of αox for objects detected in both UV and X-ray data at z > 1.5 in the sample
of Wu et al. (2012), comprising both radio quiet and RLQs. This histogram is
normalized to have the same total area as that of our X-ray-detected sample.

the resulting systematic uncertainty introduced into our accretion
luminosity estimates.

6.5 The X-ray to UV spectral index αox

We measure the X-ray to UV spectral index αox as defined by
Tananbaum et al. (1979), or its 3σ lower limit, for each quasar for
which we have a UVOT detection (Table 6). In the following dis-
cussion, we only include quasars for which we have three or more
photometry data points suitable for our UV continuum modelling
(36 objects, Section 5.1). We find an average value of 〈αox〉 = 1.39
± 0.03 for the X-ray detected objects, with a sample standard de-
viation of 0.12 (Fig. 9). Assuming that those upper limits with αox

≈ 2 are close to the true values, our sample covers a similar range
of αox as the z > 1.5 subsample of Wu et al. (2012), comprising
both RLQs and RQQs, as shown in Fig. 9. The mean value of αox

for the RLQ subsample is in rough agreement with previous studies
of RLQs (Wu et al. 2013, 〈αox〉 = 1.35 ± 0.05, Miller et al. 2011,
〈αox〉 = 1.37 ± 0.03). Previous studies tend to find a steeper αox

for RQQs than for RLQs. For example, Steffen et al. (2006) find
〈αox 〉 = 1.71 ± 0.02 for RQQs with comparable UV–optical lumi-
nosities to our sample. The upper limits on αox obtained for RQQs
in our sample are consistent with this: we find an average limiting
value of αox >1.62.

At low redshift, αox correlates with � (as measured in the ob-
served XRT band, 0.3–10 keV) in the sense that AGN that are X-
ray faint relative to the optical–UV tend to have softer X-ray SEDs
(Atlee & Mathur 2009; Grupe et al. 2010). We find no such correla-
tion in our z ≈ 2 sample, for which we model the SED at rest-frame
energies �0.75 keV. As suggested by Wu et al. (2012), the observed
trend at low redshift is likely driven by the soft X-ray excess com-
ponent. The soft excess may be due to Compton-upscattered UV
emission from the accretion disc, and may therefore be stronger
when the accretion disc is brighter relative to the coronal emission
(i.e. for higher values of αox). The lack of this trend in our data
is then explained by the redshifting of the soft excess outside our
spectral window.

The relationship between αox and Lν(2500 Å) for RQQs has been
studied by several authors (e.g. Tananbaum et al. 1979; Wilkes

Figure 10. The SED shape, as represented by αox, as a function of
Lν (2500 Å). The dashed blue line shows the Lν (2500 Å)–αox sample of
Wu et al. (2012), which contains both RLQs and RQQs, but is predomi-
nately radio quiet. The red dotted line shows the Lν (2500 Å)–αox relation
found by Strateva et al. (2005) for RQQs. We note that the distribution
of our X-ray detections (which are radio loud) is offset from the relations
previously established for RQQs.

et al. 1994; Strateva et al. 2005; Wu et al. 2012). These authors
find a non-linear relationship between the UV and X-ray luminosi-
ties, with more UV-luminous AGN being relatively weaker X-ray
emitters. Given the small dynamic range in Lν(2500 Å) for X-ray
detections in our current sample, it is unsurprising that this trend
does not exist in our data [a generalized Kendall’s τ test gives the
probability p = 0.17 of observing this distribution given no intrin-
sic relation between Lν(2500 Å) and αox]. Here, we simply note
that our X-ray detections are offset from the previously established
relationships between Lν(2500 Å) and αox for RQQs (Fig. 10), as
expected for RLQ as they tend to be X-ray bright (e.g. Zamorani
et al. 1981; Miller et al. 2011).

6.6 Integrated luminosities

6.6.1 X-ray and UV luminosities

As a measure of the X-ray luminosity of the quasars, we integrate
the power-law model corrected for Galactic absorption over the rest-
frame energy range 1–25 keV, LX(1–25 keV). We select this energy
range as it requires minimal extrapolation from the observed spec-
trum, given the redshift range of our sample. For ease of comparison
with other work, we also provide two alternative estimates of the
X-ray luminosity: namely, LX (0.3–10 keV), integrated from 0.3 to
10 keV in the rest-frame (which implies an extrapolation of our
model fit into the soft X-rays, and is therefore systematically under-
estimated if these quasars have a soft excess component), and LX

(XRT Band), integrated from 0.3 to 10 keV in the observed frame.
The latter involves no extrapolation, but is not directly compara-
ble between objects at different redshifts. Similarly, we estimate
the quasar’s UV luminosity LUV by integrating the UV continuum
model over the rest-frame interval 1000–3000 Å. These measure-
ments of LUV and LX, along with their uncertainties as propagated
from the 1σ errors on the respective model parameters, are tabulated
in Table 6.

6.6.2 Extreme-UV and total luminosities

The EUV is not directly observable due to strong absorption by the
neutral hydrogen and helium in the Milky Way, in the intergalactic
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medium, and by gas in the quasar host galaxy. This spectral region
may harbour the peak energy output of the accretion disc emission
feature (Section 1), and must therefore be included in an estimate
of the accretion luminosity. Physically motivated modelling of the
EUV energy output generally depends on parameters that are not
strongly constrained by broad-band photometric observations. For
example, the accretion disc model used by Done et al. (2012) re-
quires a determination of the black hole mass (or spin). It also
requires that the thermal emission peak is constrained by the ob-
servations, which is not true of z ≈ 2 quasars observed with Swift.
Similarly, the truncated power-law model employed by Korista et al.
(1997) depends on an inner-disc cutoff temperature that is not con-
strained by broad-band data. For the low-redshift Seyfert galaxy
NGC 5548, Kilerci Eser and coworkers find that a simple linear in-
terpolation between the observed UV and X-ray luminosities yields
an integrated luminosity roughly halfway between that predicted
by the Done et al. (2012) and the Korista et al. (1997) models. The
difference between the interpolated luminosity and either of the
model predictions is 23 per cent (Kilerci-Eser 2014; Kilerci-Eser &
Vestergaard in preparation). Due to our ignorance of the EUV SED
shape, and following Grupe et al. (2010) and Wu et al. (2012), we
make guideline estimates of the EUV luminosities, LEUV, by inter-
polating over the EUV region using a power-law function. Due to
Lyman α forest absorption and/or Lyman α emission in the shortest
wavelength UVOT bandpass, we do not use this data point di-
rectly in the interpolation. Instead we use our UV continuum model
(Section 5.1). However, due to emission-line contamination, our UV
model systematically overestimates the continuum luminosity. We
quantify the resulting systematic uncertainty on the EUV luminosity
and on the integrated X-ray to UV luminosity in Section 6.6.3.

Several previous studies find a spectral turnover at roughly
1000 Å (Shang et al. 2005; Barger & Cowie 2010; Shull et al. 2012;
Stevans et al. 2014). We therefore interpolate between the 1000
Å model luminosity and the 1 keV unabsorbed X-ray model lu-
minosity (blue dash–dotted curves, Figs 5 and A1–A15). We also
interpolate between 1000 Å and 0.3 keV, providing an alternative
estimate of LEUV (blue dashed lines). The latter interpolation may
be more appropriate for quasars that lack the soft X-ray excess
component; for these z ≈ 2 quasars, we cannot determine whether
the soft excess component is present based on the XRT data. In any
case, due to our ignorance of the EUV SED, the resulting integrated
luminosities are order-of-magnitude estimates. The work of Kilerci-
Eser & Vestergaard (in preparation) suggests that the uncertainty on
LEUV due to model assumptions is of the order of 25 per cent.

We tabulate LEUV, along with the estimated total UV to X-ray
luminosity Ltot = LUV + LEUV + LX(1–25), in Table 6. The 1σ un-
certainties on LEUV for X-ray-detected quasars are calculated by
extrapolating between the 1σ limiting values of the 1000 Å and
1 keV flux densities. The average value of Ltot for X-ray-detected
objects in our sample is 1.8 × 1047 erg s−1, with a full span between
Ltot = 6.3 × 1046 erg s−1 and Ltot = 4.5 × 1047 erg s−1 (Fig. 11).
Thus, the X-ray-detected objects in our sample are comparable in
terms of accretion luminosity with the more luminous objects pre-
sented by Wu et al. (2012).

6.6.3 Systematic uncertainty on Ltot due to UV emission-line
contribution

While we exclude data points that we believe to be strongly con-
taminated by emission lines from our UV continuum modelling
(Section 5.1), the remaining bands also have an emission-line
contribution. In particular, the broad, blended Fe II emission lines

Figure 11. Stacked histogram of Ltot (3000 Å–25 keV) for all sample
quasars with both XRT and UVOT detections. Quasars with only one or two
UV photometric data points suitable for continuum fitting (Section 5.1) are
shown as striped and hashed regions, respectively.

Figure 12. Rescaling of continuum model to match the flux level of the
continuum-dominated ‘window’ near 1450 Å. For this quasar, both the
UVOT (black points) and SDSS (orange diamonds) photometry bandpasses
suffer some emission-line contamination. The horizontal error bars indicate
the width of the photometric bandpasses. We decrease the model flux (blue
curve) by 10 per cent, at which point it roughly matches the SDSS spec-
troscopy (dark grey curve) at 1450 Å. The blue shaded region shows the
uncertainty on the rescaled continuum level. The original continuum model
fit, before rescaling, is shown as a light grey curve near the upper edge of
the blue shaded region.

and Balmer continuum produce a ‘pseudo-continuum’ feature at
rest-frame 2000–4000 Å. We estimate the resulting systematic un-
certainty as follows. The narrow spectral region around 1450 Å is
thought to be almost free of emission-line flux (e.g. Vanden Berk
et al. 2001; Selsing et al. 2016). We therefore adjust the scaling of
the UV power-law continuum model until its flux density around
1450 Å roughly matches the continuum flux in this spectral re-
gion (Fig. 12). For objects lacking SDSS spectroscopy, we perform
this test using the Selsing et al. (2016) quasar template, scaled to
the initial continuum model flux at 2500 Å. We find that the sys-
tematic overestimation of the UV continuum flux is approximately
25 per cent in the worst cases, and 11 per cent on average. The
resulting overestimation of Ltot is 18 per cent in the worst cases,
and 8 per cent on average. While the main purpose of this exercise
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is to obtain an estimate of the average systematic uncertainty, we
nevertheless provide preliminary corrections to the UV, EUV and
total luminosities (Table 8). These corrections are somewhat sub-
jective in nature, and should be used with caution. Note that the
UV–optical models shown in the Appendix are the original model
fits, before applying this correction.

6.6.4 Bolometric luminosity estimates based on UV data

We make guideline estimates of the bolometric (rest-frame 1 μm–
8 keV) luminosities, Lbol, of our sample, using the average bolomet-
ric correction presented by Runnoe, Brotherton & Shang (2012) for
a sample of RLQs and RQQs at z < 1.4 with log [Lbol/erg s−1] < 47.3
and assuming isotropic emission. We note that, while the sample
presented by Richards et al. (2006) is better matched in terms of red-
shift to our sample, their bolometric corrections include the infrared
spectral region (1–100 μm), which we do not wish to include in our
estimate of the accretion luminosity (Section 5). We estimate Lbol

using the specific luminosity at rest-frame 1450 Å, using equation 9
of Runnoe et al. (2012). For X-ray-detected quasars, the integrated
accretion luminosity Ltot agrees with the estimated Lbol to within the
1σ level for all quasars (Fig. 13, black points). However, the Lbol

(1 μm–8 keV) estimates are on average 26 per cent larger than Ltot

(3000 Å–25 keV) as inferred from our Swift data. This is likely due
to the smaller spectral window covered by our Ltot measurement.
Indeed, if we extrapolate our UV power-law continuum model to
1μm, we find that Lbol is on average only 1 per cent larger than L
(1 μm–25 keV) (Fig. 13, red points). We use Lbol to make guideline
estimates of the Eddington luminosity for the X-ray non-detections
in Section 6.8.

6.7 Mass accretion rates

The mass accretion rate, Ṁ , represents the instantaneous growth
rate of the black hole. We estimate Ṁ for a subset of our sample.
Namely, those quasars for which we have spectroscopy covering the
C IV broad emission line, allowing estimation of the black hole mass,
MBH, and for which we have SDSS photometry, allowing a deter-
mination of the optical luminosity Lopt. Given these requirements,
we estimate Ṁ for a total of 34 quasars, as follows.

Quasar accretion discs are traditionally modelled as geometri-
cally thin, optically thick α-discs (Section 1). For such models,
Raimundo et al. (2012, following Davis & Laor 2011) show that Ṁ

depends on MBH and Lopt as

Ṁ = 1.53 M� yr−1

(
νLν(opt)

1045 cos(i) erg s−1

)3/2

×
(

MBH

108 M�

)−1
λ(opt)2

(4392 Å)2
. (4)

The optical specific luminosity, Lν(opt), can be measured at
any optical wavelength λ(opt). However, Ṁ has an addi-
tional dependence on the black hole spin, which becomes
stronger at wavelengths shorter than 4000 Å (as illustrated
by fig. 1 of Davis & Laor 2011). To avoid extrapolation
of our continuum model beyond the wavelength coverage of
the data, we use νLν as measured at the pivot wavelength
of the SDSS z bandpass (pivot wavelength ∼2000–3500 Å
in the rest frame). This bandpass is our reddest photometric data
point, and thus minimizes the dependence of Ṁ on black hole spin,
although this dependence is not negligible at these wavelengths; we
will quantify this uncertainty in future work, upon completion of

our Swift observing programme. We also require estimates of MBH

and the accretion disc inclination i, as detailed below.
Black hole mass estimates: we use the scaling relationship presented
by Vestergaard & Peterson (2006, their equation 7) to calculate
single-epoch spectroscopic black hole mass estimates, based on the
C IV FWHM (Vestergaard 2000) and the monochromatic continuum
luminosity Lλ (1350 Å). This luminosity is determined by extrap-
olating the power-law continuum with slope and normalization at
1550 Å, as presented by Vestergaard (2003) for our sample quasars.
For the 12 quasars in our SDSS sample (Section 1), we measure Lλ

(1350 Å) and the C IV FWHM in the SDSS spectroscopy; if the Mg II

broad emission line is also covered by the SDSS spectra, we use a
variance-weighted average of MBH calculated using C IV and Mg II

(Vestergaard & Osmer 2009, equation 1), with the variance based
on the uncertainties of the spectral measurements. Our sample has
an average black hole mass of 〈MBH〉 = (5.0 ± 0.7) × 109 M�,
with a full range in black hole mass of 0.6 ≤ MBH/109 M� ≤
18.0, similar to that of z ≈ 2 quasars in the Large Bright Quasar
Survey (Vestergaard & Osmer 2009). Typical uncertainties on MBH

are of the order of 0.6 dex, and are dominated by the scatter of the
Vestergaard & Peterson (2006) scaling relationship with respect to
the MBH determined by reverberation mapping, and by the uncer-
tainty on the normalization of the reverberation-mapping mass scale
itself, as determined by Onken et al. (2004).
Inclination angle estimates: equation (4) contains a dependency on
the disc inclination, i, as this determines the solid angle subtended
by the disc on the sky, and therefore affects the observed luminosity.
For the RLQs in our sample, we are able to make a crude estimate of
i, as follows. If the radio jet is launched perpendicularly to the disc
plane, and the jet does not twist, the radio jet inclination is a proxy
for the accretion disc inclination. Here, we use the radio spectral
index, αR, as an indicator of the radio jet inclination (e.g. Jarvis
& McLure 2006). Padovani & Urry (1992) apply a radio emission
beaming model to the observed luminosity functions of RLQ and
radio galaxies. In this scenario, steep-spectrum radio sources (SSS;
defined as sources with radio spectral index αR < −0.6) are the
unbeamed parent population of flat spectrum radio source (FSS,
αR > −0.6), but become obscured in the UV–optical (and are there-
fore seen as radio galaxies) for the largest inclinations. They find
that flat-spectrum radio sources are aligned with the line of sight
to within 14◦, while steep-spectrum sources are aligned at 14◦ ≤ i
≤ 40◦, with an expectation value of 〈i〉 = 28◦. Based thereon, we
assume accretion disc inclinations i = 10◦ for FSS and i = 28◦

for SSS. We calculate αR between 408 MHz and 5 GHz if these
measurements are available, or between 1400 MHz and 5 GHz oth-
erwise (Table 1). For our SDSS RLQ sample (four objects), we
only have single-band radio data, at 1.4 GHz as observed by Faint
Images of the Radio Sky at Twenty-Centimeters (FIRST, Becker,
White & Helfand 1995), and therefore lack a measurement of αR.
For the RQQs, and for the four SDSS RLQs (for which we only
have single-band radio data and therefore lack measurements of
αR), we assume 〈i〉 = 28◦, the average value of i for a distribution of
random orientations satisfying 0◦ ≤ i ≤ 40◦. Likewise, for sources
for which the radio spectra are known to peak at GHz frequencies,
we assume i = 28◦, as their radio SED shape is thought to be linked
to their environment or youth, and not primarily to inclination (e.g.
Fanti et al. 1995; Orienti 2016). In practice the uncertainty on Ṁ

is dominated by the MBH uncertainty, and therefore these guideline
estimates of i suffice for the current purpose.
Mass accretion rate estimates: using equation (4), the average mass
accretion rate for the 34 quasars examined here is 〈Ṁ〉 = (6.7 ±
1.3) M� yr−1, with a full range of 1.0 < Ṁ/(M� yr−1) < 33.1.
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Table 8. Integrated luminosities including preliminary correction for UV emission lines.

Object Corr. Fν (2500 Å) αox LUV LEUV LEUV Ltot 
Ltot Lbol

name per cent (1000–3000 Å) (1000 Å–0.3 keV) (1000 Å–1 keV) (3000 Å–25 keV) per cent (1µm–10 keV)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

J014725.50−101439.11 10 3.51 ± 0.44 ≥1.94 5.90 ± 0.76 – – – – 24.69+13.52
−12.89

J082328.62+061146.07 5 2.47 ± 0.35 1.42 ± 0.08 7.97 ± 1.16 9.71+2.14
−2.27 14.00+2.53

−2.56 23.87+3.93
−3.96 3.8 36.70+19.63

−18.00

J094853.60+085514.40 10 6.45 ± 0.63 1.59 ± 0.11 7.61 ± 0.86 5.05+1.09
−1.37 7.85+1.37

−1.45 16.58+2.47
−2.53 8.3 36.70+17.07

−17.07

J104915.44−011038.18 ND – – – – – – – –

J110607.48−173113.60 0 3.97 ± 0.41 ≥1.63 10.08 ± 1.07 – – – – 44.37+23.25
−21.59

J111159.70+023719.76 NB – – – – – – – 18.18+9.68
−8.90

J112542.30+000101.33 20 2.35 ± 0.36 1.37 ± 0.08 2.93 ± 0.46 3.41+0.87
−0.95 5.14+1.04

−1.05 9.11+1.66
−1.64 15.2 13.06+7.16

−6.47

J114449.32+032751.96 10 4.85 ± 0.53 ≥1.72 6.80 ± 0.76 – – – – 25.84+14.40
−12.89

J131810.74+011140.86 5 2.23 ± 0.29 ≥1.63 3.07 ± 0.40 – – – – 14.41+7.54
−7.01

J142923.92+024023.14 0 7.06 ± 0.30 ≥1.80 6.27 ± 0.28 – – – – 22.88+11.53
−10.97

J145717.86+024747.36 20 5.70 ± 0.73 ≥1.90 6.25 ± 1.04 – – – – 25.31+14.72
−12.85

J234830.41+003918.57 15 4.12 ± 0.42 1.49 ± 0.07 5.07 ± 0.42 3.36+0.63
−0.69 5.47+0.83

−0.86 12.15+1.57
−1.59 11.5 18.70+10.42

−9.32

Q0002−008 15 1.47 ± 0.10 ≥1.67 2.62 ± 0.67 – – – – 11.21+6.95
−5.85

Q0015+026 0 0.57 ± 0.09 ≥1.27 1.50 ± 0.25 – – – – 6.93+3.78
−3.43

Q0020+022 20 1.00 ± 0.11 ≥1.66 1.40 ± 0.16 – – – – 6.29+3.29
−3.06

Q0038−019 15 3.84 ± 0.52 1.41 ± 0.05 4.39 ± 0.63 4.42+1.16
−0.97 6.83+1.17

−1.19 12.69+1.96
−1.96 11.4 19.00+10.39

−9.40

Q0040−017 15 0.71 ± 0.24 ≥1.30 1.47 ± 0.51 – – – – 6.24+4.25
−3.39

Q0106+013 0 2.84 ± 0.19 1.28 ± 0.06 4.10 ± 0.42 3.74+0.62
−0.64 6.52+0.88

−0.89 15.40+1.94
−1.95 0.0 15.62+8.57

−7.74

Q0115−011 15 2.56 ± 0.39 ≥1.58 4.97 ± 0.78 – – – – 22.03+12.13
−10.93

Q0123+257 25 2.12 ± 0.28 1.19 ± 0.09 4.90 ± 0.66 6.65+1.52
−1.64 11.25+2.11

−2.15 23.02+3.66
−3.62 14.9 29.43+15.21

−14.24

Q0226−038 15 4.20 ± 0.61 1.42 ± 0.07 6.85 ± 1.04 6.13+1.36
−1.43 9.91+1.84

−1.86 19.46+3.21
−3.21 11.3 29.26+16.29

−14.59

Q0238+100 NS – – – – – – – 20.31+9.45
−9.45

Q0244+017 10 1.11 ± 0.10 ≥1.35 1.51 ± 0.13 – – – – 6.15+3.23
−3.00

Q0249−184 NS – – – – – – – 28.70+13.35
−13.35

Q0252+016 20 3.36 ± 0.37 ≥1.58 8.43 ± 0.10 – – – – 38.12+19.92
−18.53

Q0445+097 NS – – – – – – – 8.48+3.94
−3.94

Q0458−020 NS – – – – – – – 14.47+6.73
−6.73

Q0504+030 NS – – – – – – – 17.09+7.95
−7.95

Q0808+289 0 3.45 ± 0.32 1.46 ± 0.13 4.33 ± 0.42 3.69+0.93
−1.27 5.67+1.08

−1.20 11.21+1.77
−1.88 0 17.75+9.45

−8.69

Q1311−270 NS – – – – – – – 24.81+18.07
−13.95

Q1402−012 NB – – – – – – – 26.79+13.90
−12.99

Q1442+101 0 2.65 ± 0.23 1.43 ± 0.09 14.85 ± 2.29 15.25+3.28
−3.45 26.18+4.96

−5.02 52.23+8.09
−8.14 0 68.62+37.00

−33.77

Q1542+042 15 2.18 ± 0.28 1.20 ± 0.06 3.88 ± 0.52 6.13+1.29
−1.38 9.09+1.48

−1.49 16.69+2.37
−2.37 9.1 16.47+9.02

−8.16

Q1614+051 10 0.82 ± 0.18 1.23 ± 0.15 3.67 ± 0.83 4.71+1.61
−1.85 8.21+2.45

−2.54 16.60+3.71
−3.79 5.9 17.58+9.84

−8.79

Q1626+115 20 1.33 ± 0.14 1.26 ± 0.07 1.61 ± 0.18 1.82+0.47
−0.48 3.06+0.47

−0.48 6.41+0.85
−0.86 12.4 6.80+3.63

−3.33

Q1656+477 25 2.21 ± 0.20 1.27 ± 0.06 2.86 ± 0.27 3.93+0.71
−0.78 6.16+0.85

−0.86 10.91+1.43
−1.44 17.7 13.35+6.78

−6.42

Q1726+344 0 1.21 ± 0.09 ≥1.34 2.97 ± 0.24 – – – – 13.48+6.83
−6.47

Q2212−299 NS – – – – – – – 58.87+27.38
−27.38

Q2223+210 15 3.32 ± 0.52 1.17 ± 0.05 5.14 ± 0.84 6.54+1.30
−1.31 11.72+1.97

−1.97 27.55+3.43
−3.42 7.5 22.44+12.52

−11.19

Q2251+244 10 3.13 ± 0.39 1.26 ± 0.08 5.61 ± 0.73 4.83+0.99
−1.06 9.18+1.62

−1.69 26.26+3.11
−3.13 4.7 22.38+12.52

−11.18

Q2334+019 15 1.42 ± 0.14 ≥1.27 2.23 ± 0.27 – – – – 9.61+5.15
−4.72

Q2341+010 15 1.57 ± 0.18 ≥1.84 1.78 ± 0.29 – – – – 7.80+4.33
−3.89

Q2350−007 NB – – – – – – – 7.25+4.21
−3.68

Q2359+002 ND – – – – – – – –

Notes. (1) Object name. (2) Estimate of the necessary emission-line correction (Section 6.6.3), as a percentage of the original model flux. We are unable to make
this estimate for quasars without SDSS photometry (denoted with NS), for BOSS spectra without a flux calibration correction (see the Appendix) (NB) and
for objects not detected with UVOT (ND). (3) The flux density at 2500 Å, with preliminary emission-line correction, in units of 10−27 erg s−1 cm−2 Hz−1. (4)
The corrected X-ray to UV–optical spectral index αox. (5) The corrected integrated luminosity over the rest-frame interval 1000–3000 Å. Units of 1046 erg s−1.
(6,7) Guideline estimates of the EUV luminosity (Section 6.6), with preliminary emission-line correction. We interpolate over the rest-frame intervals 1000
Å to 1 keV and 1000 Å to 0.3 keV. Units of 1046 erg s−1. (8) Guideline estimate of the integrated luminosity over the rest-frame interval 3000 Å– 25 keV,
with preliminary emission-line correction. Units of 1046 erg s−1. (9) Reduction in Ltot (3000 Å–25 keV) due to the UV emission-line correction, listed as a
percentage change in the uncorrected value. (10) The estimated bolometric luminosity (1 µm–10 keV), using the bolometric correction from rest-frame 1450
Å as presented by Runnoe et al. (2012). Units of 1046 erg s−1.
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Figure 13. Bolometric luminosity estimates based on Lλ(1450 Å), using
the average bolometric correction determined by Runnoe et al. (2012), as a
function of the accretion luminosity Ltot (3000 Å–25 keV) (black points), as
determined using our Swift observations, for X-ray-detected quasars in our
sample. The blue line illustrates Ltot = Lbol. Extrapolating the UV power-law
continuum to 1 µm and calculating Ltot (1 µm–25 keV) provides a better
agreement with Lbol (red points).

Figure 14. The distribution of Ṁ for our sample, as estimated using
equation (4). The correction for emission-line contamination of Lopt (Sec-
tion 6.7) is not included here. Stacked histogram (as defined in Fig. 1).

We find no significant difference between the distributions of Ṁ

for RLQs (〈ṀRLQ〉 = (7.3 ± 1.7) M� yr−1) and RQQs (〈ṀRQQ〉 =
(5.9 ± 1.9) M� yr−1). The distribution is asymmetric, with more
than half the sample having Ṁ ≤ 6 M� yr−1 (Fig. 14); the me-
dian Ṁ is just 3.3 M� yr−1. We note that equation (4) is derived
assuming a purely thermal accretion disc spectrum without emis-
sion lines. Existing analyses of high-redshift quasar spectroscopy
that include decomposition into continuum and emission-line com-
ponents (Dietrich et al. 2003; Selsing et al. 2016) indicate that
the typical emission-line contribution to Lν(opt) is of the order
of 10–20 per cent, primarily due to the Balmer continuum and
Fe II emission; our preliminary analysis of the overestimation of
the power-law continuum level indicates a similar emission-line
contribution (Section 6.6.3). We calculate alternative estimates
of Ṁ assuming a 20 per cent emission-line contribution to the
measured Lopt, which decreases the average mass accretion rate
to 〈Ṁ〉 = (4.8 ± 0.9) M� yr−1. For comparison, Davis & Laor
(2011) find 〈Ṁ〉 = 2.4 M� yr−1 for z � 2 Palomar Green quasars

Figure 15. Accretion luminosities, Ltot (3000 Å–25 keV) versus black
hole masses for our sample. Black points are X-ray-detected quasars, while
yellow squares show X-ray non-detections, for which we use bolometric
corrections to estimate Ltot (Section 6.6.4). The green and blue lines trace
Eddington luminosity ratios of λ = 0.1 and λ = 1, respectively. For clarity,
we only show representative error bars on one X-ray-detected object and
one non-detection.

with MBH > 109 M�, similar to the quasars studied here, while
Capellupo et al. (2015) find 〈Ṁ〉 = 5.1 M� yr−1 for quasars with
MBH > 109 M� in their SDSS-selected 1.45 ≤ z ≤ 1.65 sample.
In summary, our sample quasars have similar mass accretion rates
to previous studies of quasars with comparable MBH values; we
note that all of these studies base their estimates on variants of
equation (4), and therefore share any systematic uncertainties in-
herent to the thin-disc approximation.

6.8 Eddington luminosity ratios

For spherically symmetric accretion of ionized hydrogen, the Ed-
dington luminosity, given by LEdd = 4πGmpMBHcσ−1

T , is the lim-
iting luminosity for which radiation pressure balances gravitational
attraction;13 here, mp is the proton mass, σ T is the cross-section
for Thomson scattering, G is the gravitational constant and c is the
speed of light. The Eddington luminosity ratio, λ = Ltot/LEdd, is thus
a measure of how close to the theoretical limiting luminosity a given
supermassive black hole is accreting. We use our estimates of Ltot

(1 μm–25 keV) (Section 6.6) and of MBH (Section 6.7) to calculate
λ for X-ray-detected quasars with SDSS photometry (21 objects in
total), and find an average 〈λ〉 = 0.52 ± 0.10, with a full range
0.11 ≤ λ ≤ 1.75. All objects are consistent with sub-Eddington
accretion to within the 1σ uncertainties on λ (as indicated by the
blue line in Fig. 15). For the X-ray non-detected quasars, we instead
calculate the Eddington ratio using the estimated bolometric lumi-
nosity, Lbol (Section 6.6.4). For these quasars, we find 〈λ〉 = 0.45 ±
0.09, consistent with the average value for X-ray-detected quasars.
As our X-ray non-detections are mostly RQQs, we thus find that
RQQs and RLQs in our sample are accreting at similar Eddington
fractions.

13 The equivalent limit for a thin-disc geometry may in some cases be larger
than LEdd by up to a factor ∼5 (Abolmasov & Chashkina 2015). As we
do not perform detailed modelling of the accretion discs here, we assume
spherical symmetry, as is standard practice when calculating LEdd for large
samples of AGN (e.g. Trakhtenbrot & Netzer 2012).
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7 D ISC U SSION AND SUMMARY

We present the first results of an ongoing observing campaign of
redshift ∼2 quasars with Swift. The full sample of quasars will span
a large range of redshifts, radio loudnesses, and, for the RLQs, ac-
cretion disc orientation angles. All X-ray-detected objects presented
here are radio loud. We estimate the accretion luminosity for each
X-ray-detected quasar (Section 6.6), finding an average value of
Ltot(3000 Å–25 keV) =1.8 × 1047 erg s−1, similar to the brightest
quasars studied by Wu et al. (2012); our RLQs appear to be ac-
creting close to the Eddington limit (Section 6.7). Our UV–optical
spectral indices, based on broad-band photometry, are somewhat
flatter (redder) than those typically seen for spectroscopically stud-
ied SDSS quasars. This is due to emission-line contamination in
the photometric bandpasses (Section 6.4), which we will address
in detail in future work. We find an average UV–optical to X-ray
spectral index 〈αox〉 = 1.39 ± 0.03 for the X-ray-detected sources,
consistent with that found for RLQs in the literature (Section 6.5).
While we do not detect any RQQs in the X-ray in the current sam-
ple, the lower limits derived for αox are consistent with previous
studies of RQQs of comparable luminosities. In summary, we find
that the quasars in this preliminary sample display broad-band SED
shapes typical of quasars at z ≈ 2.

We do, however, find the RLQs in our sample to have unusu-
ally hard X-ray spectra on average, compared to similar quasar
samples in the literature (Section 6.3). This is likely due to an over-
representation of flat-spectrum radio sources (FSS) in the current
sample. According to the Padovani & Urry (1992) study discussed
in Section 6.7, RLQ are seen as blazars for φ < 5◦, as FSS for
5◦ < φ < 15◦, and as steep-spectrum sources for 15◦ < φ < 40◦.
Thus, in a sample of bright, non-blazar-like RLQ with otherwise
randomly drawn inclination angles, we would expect only around
13 per cent of the quasars to be FSS. In fact, based on the radio ob-
servations listed in Table 1, at least 52 per cent of our X-ray-detected
objects are FSS; we lack multiband radio data for two objects. We
find 〈�〉 = 1.37 ± 0.06 for the FSS, compared to 〈�〉 = 1.60 ± 0.10
for the remainder of the sample, although the sample size is cur-
rently too small to conclusively show a bimodality in �. Similarly,
Worrall (1989) find that FSS sources display smaller � than do other
z > 0.8 RLQs. It is well known that RLQs as a class show harder
X-ray SEDs than do RQQs at comparable luminosities (e.g.
Williams et al. 1992; Page et al. 2005; Scott et al. 2011). This
suggests that the X-ray emission due to the radio jet has a harder
SED than that of the corona. This is consistent with the jet compo-
nent possibly being more dominant for FSS relative to other RLQs,
due to geometric effects, e.g. relativistic beaming of the jet X-ray
emission for these small-angle sources.

Our sample is well suited to the study of the radiative efficiency
of quasar accretion due to the simultaneous nature of the Swift X-ray
and UV observations, the relatively low level of dust obscuration,
and to the availability of radio data for RLQs, which allows es-
timation of the accretion disc inclination angle. We will present
a more detailed analysis of these quasars, including an analysis
of their radiative efficiencies, in the context of a larger sample of
quasars including X-ray-detected RQQs, upon completion of our
Swift observing programme.
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A P P E N D I X : S P E C T R A L E N E R G Y
D I S T R I BU T I O N F I G U R E S FO R S A M P L E
QUA S A R S

We present the optical to X-ray SEDs of the quasars in our sample,
along with the UV photometry and continuum modelling, in Figs A1
through A15. Where available, we show the SDSS spectra used
to guide our selection of UV data (Section 5.1) as grey curves in
the right-hand panels. For quasars without SDSS spectroscopy, we
show the high-redshift quasar template spectrum produced by Sels-
ing et al. (2016), normalized to the continuum model flux level at
2500 Å. This template is constructed from spectroscopic observa-
tions of seven bright (Mi ≈ −29 mag) quasars at 1 < z < 2, i.e. ob-
jects that overlap our sample in terms of luminosity and redshift dis-
tribution, but that are somewhat brighter and reside at lower redshift
than the average properties of our quasars. For such bright quasars
the host galaxy contribution is expected to be small. Note that we do
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4696 D. Lawther et al.

Figure A1. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.

not use this template spectrum directly to model the UV continuum
(Section 5.1), we merely use it as a rough guide to the amount
of emission-line flux in a given UV bandpass for a typical bright
quasar.

Spectra of z � 2 quasars observed as part of the SDSS BOSS
campaign suffer flux calibration uncertainties due to alterations in
the instrumental setup (Dawson et al. 2013), the intent of which was
to maximize throughput at short wavelengths. For the BOSS spectra,

we recalibrate the fluxes using the prescription presented by Margala
et al. (2016), in order to better inform our continuum modelling.
For quasars Q1402−012 and Q2350−007, Margala et al. (2016)
do not provide a recalibration. In these cases, we find significant
flux offsets between the SDSS photometry and spectroscopy (see
Figs A2, A11 and A15). As we do not use the SDSS spectra directly
in our SED modelling, we do not attempt additional corrective steps
for these spectra.
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Swift SEDs of z ≈ 2 quasars 4697

Figure A2. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.

C O M M E N T S O N I N D I V I D UA L O B J E C T S

J014725.50−101439.11: we find a 3σ lower limit on αox of
αox >1.94. Combined with the non-detections in the Swift far-UV
filters, this may suggest strong absorption.
J104915.44−011038.18: this quasar is a non-detection in our
Swift observations. We find a 3σ limiting apparent V magni-

tude of 18.5 mag. The catalogue of Hewitt & Burbidge (1993)
lists mV = 17.9 for this object; thus it has dimmed sig-
nificantly over a period of approximately 30 observed-frame
years.
J111159.70+023719.76: the UVOT B and B bandpasses suffer
broad emission line (BEL) contamination. We therefore rescale the
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Figure A3. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.

SDSS fluxes based on the UVOT U flux, and discard all UVOT data
from the final fit. Irrespective of flux rescaling, we find a flux offset
between SDSS photometry and spectroscopy. Margala et al. (2016)
do not provide a recalibration for this BOSS spectrum.
J145717.86+024747.36: the SDSS spectrum for this quasar shows
a flat continuum. Our continuum model based on SDSS and
Swift photometric data is somewhat steeper – this may be due

to the lack of continuum-dominated photometric data points
towards the blue end of the spectrum. The BOSS flux cal-
ibration is known to be erroneous for high-redshift quasars
(Dawson et al. 2013). While we apply the flux recalibration of
Margala et al. (2016), they note that the calibration can be inac-
curate for individual observations, especially at the blue end of
the spectrum.
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Swift SEDs of z ≈ 2 quasars 4699

Figure A4. Optical to X-ray SEDs of quasars in our sample. See Fig. 5 for symbol and colour coding.

Q0015+026, Q0020+022, Q0252+016 and Q0504+030: the
rescaling of the SDSS fluxes may be erroneously large due to the
lack of continuum-dominated UVOT bandpasses.
Q0458−020: this quasar appears very red in our UVOT photome-
try. Wolfe et al. (1993) find a damped Lyman α absorber at z = 2.04
towards this quasar, along with at least three other intervening ab-
sorption systems. We therefore believe that the intrinsic UV con-
tinuum is likely to be significantly brighter and bluer than that

inferred from photometry, and regard the measured LUV as a lower
limit.
Q0504+030: all UVOT bandpasses likely suffer BEL contamina-
tion. We therefore regard all quantities derived from the UV-optical
modelling as highly uncertain.
Q1402−012: for this object, all UVOT bandpasses suffer strong
BEL contamination. The SDSS-III BOSS spectrum displays a sig-
nificant offset from the SDSS photometry even after applying the
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Figure A5. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.

flux recalibration of Margala et al. (2016); this may be due to flux
variation between the photometric and spectroscopic SDSS observa-
tions, or perhaps the flux recalibration is not accurate for this object.
Q1442+101: for this z = 3.53 quasar, all UVOT photomet-
ric bands suffer Lyman α forest absorption. We use the UVOT
V-band flux to determine a scaling factor between the UVOT
and SDSS observations, and model the UV–optical power-law
continuum based on the rescaled SDSS r, i and z bands. We

regard the UV–optical continuum modelling for this object as
highly uncertain.
Q1626+115: the SDSS-III BOSS spectrum for this object displays
a significant offset from the SDSS photometry even after applying
the flux recalibration of Margala et al. (2016); this may be due
to flux variation between the photometric and spectroscopic SDSS
observations, or perhaps the flux recalibration is not accurate for
this object.
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Figure A6. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.

MNRAS 467, 4674–4710 (2017)
Downloaded from https://academic.oup.com/mnras/article-abstract/467/4/4674/3038251
by Royal Library Copenhagen University user
on 13 April 2018



4702 D. Lawther et al.

Figure A7. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A8. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A9. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A10. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A11. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A12. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A13. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A14. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Figure A15. Left: rest-frame UV to X-ray SEDs of quasars in our sample. Right: UV photometry and continuum modelling. See Fig. 5 for symbol and colour
coding.
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Chapter 6

Swift z ∼ 2 Quasar Catalog. II: Full Sample

This chapter is comprised of a draft journal paper to be submitted, plus an exploratory accretion disk
modeling study based on the data presented in that paper. The authors of the journal article draft are
Daniel Lawther, Marianne Vestergaard, and Sandra Raimundo.

In this Chapter, I characterize the optical-UV–X-ray spectral energy distributions for a sample of
143 quasars at redshifts 1.5 < z < 3.6, as observed by the Swift satellite. The simultaneous Swift
XRT and UVOT observations provide a ’snapshot’ measurement of the spectral energy distribution,
in contrast to non-simultaneous SED observations, where quasar variability introduces additional
uncertainty to, e.g., measurements of the UV to X-ray spectral shape (e.g., Kilerci Eser et al., 2015).
Importantly, this sample contains pairs of radio-loud and radio-quiet quasars that are matched in
terms of redshift and V -band apparent magnitude. It may therefore be well-suited to studies of
the similarities and differences between radio-loud and radio-quiet sources. Additionally, we have
archival UV spectroscopic observations of the broad emission lines for all quasars in this sample,
confirming that they are not affected by broad absorption lines (§1.1.6), and enabling single-epoch
spectroscopic black hole mass estimates (§1.4.2) for each source. The work presented here is part
of a larger, on-going study of the spectral energy distributions and emission line properties for this
quasar sample (PI: Vestergaard).

The main objective of my work in this Chapter is to determine to which degree these quasars
are typical of the broader quasar population at that redshift range. Our sample was selected by
Vestergaard (2000) prior to the release of the first release of the Sloane Digital Sky Survey (SDSS)
quasar catalog (Schneider et al., 2002). Subsequent SDSS quasar catalogs have vastly increased
the number of spectroscopically identified quasars; the most recent release includes over 500,000
quasars (Pâris et al., 2018; Rakshit et al., 2020). Our understanding of quasar demographics at z ∼ 2
is thus much improved in the years since this sample was selected. In particular, the SDSS Quasar
Catalogs identify many quasars at fainter i-band apparent magnitudes that were not previously known,
while many of the sources with bright i-band apparent magnitudes had already been discovered
prior to their SDSS identification (e.g., Schneider et al., 2002). Thus, the SDSS Quasar Catalogs
extended our sample of spectroscopically identified quasars to lower apparent magnitudes, and
correspondingly lower absolute magnitudes at a given redshift. For this reason, it is important to
determine to which degree our sample is representative of the broader population of quasars, as
revealed by modern wide-field quasar surveys. This characterization will provide context for our
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on-going study of these sources, allowing us to harness the unique properties of the sample, i.e.,
that it contains redshift and apparent magnitude-matched radio-loud and radio-quiet sources, with
spectroscopic measurements of the broad emission lines available for the entire sample.

My study of the z ∼ 2 quasar sample is still at a ’work-in-progress’ stage. In particular, my
comparison of the UV luminosities of our quasar sample in the current draft is rather simplistic.
While it is true that our sample quasars at z ∼ 3 are much brighter than the typical SDSS z ∼ 3
quasars, as stated in the current draft, this is also the case for a few individual sources at z ∼ 2. To
improve the usefulness of this sample for future work, it is important to know which individual
quasars are particularly UV-bright relative to the broader population. Before submission of this
work to a journal, I will perform a more comprehensive analysis of the UV luminosities of our
sample quasars relative to the SDSS quasars, on a per-object basis. For each quasar, I will calculate
which percentage of SDSS quasars at the corresponding redshift (within a narrow redshift bin) it is
more UV-luminous than. This will then allow me to highlight individual quasars that are unusually
UV-bright relative to the broader population.

The main questions addressed in this Chapter regard the characterization of the UV–optical–X-
ray spectral energy distributions of our sample quasars, in the context of the broader z ∼ 2 quasar
population. Specifically, in the draft journal article, I address the following issues:

• Are the 143 quasars in our z ∼ 2 sample representative of the broader z ∼ 2 quasar population
in terms of their UV and X-ray luminosities?

• Our sample contains redshift and V -band luminosity matched radio-loud and radio-quiet
subsamples. To which degree are these subsamples representative of the broader populations
of radio-loud and radio-quiet quasars, in terms of UV and X-ray luminosities and SED shapes?

• What are the similarities and differences between the spectral energy distributions of radio-
loud and radio-quiet quasars at z ∼ 2? In particular, given the already established difference in
X-ray brightness at a given UV luminosity, are there also differences in the UV–optical SED
shape? Different UV–optical SED shapes are predicted if radio-loud sources contain more
rapidly spinning black holes (e.g., Blandford and Payne, 1982; Schulze et al., 2017).

• Are our Swift XRT observations sufficiently deep to provide useful measurements of the UV to
X-ray SED shape diagnostic αox? In particular, given that radio-quiet quasars are more faint in
the X-rays, do we achieve sufficiently tight constraints on αox for the radio-quiet subsample?

• Are our black hole mass estimates for this sample consistent with those for z ∼ 2 quasars in
the SDSS?

• Do our radio-loud and radio-quiet subsamples display significantly different distributions of
black hole mass? In order to provide a useful comparison between the SEDs of radio-loud and
radio-quiet sources, it is vital to ensure that their black hole masses are well-matched, as the
SED shape depends on black hole mass according to thin-disk models (§1.2).

I am also interested in whether our Swift spectral energy distributions provide meaningful
constraints on the black hole spin and mass accretion rates for our sample quasars. Using VLT
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X-Shooter observations of 39 quasars at z ∼ 1.5, Capellupo et al. (2015) demonstrate that their
UV–optical–infrared continua can be modeled satisfactorily as Novikov and Thorne (1973) thin
accretion disks. For their sample of quasars at z ∼ 1.5, these X-Shooter observations cover rest-
frame wavelengths from ∼ 1200 Å to ∼ 9000 Å, thus including the low-energy power-law ’tail’ of
the accretion disk emission and constraining the mass accretion rate (e.g., Davis and Laor, 2011;
Raimundo et al., 2012). Our Swift UVOT and supplementary SDSS photometry cover a more
narrow rest-frame wavelength range, from ∼ 1000 Å to ∼ 3000 Å. To determine whether we can
place any constraints on the nature of the accretion disks using our Swift UVOT and supplementary
SDSS photometry alone, I present an exploratory study of disk model fits to our UV spectral energy
distributions in §6.3. In general, I find that we require additional far-UV and infrared data in order
to constrain and test the thin-disk models for our quasar sample. As the results of this analysis are
largely inconclusive, I do not include the disk modeling study in the draft journal article itself.

6.1 Statement of Authorship

All data processing and analysis was performed by Daniel Lawther. The initial experimental
design is due to Marianne Vestergaard and Dirk Grupe. The V-band apparent magnitudes and
radio classifications (Table 1) are provided by Marianne Vestergaard, who also defined the quasar
sample. The manuscript is written by Daniel Lawther, who also produced the figures; all co-authors
provided feedback during the writing process. Sandra Raimundo provided the code used to generate
Novikov-Thorne disk models. I include a signed statement of authorship with this Thesis (Chapter
8).

6.2 Paper to be Submitted
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ABSTRACT
We present the Swift optical to X-ray Spectral Energy Distributions of 143 quasars at redshifts z ∼ 2. Our main

objective is to determine whether these quasars, comprising 76 radio-loud and 67 radio-quiet sources, are typical of the

broader z ∼ 2 population, for the purpose of follow-up studies of this quasar sample. We also quantify the similarities

and di�erences in the observed SEDs for the radio-loud and radio-quiet subsamples. Due to our selection criteria,

this sample is well suited for comparison studies of typical radio loud and radio quiet quasars at z ∼ 2. We �nd that

the majority of quasars in our sample have UV and X-ray luminosities corresponding to typical luminous quasars in

the Sloan Digital Sky Survey. However, the higher-redshift z ? 2.8 quasars in our sample are atypically UV-luminous

relative to the broader quasar population. An important result is that the two radio-class subsets of our sample are

statistically indistinguishable in terms of observed UV-optical SED diagnostics and black hole masses. A total of 97

quasars are detected in X-rays, of which 70 are radio-loud. Our radio loud quasars have typical X-ray photon index

Γ ∼1.6, typical of bright z ∼ 2 quasars; Γ for the radio quiets is not well constrained. The radio loud UV to X-ray

SEDs are energetically harder (αox ∼ 1.4) than those of our radio quiet quasars, for which the X-ray detected objects

typically have αox ∼ 1.6, and the undetected have even softer SEDs. The UV to X-ray SED shapes of the radio

quiet sources are broadly consistent with the typical SED shapes of Sloan Digital Sky Survey quasars at z ∼ 2. The
radio-quiet sources are accreting at substantial fractions of the Eddington ratio, Lacc/LEdd ∼ 0.23, consistent with
measurements for massive z ∼ 2 quasars in the SDSS. The distribution of Eddington ratio for radio-loud sources is

not signi�cantly di�erent from that of the radio-quiet subsample.

1 INTRODUCTION

The only known mechanism which can produce the high lumi-
nosities, energetically hard emission, and rapid coherent vari-
ability observed for quasars is mass accretion onto a central
supermassive black hole (Lynden-Bell & Rees 1971; Lynden-
Bell 1978). The detailed physics of the accretion �ow are
not well-understood. Quasars emit over the entire electro-
magnetic spectrum, and no single emission component can
reproduce the observed radio to X-ray spectral energy distri-
butions (SEDs). Their UV�optical emission is dominated by
strong continuum emission (e.g., Malkan & Sargent 1982),
approximated by a power-law �ux distribution, Fλ ∝ λ−β ,
with β ∼ 1.5�1.7 (e.g., Vanden Berk et al. 2001; Xie et al.
2015; Shankar et al. 2016). Far-UV observations reveal a �ux
turnover at ∼ 1000 Å(e.g., Shang et al. 2005; Stevans et al.
2014). This `big blue bump' is generally identi�ed with ther-
mal emission from an accretion disk. The extreme-UV (EUV)
contribution from this disk then provides the ionizing contin-
uum that excites gas at distances of ∼ light-days to produce
the observed UV and optical broad emission lines, and on pc
scales, to produce the narrow emission lines (e.g., Peterson
et al. 2013). Standard, analytically tractable models require
that the accretion disk is geometrically thin and optically
thick (Shakura & Sunyaev 1973; Novikov & Thorne 1973).

It is currently unclear whether thin-disk models accurately
capture the accretion physics of real quasars.

For black hole masses typical of luminous quasars, MBH ?
108M�, the standard thin-disk models do not produce strong
X-ray emission. Additional emission components must there-
fore be posited to explain both the observed X-ray power-law
continuum (e.g., Nandra & Pounds 1994), and the soft X-ray
excess observed at rest-frame energies below ∼ 2 keV (e.g.,
Arnaud et al. 1985; Porquet et al. 2004; Piconcelli et al. 2005;
Crummy et al. 2006). We do not address the soft X-ray ex-
cess in this work, as it is not observationally accessible for
quasars at z ∼ 2. The hard X-ray continuum may be due to
inverse-Compton scattering of UV or soft X-ray photons in
a hot (kTe ∼ 100 keV) corona (Zdziarski et al. 1996; Ghosh
et al. 2016). The detailed physical mechanisms at play are
poorly understood. However, a substantial transfer of energy
from the disk to the corona is required, given that inverse-
Compton scattering of disk photons will e�ciently cool the
hot plasma in the hard X-ray corona. The relative emission
strengths of the UV-optical and X-ray components, often pa-
rameterized as αox (Tananbaum et al. 1979), is an important
probe of the X-ray reprocessing mechanism. The αox param-
eter is found to correlate with the UV luminosity, in the sense
that more UV-luminous quasars reprocess a smaller fraction
of their accretion energy into X-rays (Zamorani et al. 1981;
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Vignali et al. 2003; Strateva et al. 2005; Wu et al. 2012). In
fact, the underlying relationship between UV and X-ray lu-
minosity is su�ciently tight and non-linear (for a carefully
selected sample, Lusso & Risaliti 2016) that it may allow the
use of AGN as standard candles for cosmological distance
measurement (Risaliti & Lusso 2015).
Roughly 10% of quasars are radio-loud (e.g., Kellermann

et al. 1989; Padovani 1993). A common de�nition of radio
loudness is R > 10, where R is the ratio of �ux densities
at rest-frame 5 GHz and at 4400Å. The observed radio-
loud fraction depends on redshift and rest-frame UV lumi-
nosity (Jiang et al. 2007). The radio-loud quasars (hereafter,
RLQs) are ubiquitously associated with large-scale radio jets.
They also tend to be stronger X-ray emitters than radio-quiet
quasars (RQQs; Zamorani et al. 1981), which may be due
to emission from the radio jet (Miller et al. 2011). The ra-
dio jets may be launched due to magnetic stresses between
an accretion disk and its magnetosphere (e.g., Blandford &
Znajek 1977; Blandford & Payne 1982). It is unclear why
only ∼10% of quasars produce such a jet. Rapidly rotating
black holes are likely required for jet production (Maraschi
et al. 2012). Supporting this idea, Schulze et al. (2017) �nd
indirect evidence for higher black hole spin in RLQs versus
RQQs. They use the [Oiii] narrow emission line luminosity as
a proxy for the ionizing continuum luminosity, and �nd an en-
hancement in ionizing continuum luminosity for their RLQs
relative to a sample of RQQs with comparable redshifts, black
hole masses, and UV�optical luminosities. On the other hand,
interpretations of observed quasar UV�optical SEDs in the
context of Novikov-Thorne thin accretion disks do not neces-
sarily support a spin dichotomy. In particular, these models
require near-maximal black hole spin for quasars with black
hole masses exceeding ∼ 109M� in order to reproduce the
observed SEDs, irrespective of radio class (e.g., Netzer &
Trakhtenbrot 2014; Capellupo et al. 2016). These high spin
values are implied by the similarity of observed SED turnover
energies for RLQs and RQQs (Shang et al. 2005; Stevans et al.
2014), while according to the thin-disk models, non-spinning
massive black holes should display SED turnovers at lower
energies than rapidly spinning black holes.

SED studies as probes of accretion physics: The SED
atlas presented in the seminal work of Elvis et al. (1994)
reveals signi�cant (∼ 1 dex) variations in the normalized
�ux distributions of 47 optically selected quasars at redshifts
0.01 < z < 3.3. Subsequent SED studies con�rm these shape
di�erences, using larger samples and diverse selection tech-
niques (e.g., Richards et al. 2006; Elvis et al. 2012). Some
of the di�erences in observed SED shape are likely due to
intrinsic reddening and/or variations in the host galaxy con-
tribution to the SED between objects. However, the thin-disk
paradigm also predicts SED shape di�erences depending on
the accretion rate, black hole mass, and black hole spin. Thus,
studies of the typical quasar SED and the distribution of SED
shapes can potentially provide clues as to the underlying ac-
cretion physics. As outlined above, the SED turnover energy
and its dependence on black hole mass and spin provides an
important test of the thin-disk paradigm.
In this context, it is vital to determine the total energy

output of the central engine, which must ultimately be pow-
ered by the mass accretion �ow. While it is common to esti-
mate the bolometric luminosities of individual objects based

on a bolometric correction determined for pre-existing quasar
samples (e.g., Runnoe et al. 2012), this approach involves con-
siderable uncertainties. Indeed, Kilerci Eser & Vestergaard
(2018) �nd variations in the bolometric luminosity of up to
a factor 2 for repeated broad-band SED observations of in-
dividual objects, and this variation may be even larger for
highly varying objects and/or longer time separations be-
tween observations. This will introduce scatter into the SED
shape distribution if individual sources are observed non-
simultaneously at di�erent wavelengths, as is often the case
due to observational constraints. Thus, simultaneous broad-
band observations of a large sample of quasars are necessary
in order to constrain the true diversity in their accretion prop-
erties. Equally, in order to investigate the physical mechanism
underlying the observed dichotomy of radio emission proper-
ties, an SED atlas of a well-matched sample of RLQs and
RQQs is required.

Outline of this work: This current work harnesses the
unique capabilities of the Swift satellite (Roming et al. 2005)
to obtain simultaneous UV�optical and X-ray observations of
144 quasars at z ∼ 2, of which 76 are radio-loud. The major-
ity of the RLQs and RQQs in our sample are pair-matched in
terms of redshift and V -band absolute magnitude (�2). These
observations allow us to isolate the `big blue bump' feature
commonly identi�ed with the accretion disk, and measure the
rest-frame ∼1 keV � 25 keV X-ray continuum, on a per-object
basis. We obtain measurements of the UV to X-ray luminos-
ity ratios and estimates of the total accretion luminosities for
each quasar, allowing a direct comparison of SED diagnostics
between radio types.
As part of an ongoing investigation of this sample, our

main objective here is to describe the SEDs of these quasars
as observed by Swift, and to assess to what degree they repre-
sent typical z ∼ 2 quasars as observed in large surveys (e.g.,
the SDSS spectroscopic quasar catalog, Schneider et al. 2010;
Shen et al. 2011). We explore the possible biases inherent to
this sample, relative to the broader population. This will pro-
vide important quali�cations for the interpretation of future
results for this sample. In particular, we are currently obtain-
ing spectroscopic observations for a subset of these quasars,
with which we intend to study the dependence of the emission
line properties on the broad-band SED diagnostics presented
here. In this paper, we present and characterize the broad-
band SED properties of each quasar in our sample. We also
estimate their black hole masses and Eddington luminosity
ratios, and compare these quantities to the broader popula-
tion of quasars observed in the SDSS. We verify that our RLQ
and RQQ subsamples, which are selected to have matching
distributions of V -band luminosity and redshift, are also well-
matched in terms of black hole mass and Eddington ratio.
We describe our sample selection and the Swift observ-

ing campaign in �2. In �2.4 we describe supplementary data
used to constrain the UV�optical continuum slope and to ob-
tain virial MBH estimates. We present our SED production
methodology in �3, and include SEDs for all sample mem-
bers in Appendices A (for RQQs) and B (for RLQs). The
distributions of integrated luminosities and SED shape diag-
nostics are presented in �4. Finally, we discuss whether our
quasars are representative of the broader z ∼ 2 quasar popu-
lation (�5). In that Section we also discuss the distributions of
monochromatic bolometric corrections and of Eddington ra-
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tios for our sample quasars . Throughout this work we assume
a spatially �at λCDM cosmology with H0 = 67.7, Ωm=0.307
(Planck Collaboration et al. 2015).

2 SAMPLE SELECTION AND OBSERVATIONS

2.1 Sample Selection

Our full sample comprises 144 quasars in the redshift inter-
val 1.5 < z < 3.6, of which, 76 are RLQs and 68 are RQQs1.
Radio imaging data for the RLQs are presented by Barthel
et al. (1988), Lonsdale et al. (1993) and Barthel et al. (2000);
the majority of the RLQs are members of the 3C and 4C ra-
dio source catalogs (Bennett 1962; Pilkington & Scott 1965).
Most of our sample (127 objects) are originally selected by
Vestergaard (2000) to allow a comparison of emission-line
and intrinsic absorption-line properties between RQQs and
RLQs (Vestergaard 2003). The majority of these sources are
pair-matched in terms of redshift and V-band absolute mag-
nitude, with one RLQ and one RQQ in each pair. The original
selection criteria are as follows.

• Apparent V-band magnitudemV > 19.5 mag, so as to be
spectroscopically observable with the Palomar Hale 5-meter
telescope (for RLQs), the 4.5-meter MMT in Arizona, USA,
or the ESO 3.6-meter telescope in Chile (for RQQs).
• Declination δ > −30◦ for RLQs, so as to be observation-

ally accessible for the Very Large Array. For RQQs, sources
were selected to be observable from Arizona and/or Chile.
• Redshift z > 1.5, to ensure that the Lyman-α emission

line is observable in ground-based spectroscopy.
• Strongly variable objects (e.g., blazars) are excluded, so

as to eliminate sources with Doppler-boosted emission.
• Objects identi�ed as broad absorption line quasars as

per 1998 are excluded2.

We also include 16 quasars from the Sloan Digital Sky
Survey Data Release 7 (SDSS DR7) that ful�ll z > 1.6
and mV < 18 mag, in order to cover a wide range of UV
emission line properties (as determined via inspection of the
SDSS spectra). We refer to objects from the Vestergaard et
al. sample using the name convention Qxxxx ± xxx, while
Jxxxx ± xxx denote the additional SDSS DR7 quasars. For
the SDSS subsample, we extract radio �ux densities at 1.4
GHZ from the FIRST survey (Becker et al. 1995). Five ob-
jects in the SDSS subsample have R > 10, where R is the
ratio of �ux densities in the B-band and at 5 GHz, assuming
a radio spectral index of αr = −0.5 in order to extrapolate
from 1.4 GHz. We classify these �ve sources as radio-loud.
We present coordinates, redshifts and absolute V -band

magnitudes for the full sample in Table 1; the redshifts are ex-
tracted from the NASA/IPAC Extragalactic Database3. We
note that our sample is not complete in terms of luminosity
or redshift. Rather, its primary advantage is that the RLQ
and RQQ subsamples are by construction well-matched in

1 One of the RQQs is not detected by either Swift XRT or UVOT
(�2.3). This source is not included in any of our analyses.
2 We note that two sample objects were subsequently found to be
broad absorption line quasars (Q1227+120, Vestergaard (2003),
and Q2350-007, Reichard et al. (2003)).
3 Online resource: https://ned.ipac.caltech.edu/

terms of redshift (Figure 1) and V -band absolute magnitude.
This allows a robust comparison of other observed proper-
ties between the two radio classes. The RLQ subsample also
spans the full range of inclinations expected for unobscured
quasars (5◦ > i > 45◦, Barthel 1989), as estimated based
on the radio data (Vestergaard et al. 2000), and excluding
Doppler-boosted sources (i > 5◦) as outlined above. Previ-
ous analyses of the Vestergaard et al. sample reveal a depen-
dence of the Civ broad emission line pro�le shapes on radio
jet orientation for the RLQs Vestergaard et al. (2000), and a
similar occurrence of narrow Civ absorption lines for RLQs
and RQQs (Vestergaard 2003).
All 44 objects originally presented by Lawther et al. (2017)

(hereafter, Paper 1) are re-analyzed here, as we have im-
proved our UV-optical spectral modeling for the current work
(�3.1). These improvements a�ect the measured UV to X-ray
spectral index, αox, and the estimated bolometric luminosi-
ties.

2.2 Swift Observations

Our sample was observed by the Swift Gamma-ray Burst
Explorer satellite (Gehrels et al. 2004) between 2010 June �
2017 December; the vast majority of the observations were
performed in 2013 � 2017. The ability of the Swift satel-
lite to observe simultaneously with the X-Ray Telescope
(XRT, Burrows et al. 2005) and the UV-Optical Telescope
(UVOT, Roming et al. 2005) is essential for this study, as
it avoids introducing uncertainty to the relative UV-optical
and X-ray luminosities (and thus the SED shape and αox

measurements) due to source variability (�1). For this project,
we were granted a total of 767 ks Swift observation time as
part of the dedicated Danish time allocation (Instrument cen-
ter for Danish Astrophysics Cycles 1�4, years 2013�2016, PI:
Vestergaard). We were also granted 292 ks Swift Guest Ob-
server time as �ll-in programs in Cycles 10�13 (Proposal IDs
1013203, 1215240 and 1316208, PI: Vestergaard).
The majority of our targets (excluding several objects in

the SDSS subsample) have not been observed in X-rays prior
to this study. We initially estimated the appropriate XRT ex-
posure times using on the V-band �uxes compiled by Vester-
gaard (2000), primarily based on Hewitt & Burbidge (1989)
and Veron-Cetty & Veron (1991), and assuming αox =1.35,
the typical value for unobscured quasars (e.g., Laor et al.
1997; Jin et al. 2012). For several quasars that turned out
to be X-ray faint, we obtained additional Swift observing
time in Cycles 12 and 13 so as to obtain a secure detec-
tion and/or reduce the uncertainty on the X-ray continuum
SED. As a result, we here present a larger fraction of X-ray
detected quasars (especially RQQs) relative to the subsample
presented in Paper 1. All XRT observations were performed
in photon-counting (PC) mode (Hill et al. 2004). The total
UVOT exposure time for each object is similar to the XRT
exposure time, but is distributed across the UVOT V, B, U
and (for higher-redshift objects) UW1 bandpasses, so as to
determine the UV-optical SED.
The quasars were observed by Swift as `�ll-in' observations

(i.e., observed while the telescope was not responding to a
Gamma-ray Burst trigger or performing other time-critical
observations). The total observed on-source time is 980 ks,
i.e., 92.6% of the allocated time. The standard procedure for
Swift is to observe at least 80% of the allocated time. Most of
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Figure 1. Left: Redshift distribution for Swift XRT detected quasars (solid black outline) versus non-detected quasars (dashed red
outline) in our sample. Of the X-ray non-detections, six are RLQs, while 40 are RQQs. The vertical lines indicate the median redshifts
for the detected and non-detected subsamples. Right: Redshift distribution for RLQ and RQQ subsamples (�2).
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Figure 2. Total campaign duration ∆t for each quasar, i.e., time
interval between the �rst and last Swift observation utilized in
this study, in units of rest-frame months (de�ned here as 30-day
intervals). For 63 quasars, the total duration was less than one
rest-frame month. The duration exceeds 6 rest-frame months for
38 quasars; it exceeds 12 months for three objects.

the quasars were observed multiple times so as to ful�ll this
requirement. The total rest-frame campaign duration ∆t (i.e.,
the time interval between the �rst and the �nal Swift observa-
tion utilized, corrected for cosmological time dilation) is three
months or less for most of our sample, and is less than one
month for 63 quasars (Figure 2; Table 2). The second broad
peak in the distribution of ∆t (∼7 rest-frame months, Figure
2) represents those X-ray faint sources for which follow-up ob-
servations were obtained. Quasar variability tends to increase
for larger values of ∆t (up to ∆t ∼ few years) (e.g., Vanden
Berk et al. 2004; Wilhite et al. 2005). Therefore, those sam-
ple quasars with follow-up observations are more likely to
have varied in luminosity during our campaign. For i-band
luminous SDSS quasars at z ∼ 2, the typical intrinsic vari-

ability in the rest-frame UV over timescales of >1 rest-frame
year is of order 10%�20% (e.g., Vanden Berk et al. 2004;
Kaspi et al. 2007; Guo & Gu 2014). Thus, roughly half of
our sample may display source variability of order ∼ 15% in
the rest-frame UV between observations. Because we have si-
multaneous X-ray and UV-optical observations for all epochs,
the SEDs generated using the combined observations for each
quasar will correspond to exposure-time weighted averages of
the SEDs at each observational epoch. We will therefore not
su�er additional uncertainty in the UV to X-ray SED shape
due to source variability, except that due to any correlations
between SED shape and luminosity for individual quasars.
We are not sensitive to variability for individual quasars, as
the targets with large ∆t (i.e., those for which we requested
follow-up observations) are faint and are only detected in the
combined data.
We utilize almost all Swift observations related to our pro-

grams. Observations with near-zero exposure time (generally
due to Swift responding to a higher-priority transient tar-
get at the beginning of an observation), or with problematic
UVOT data (e.g. visible `trails' from point sources, presum-
ably due to spacecraft slewing), are not included. Serendipi-
tous observations, targeted at sky coordinates near to one of
our targets, are not included. We inspected several such ob-
servations. Their inclusion would in all cases either increase
∆t for that quasar, utilize data from near the edge of the
XRT detector, or (in the case of Gamma Ray Burst observa-
tions) risk contaminating the XRT source and/or background
extraction regions with �ux from the transient source. We uti-
lize between one and 30 discrete observation IDs per quasar
(Table 2).

2.3 Processing of Swift XRT and UVOT data

XRT Data: We refer the reader to Paper 1 for a description
of our XRT data processing and spectral modeling. We use
an identical methodology here. We �t each X-ray detected
quasar using a power-law function along with a Galactic ab-
sorption component. As demonstrated in Paper 1, our data
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generally do not warrant the inclusion of an intrinsic ab-
sorption component. We list the background-subtracted XRT
photon counts Nsub, the detection status, the model parame-
ters and the integrated model �uxes for each quasar in Table
2. For X-ray non-detections we present 3σ upper limits, as-
suming an X-ray photon index of Γ = 1.91, a typical value for
AGN X-ray spectra (e.g., Young et al. 2009; Jin et al. 2012).
As we demonstrate in Paper 1, the best-�t photon index and
X-ray continuum normalization are not, in general, statis-
tically independent. For this reason, we do not study any
putative relationship between Γ and the X-ray luminosity in
this work, and advise caution in using our measurements for
such investigations.

UVOT Photometry: The UVOT data processing and
source extraction methodology is described Paper 1. We
present the UVOT �ux densities, corrected for Galactic red-
dening, for our sample in Table 3; we use the Galactic
E(B−V ) measurements presented by Schla�y & Finkbeiner
(2011), as extracted from the NASA/IPAC Infrared Science
Archive4. We also list the observed apparent magnitudes on
the UVOT photometric system (similar to the Johnson sys-
tem; Poole 2008) in Table 4.

Detection Summary: We present the number of detections
versus non-detections in our XRT and UVOT data in Table 5.
The quasar Q2359+002 is not detected in any UVOT band-
passes (or with XRT), and is excluded from the remainder
of the analysis. Of the 143 remaining sources, 46 are not de-
tected in XRT. Of these, six are radio-loud. Not all objects
are detected in all selected UVOT �lters (18 objects are de-
tected in two UVOT �lters or fewer; of which, one object is
not detected by UVOT at all). Given that we estimated the
necessary XRT exposure times assuming a single value of αox

for the entire sample (�2), the higher detection rate for RLQs
is expected, as RLQs tend to be brighter than RQQs for a
given optical luminosity (Zamorani et al. 1981). Nevertheless,
we have X-ray detections for 27 RQQs.

2.4 Supplementary Sloan Digital Sky Survey Data

As the UVOT bandpasses do not cover rest-frame wave-
lengths longer than ≈ 2000 Åat z ≈ 2, and given that some
objects are only detected in one or two UVOT bandpasses,
we extend our spectral coverage by including archival Sloan
Digital Sky Survey (SDSS-III, Eisenstein et al. 2011) photom-
etry in our analysis. Of the present sample of 143 UVOT-
detected quasars, 122 objects have SDSS photometry. The
SDSS data are processed using the latest SDSS photometric
pipeline (Data Release 12, Alam et al. (2015)). We correct the
observed �ux densities for Galactic reddening using the val-
ues of E(B − V ) presented by Schla�y & Finkbeiner (2011).
A total of 104 quasars in our sample also have SDSS spec-
troscopy. In this work, we do not model/decompose the SDSS
spectra. We include them in our SED Figures (Appendices A
and B) for visualization purposes only. For 12 quasars (four
RQQs and eight RLQs), the SDSS spectroscopy is o�set in
�ux from the SDSS photometric data. All but two of these

4 Web resource: http://irsa.ipac.caltech.edu/applications/
DUST/

12 quasars are observed as part of the SDSS BOSS survey
(Dawson et al. 2013). The spectroscopic observing procedure
was modi�ed for this survey to optimize the throughput at
the short-wavelength end of the spectrograph. This modi�ca-
tion caused a systematic uncertainty in the �ux calibration of
SDSS BOSS spectra, which has only been recti�ed in a sta-
tistical sense (Margala et al. 2015). Provided that the pho-
tometric �uxes are accurate, this �ux o�set is not a major
issue for our study, given that we only use the SDSS spectra
for visualization purposes.

3 DETERMINING THE UV TO X-RAY
SPECTRAL ENERGY DISTRIBUTION

3.1 UV-Optical Emission Line Correction

Our UV-optical data consist of extinction-corrected UVOT
(�2.3) and SDSS (�2.4) photometry. They sample rest-frame
wavelengths of ∼ 800 Åto ∼ 3200 Å(e.g., Figure 3). In or-
der to study the accretion physics, we need to isolate the
emission due to the continuum source. Superimposed on the
nuclear continuum emission are the broad emission lines, the
narrow emission lines, and the Balmer continuum feature,
which are all due to reprocessed nuclear continuum emission.
Our broad-band photometry contains the combined �ux due
to these components. The relative contribution in each band-
pass depends on the �lter throughput curve, the redshift, and
the relative strengths of the emission components in a given
quasar.
In order to approximate the emission-line contribution in

each bandpass, we use template quasar spectra for which a
detailed spectral decomposition is available. For most of our
sample we utilize the template presented by Selsing et al.
(2016), i.e., an inverse-variance weighted mean spectrum of
seven luminous quasars at 1 < z < 2.1. One advantage of
this template is that it covers a rest-frame wavelength range
of ∼ 1000Å�9000Å, allowing a �ux correction for bandpasses
that sample the rest-frame far-UV. Additionally, the template
has negligible host galaxy contamination, as expected for the
distant and luminous quasars in our sample. These authors
�nd an underlying power-law continuum that can be parame-
terized as Fλ ∝ λ−1.70. In general, the slope of the UV-optical
continuum may vary signi�cantly between quasars residing at
z ∼ 1 and z ∼ 2 (Xie et al. 2015). However, for SDSS quasars
at z ∼ 2 with bolometric luminosities Lbol > 1047, corre-
sponding to the median accretion luminosity for our sample
(�4.6), Xie et al. (2015) also �nd a spectral index βUV ∼ 1.7.
Thus, while our chosen template spectrum is based on sources
with a lower median redshift than that of our sample, the
overall continuum spectral shape is likely appropriate for our
bright z ∼ 2 quasars.
To obtain an estimate of the continuum �ux in each band-

pass, we �rst blue-shift the UVOT or SDSS �lter through-
put function to the appropriate rest-frame wavelength for
a given quasar, and then fold the template spectrum with
the throughput function and integrate over the bandpass. We
then fold the continuum component (as determined by Sels-
ing et al. (2016) in their spectral decomposition) with the
same �lter curve. The ratio of these two integrals yields the
fractional continuum contribution in each bandpass. We use
these ratios to estimate the continuum �ux density for each
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Figure 3. Illustration of UV-optical emission line correction and power-law continuum �t, for quasar Q0254-016. The dark blue curve
and light blue shaded area shows our power-law continuum model and its uncertainty. The model is �tted to the Swift UVOT broad
band photometric data (black circles) and to the rescaled SDSS photometry (gold diamonds). Red crosses denote data points not utilized
in the model �t. The SDSS spectrum is included for illustrative purposes (grey curves); it is rescaled by the same factor as is the SDSS
photometry. Left panel: A �t to the raw data, without emission line correction. Right panel: Final model after correcting for emission line
contribution using the Selsing et al. (2016) composite bright quasar spectrum, as described in �3.1. Here, we again show the uncorrected
UVOT (black circles) and SDSS (gold diamonds) �uxes, but the continuum model is �tted to the corrected �uxes (pink squares).

bandpass, thus correcting them (in a statistical sense) for
contamination due to the non-nuclear emission components
described above.
For objects with SDSS spectroscopy, we visually compare

the photometry (and our �tted UV-optical continuum model,
�3.3) with the observed spectrum, paying particular attention
to the continuum-dominated spectral windows discussed by
Selsing et al. (2016) (their �6). We do this after applying the
�ux rescaling for the SDSS data, as described in �3.2. For ob-
jects where the �uxes appear to be overestimated relative to
the observed spectrum in the continuum-dominated regions,
or where the �tted continuum seems steep compared to the
observed spectrum, we perform an alternative emission line
correction using the template presented by Vanden Berk et al.
(2001). This template includes lower-luminosity AGN, and
has substantial host galaxy contamination at longer wave-
lengths. We recalculate the SDSS �ux rescaling for the al-
ternative emission line correction, and then visually compare
the corrected photometry using each template to the observed
SDSS spectrum. We prefer the Vanden Berk et al. rescaling
for 16 quasars, of a total of 104 for which this comparison is
possible (i.e., those with SDSS spectroscopy). We remark on
the choice of template on a per-object basis in Appendices
A, where we present the SEDs for our RQQ subsample, and
B, for RLQs.

3.2 Flux Rescaling for SDSS Photometry

The SDSS observations were performed at time separations
of months to years with respect to the Swift observations.
Flux variability must therefore be accounted for. We follow
the approach of Wu et al. (2012), who rescale the SDSS pho-
tometry by a constant factor to match the observed UVOT
�ux level in a given `matching bandpass' (de�ned below). To
determine the necessary rescaling, we �t the emission-line cor-
rected (�3.1) SDSS photometry with a power-law model, and

calculate the ratio of the power-law �ux density to that ob-
served by UVOT at the throughput-weighted centroid wave-
length of the matching bandpass. We rescale all SDSS photo-
metric data points (for a given quasar) by this ratio. For the
lowest-redshift quasars in our sample (z > 1.9), we match the
observed Swift U band �ux (central wavelength 3465 Å) and
the SDSS u band (central wavelength 3551 Å), as they sample
very similar wavelength ranges. At higher redshifts, the u and
U bands sample the Lyman forest, for which the continuum
determination is uncertain. In these cases, we instead match
the �uxes in a bandpass sampling the far-UV region between
the Lyα and Civ BEL, depending on the available UVOT
data. The matching UVOT �lter for each object is listed in
Table 3. This approach depends on the assumption that only
the �ux normalization changes between the SDSS and the
Swift observation, while the spectral shape is constant. We
discuss this further in �3.3.

3.3 UV-Optical Continuum Modeling

We model the UV continuum emission over the rest-frame
wavelength interval 1000 Å� 3000 Å, based on the emission
line-corrected �ux densities. Most of our sample (125 objects)
are detected in three or more UVOT bandpasses (Table 5). In
typical cases, we utilize all available (UVOT and SDSS) pho-
tometric data-points in bandpasses redwards of, or roughly
superimposed on, the Lyman-α emission line; at higher ener-
gies than this, the observed �ux is not expected to follow a
power-law, due to Lyman forest absorption. We �t a power-
law model, Fλ = Aλ−βUV , to the emission-line corrected �ux
densities. Here, Fλ denotes the �ux density at wavelength λ,
while βUV is the UV continuum spectral index. We perform
a non-linear least-squares �t of this model to the available
photometric data based on the Levenberg-Marquardt algo-

MNRAS 000, 000�000 (0000)



Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 7

rithm, using the scipy.optimize package5. We show a rep-
resentative continuum model, and its uncertainties, before
and after emission-line correction (�3.1) in Figure 3. We note
that the �ux rescaling of the SDSS data is performed after
the emission line correction. Thus, while we rescale the SDSS
data in both the left and right panels for our example spec-
trum (Figure 3), the rescaled SDSS �ux values depend on
whether the emission line correction is applied. In the ex-
ample spectrum shown, the rescaling factor is smaller after
applying the emisison line correction, resulting in a steeper
UV continuum model �t.
For three objects (Q0249-184, Q1203-111, and Q1557-199)

we only have a single photometric data point in the appro-
priate spectral region. To obtain a guideline estimate of the
continuum emission in this case, we adopt a power-law model
with a spectral index equal to the canonical value βUV = 1.5
(e.g., Richards et al. 2006), scaled to this single photomet-
ric data point. For 17 quasars, we only have two UV photo-
metric measurements redwards of Lyman-α. In these cases,
we make a guideline estimate of the UV SED by connect-
ing the two photometry points with a power law function.
We note that some objects for which we only utilized one or
two photometric bands in Paper 1 are now modeled using
additional bandpasses. This change is due to our implemen-
tation of emission-line corrections, allowing the inclusion of
data points with strong broad-line emission.

Uncertainties in the UV�optical modeling due to
continuum shape variability: Our UVOT data are ob-
served at time separations of months to years with regard
to the SDSS observations. Signi�cant variations in quasar
UV-optical spectral indices (of up to ∆βUV ∼ 0.2) are ob-
served over rest-frame timescales of ∼months to years (Pu
et al. 2006; Bian et al. 2012), with a tendency for quasars to
be more blue at brighter epochs (e.g., Schmidt et al. 2012).
Even though we correct the SDSS data for variations in over-
all �ux level, the spectral shape variations may introduce ad-
ditional uncertainty into our UV�optical modeling. We quan-
tify the uncertainty due to spectral shape variation in Paper
1, �nding that, in the worst-case scenario, it introduces an
uncertainty of ∆β ∼ 0.19 to the measured spectral index in
our joint UVOT+SDSS modeling. The corresponding uncer-
tainty in the integrated UV-optical �ux is only of order 1%.
We also note that the e�ect of spectral shape variation on
the monochromatic luminosity of the UV�optical continuum
model at rest-frame 1000Å is negligible, as this luminosity
is directly constrained by our UVOT observations for most
sources. This minimizes the uncertainty introduced into our
EUV interpolation (as discussed below) due to UV�optical
shape variability.

3.4 EUV Interpolation Strategy

Due to strong absorption by neutral hydrogen and helium
in our Galaxy, in the intergalactic medium, and in the host
galaxy, the extreme-UV (EUV) spectral region is not di-
rectly accessible to electromagnetic observations. We interpo-
late over this unobservable region using a simple power-law

5 SciPy: Open Source Scienti�c Tools for Python, 2001-, http:
//www.scipy.org/

function. We motivate our interpolation scheme in Paper 1.
To summarize, we connect the UV continuum model lumi-
nosity at rest-frame 1000 Åwith the absorption-corrected X-
ray continuum model luminosity at rest-frame 1 keV using a
power-law model, and integrate this model between these two
extremes to obtain an estimate of the EUV luminosity. We
also perform an alternative interpolation between rest-frame
1000 Åand rest-frame 0.3 keV, which in most cases leads to
a smaller estimated EUV luminosity; for a few sources with
very soft X-ray spectra (e.g., Q1225-017) the opposite is true.
We present an example of the two EUV interpolations in Fig-
ure 4 (top left).

3.5 Optical�UV�X-ray Spectral Energy
Distributions

We present two examples of the rest-frame optical�UV�X-ray
continuum SEDs in Figure 4. Quasar Q0003-006 (Figure 4,
top) is securely detected by both the UVOT and the XRT.
Q0115-011 (Figure 4, bottom) is an example of an XRT non-
detection, for which we present the 3σ limiting X-ray lumi-
nosity. In the left panels we show νLν as a function of ν. To
represent the observed XRT data in units of physical �ux, we
show the `unfolded' XRT spectrum, i.e., the measured num-
ber of counts in a given bin, scaled by the ratio of the incident
model to the model convolved with the instrumental response
function. That is, the detector response is corrected for. The
X-ray data points are rebinned for clarity. We note that un-
folded spectra of this type are model-dependent visualizations
of X-ray data; we �nd them useful for presentation purposes,
but they are not suitable for further spectral analyses. We
also show the best-�t X-ray model including Galactic ab-
sorption, along with the assumed underlying power law con-
tinuum corrected for Milky Way absorption. The unobserved
EUV region is interpolated over using power-law functions
anchored to the X-ray model at 1 keV (blue dash-dotted line)
and at 0.3 keV (blue dashed line). In the right-hand panels
we display the UV-optical photometry in detail, along with
our �tted UV-optical continuum model (�3.3) and its 1σ un-
certainty (indicated by a shaded region). The SEDs for the
remainder of our quasar sample are presented in Appendices
A and B for RQQs and RLQs, respectively.

4 CHARACTERISTICS OF THE SED CATALOG

Here we present some fundamental measurements of the
quasar SEDs. Our main goal is to determine to which de-
gree the sample and its RLQ and RQQ subsamples are rep-
resentative of the broader z ∼ 2 RLQ and RQQ populations,
respectively. The measurements presented here also quantify
any di�erences in SED properties between the RLQ and RQQ
subsample. We begin by describing some important compari-
son samples that we use to determine whether our RLQs and
RQQs are representative of the broader z ∼ 2 population
(�4.1). Thereafter, we describe the UV�optical (�4.2) and X-
ray (�4.3) properties of our sample quasars. We also examine
their UV to X-ray SED shapes (�4.4), and determine whether
they are consistent with the UV to X-ray luminosity relation-
ship previously found for statistical samples of AGN (�4.5).
Finally, we estimate their integrated accretion luminosities
(�4.6).
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Figure 4. SEDs for two quasars in our sample: one X-ray detected object (upper panels), and one X-ray nondetection (lower panels). Left
panels: Rest-frame UV to X-ray SEDs. The leftmost and rightmost vertical dashed lines indicate the frequencies corresponding to 2500
Åand 2 keV, respectively. Right panels: Detailed view of the UV data and continuum modeling. Symbols: Black squares: `unfolded'
XRT spectrum (�3.5) with 1σ uncertainties. Solid red curve: X-ray model including Galactic absorption. Dashed magenta curve: intrinsic,
absorption-corrected X-ray model. Red triangles: 3σ upper limit �uxes (for X-ray upper limits, grey dashed line illustrates a Γ = 1.91

power-law). Black dots: Galactic absorption-corrected UVOT photometry. Orange squares: rescaled SDSS broadband photometry (�2.4).
Red crosses: photometric data points excluded from modeling (�3.3). Blue dashed and dash-dotted lines: EUV interpolations (�4.6),
connecting with the X-ray model at 0.3 keV and 1 keV, respectively. Grey curve: SDSS spectrum, if available - otherwise, composite
quasar spectrum of Selsing et al. (2016), scaled to the model �ux at 2500 Å. In the right panels, the horizontal bars represent the Full
Width at Half Maximum of the �lter bandpasses.

4.1 Main Comparison Samples

The Sloan Digital Sky Survey Quasar Catalog: Shen
et al. (2011) (hereafter, S11) present the measured UV�
optical SED characteristics for quasars in the SDSS Data Re-
lease 7 (Abazajian et al. 2009) spectroscopic quasar catalog
(Schneider et al. 2010). This sample contains over 105 spec-
troscopically classi�ed quasars, originally identi�ed as quasar
candidates due to their photometric colors. We select a sub-
set of these quasars as a comparison sample. Namely, sources
at redshifts 1.5 < z < 3.6 (i.e., matching the redshift range
of our sample), that are not �agged as Broad Absorption
Line quasars by S11. As we use this sample to determine
how typical the UV luminosities of our sample quasars are,
we wish to include all spectroscopically identi�ed quasars in

the relevant redshift range. We therefore do not impose any
luminosity cuto� for the SDSS comparison sample.

SED Catalogs: Richards et al. (2006) (hereafter, R06)
present the mid-infrared to near-UV SEDs of 259 quasars.
These quasars are spectroscopically identi�ed in the SDSS
Data Release 3 (Schneider et al. 2005), and are also de-
tected by the Spitzer Infrared Array Camera (Fazio et al.
2004). They therefore represent spectroscopically identi�ed
quasars; the requirement of an infrareed detection does not
signi�cantly a�ect the properties of this sample, as only one
quasar in their sample is not detected with Spitzer. R06 in-
clude available radio, far-UV and/or X-ray data for a subset
of these quasars. Of their sample, 113 quasars have redshifts
1.5 < z < 3.5. While their full sample is on average fainter
in the UV than our sample, the mean SED for their `lumi-
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Figure 5. Left: Distribution of νLν(2500Å) for our RQQ (solid orange histogram) and RLQ (dashed blue) samples, based on the UV-
optical continuum modeling (�3.3). The median luminosities for the RQQ and RLQ subsamples are almost equal (vertical orange and blue
lines, respectively). For comparison purposes, we show the average luminosities of the 1.5 < z < 3.5 RQQs (solid gray line) and RLQs
(dotted gray line) presented by W12. We also show the mean UV luminosity of the E94 sample of z < 1 quasars (dash-dot red line).
While there is an overlap in UV luminosity between our sample quasars and these earlier quasar SED studies, our quasars are on average
UV-brighter than the E94 sample by a factor 3.2. Right: Redshift distribution of νLν(2500Å) for our RQQ and RLQ subsamples. Here,
we also show the distribution of z and νLν(2500Å) for non-BAL quasars in the SDSS Data Release 7 (Shen et al. 2011). For the SDSS
sources, we extrapolate to the 2500Å luminosity using the published values of νLν(3000Å) for z < 2.25, or νLν(1350Å) for z > 2.25,
and the sample median local continuum slope measured near the relevant wavelength. The apparent dip in the luminosity distribution for
the SDSS quasars at z ∼ 2.25 is likely due to our extrapolation methods. The contours illustrate iso-density lines for the SDSS quasars
in the luminosity-redshift plane. At redshifts below z ∼ 2.8, our sample quasars are on average brighter than the SDSS sources, but their
luminosity distribution overlaps with the most dense regions of the z�νLν(2500Å) distribution for the SDSS quasars. At redshifts above
z ∼ 2.8, our sample quasars are unusually UV-luminous relative to the luminosity distribution of SDSS quasars. We note that this result
may partially be due to the change in UV interpolation strategies at the z ∼ 2.25 threshold for the SDSS sources.

nous quasar' subsample displays a similar UV luminosity to
our sample quasars. We do not use this catalog to compare
X-ray SED properties, as it includes only four X-ray detected
quasars at redshifts 1.5 < z < 3.5.
Wu et al. (2012) (hereafter, W12) present an SED catalog

for 843 AGN, based on Swift UVOT and XRT observations.
Their sample is selected by matching spectroscopically iden-
ti�ed AGN from the SDSS Data Release 5 with archival Swift
observations. For comparison purposes, we examine the sub-
sample of sources in the W12 catalog situated at redshifts
1.6 < z < 3.6 (174 RQQs and 35 RLQs). This sample is in
particular useful in order to study the inherent limitations of
Swift XRT observations of z ∼ 2 quasars due to instrumental
sensitivity.
Among the earliest comprehensive quasar SED catalogs is

that presented by Elvis et al. (1994) (hereafter, E94). These
authors present the radio to X-ray SEDs of 29 RQQs and 18
RLQs, all at redshifts z < 1. They tend to be X-ray bright,
as E94 select quasars that have X-ray detections with the
Einstein satellite. While this catalog does not include sources
as luminous as our z ∼ 2 sample, we include it here as a
comparison to lower-redshift sources. It is also the most cited
SED catalog in the existing literature, and thus represents a
'canonical' quasar SED catalog with which to compare our
higher-redshift sample.

Catalogs with Deep X-ray Observations: Of the SED
catalogs described above, only Wu et al. (2012) includes a sig-
ni�cant number of X-ray detected sources at z ∼ 2. However,

due to the inherent limitations of the Swift XRT detector, the
z ∼ 2 RQQs in the Wu et al. (2012) sample are mostly only
marginally detected. We therefore turn to samples with large
numbers of X-ray detected AGN, including deep, wide-�eld
X-ray observations that are able to detect fainter sources.
For this purpose, we select two studies of the LUV�LX rela-
tionship in AGN. These comparison samples also support our
investigations of the UV to X-ray SED shape for our sample
quasars (�4.4).

Lusso & Risaliti (2016) (hereafter, L16) study the rela-
tionship between rest-frame 2500Å and 2 keV luminosities
for a sample of 2605 radio-quiet AGN, all of which are se-
lected from the spectroscopically con�rmed quasar sample
presented by S11. These 2605 AGN are observed by XMM-
Newton, with an X-ray detection rate of ∼80%. Their `full
sample' regression result is consistent with several previous
studies of the LUV�LX (or LUV�αox) relationship for RQQs
across a broad range of redshifts and luminosities (e.g., Vi-
gnali et al. 2003; Strateva et al. 2005; Ste�en et al. 2006;
Just et al. 2007). The L16 sample spans a redshift range
of 0.06 < z < 4.93. For comparison purposes, we impose
a redshift cuto� 1.5 < z < 3.5 (881 AGN). For our compar-
ison of 2 keV X-ray luminosities, we also impose a UV lu-
minosity cuto� on their sample, excluding sources with 2500
Å luminosities fainter than 4.7 × 1045 erg s−1, in order to
remove quasars that are more UV-faint than any of our sam-
ple RQQs. Applying both the luminosity and redshift cuto�s
yields a comparison sample of 541 quasars.
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Figure 6. Distribution of the UV-optical spectral index βUV, as
measured for the emission line-corrected UVOT and SDSS photo-
metric data. The vertical lines indicate the median spectral indices
for the RQQ and RQQ subsamples.

Miller et al. (2011) (hereafter, M11) present a compre-
hensive study of the LUV�LX relationship for RLQs. These
authors select 654 radio-loud and radio-intermediate SDSS
quasars that have X-ray observations with Chandra, XMM-
Newton, or ROSAT. The most X-ray bright sources presented
by M11 are designated as a supplementary sample, as they
were observed with the Einstein satellite by Worrall et al.
(1987). Given that our RLQs are also X-ray bright, we select
quasars in their full (primary plus supplementary) sample
that have redshifts 1.5 < z < 3.5, and that are classi�ed
as radio-loud. This yields a comparison sample comprised of
240 RLQs, of which, 33 are taken from their supplementary
sample.

4.2 The UV-Optical SED

Here, we present the distributions of UV luminosities and
UV�optical spectral indices for our sample. Our measure-
ments are performed on the power-law UV-optical models,
Fλ ∝ λ−βUV (�3.3), �tted to the emission line-corrected
UVOT and SDSS photometry (�3.1). For comparison with
other studies, we note that βUV = α+ 2, where Fν ∝ να.
Our main results regarding the UV�optical SEDs of our

sample quasars are as follows.

• Our sample quasars are on average UV-luminous. At z ∼
2 they correspond to typical bright quasars in the SDSS, while
at z ∼ 3 they are much more UV-luminous than typical SDSS
quasars.
• Our RLQ and RQQ subsamples are well-matched in

terms of UV luminosities.
• Our quasars display UV�optical spectral indices consis-

tent with those of luminous quasars at z > 1.
• We �nd no signi�cant di�erence in the distributions of

UV�optical spectral indices for our RLQ and RQQ subsam-
ples.

We describe each of these results in more detail in the re-
mainder of this Section.

Monochromatic luminosities at 2500 Å: Our sam-
ple spans the range of 2500Å luminosities 2.8 <
νLν(2500Å)/1045 erg s−1 < 91.2 (Figure 5, left panel). Its
dynamic range in terms of UV luminosity is ∼ 1.5 dex at
1.5 > z > 2.5, but is only ∼ 0.8 dex at z > 2.5 (Fig-
ure 5, right panel). We �nd average monochromatic lumi-
nosities of νLν(2500Å) = 2.6(±0.2) × 1046 erg s−1 for the
RQQs; the quoted uncertainty represents the standard de-
viation of the mean luminosity, while the sample standard
deviation is σL = 2.3 × 1045 erg s−1. For the RLQs, we �nd
νLν(2500Å) = 2.5(±0.2)×1046 erg s−1, with σL = 2.2×1045.
The two radio subsets are statistically similar, as indicated
by two-sample KS tests (p = 0.98). The UV luminosities of
our X-ray detected and non-detected subsamples are also sta-
tistically similar(p = 0.66).
The `optically luminous' subsample de�ned by R06 has a

mean Lν(2500Å) ∼ 2 × 1046 erg s−1, similar to our mean
UV luminosities. This suggests that our sample is comprised
of UV-luminous quasars. Our sample quasars are also, on
average, more luminous than those in the SDSS comparison
sample (S11). At z ∼ 2, our quasars are on average a factor
∼ 3 more luminous than the peak of the SDSS luminosity
distribution at z ∼ 2 (Figure 5, right panel). We �nd that
the deviation of the UV luminosities in our sample relative
to the SDSS sample is larger at higher redshifts. At redshifts
above z ∼ 2.8, our quasars are roughly an order of magnitude
brighter than typical SDSS quasars, and only a few SDSS
quasars have comparable luminosities. At 1.5 6 z 6 2.8, the
UV luminosity distribution of our sample overlaps with the
most dense regions of the SDSS z�νLν(2500Å) distribution,
although the SDSS distribution extends to much fainter UV
luminosities (Figure 5, right panel). Thus, at redshifts z ∼
2, our quasars are comparable in terms of UV luminosities
to typical bright quasars in the SDSS, whereas our z ∼ 3
quasars are atypically bright relative to the broader quasar
population as characterized by the SDSS.

UV-optical spectral indices: We measure the UV�optical
spectral slope for 140 quasars, i.e., those which are detected
in at least two Swift UVOT �lters. Of which, 17 quasars have
only two usable photometric data points. The statistics of our
measured βUV values are not strongly sensitive to the inclu-
sion of these 17 quasars. We �nd an average spectral index
〈βUV〉 = 1.63 ± 0.04 for RQQs and 〈βUV〉 = 1.62 ± 0.06
for RLQs (Figure 6), with sample standard deviations of
σβ,RQQ = 0.32 and σβRLQ = 0.48, respectively. The median
spectral indices are 1.66 and 1.71 for RQQs and RLQs, re-
spectively. Thus, our RLQ and RQQ subsamples have similar
UV-optical SED shapes, as also indicated by a two-sample KS
test (p = 0.89). We �nd no trend of βUV with either redshift,
Lν(2500 Å), or integrated accretion luminosity, Lacc (as de-
�ned in �4.6). Our distributions of βUV contain outliers with
�at spectra (βUV > 1), perhaps due to substantial reddening
in the AGN and/or host galaxy. The SEDs for these sources
may also be intrinsically red, as is the case for massive black
holes with low spin in the context of Shakura & Sunyaev
(1973) thin-disk models.
We now examine whether the UV�optical SED spectral in-

dices of our quasar sample are consistent with quasars at com-
parable redshifts and UV luminosities. Shankar et al. (2016)
study the UV�optical SEDs for a sample of SDSS quasars
at redshifts 1.0 < z < 1.2, as a function of UV luminos-
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Figure 7. Histogram of the background-subtracted number of X-
ray counts, Nsub, for X-ray detected RQQs (solid orange outline)
and RLQs (dashed blue), along with non-detected RQQs (solid
black) and RLQs (dashed red). We detect 92% of the RLQs, but
only 40% of the RQQ subsample. Seven RQQs have Nsub < 0;
this is attributable to �uctuations in the background levels in the
background and/or source aperture, given negligible source �ux.

ity and black hole mass. For quasars with LUV > 1045.5 erg
s−1, corresponding to our UV luminosity range, they �nd
1.5 > βUV > 1.7; they have 2852 RQQs and 146 RLQs in
this luminosity range. For quasars with black hole masses
exceeding 109M� (i.e., the mass range of our sample, �5.3)
they �nd a similar range of spectral indices. We note that the
redshift range examined by Shankar et al. (2016) is some-
what lower than for our sample. Xie et al. (2015) present
UV�optical spectral index measurements for over 22000 lu-
minous (bolometric luminosities Lbol > 1047 erg s−1) SDSS
quasars at redshifts z > 1.8. They �nd no signi�cant red-
shift dependence of βUV. For these luminous AGN, they �nd
βUV ∼ 1.7, again broadly consistent with the spectral in-
dices for our sample. These results con�rm that our sample
have similar UV�optical spectral indices to 1) a sample of
luminous, high-mass quasars at 1.0 < z < 1.2, and 2) that
they also have similar spectral indices to luminous quasars
in the SDSS at z > 1.8. We therefore �nd that our sample
quasars have UV-optical spectra that are representative of
the broader population of luminous quasars.

4.3 The X-Ray SED

Here, we present the X-ray detection statistics and X-ray
spectral measurements for our sample. Our main results re-
garding the X-ray observations are as follows.

• Our RQQ subsample is fainter in the X-rays relative
to the RLQ subsample, con�rming previous results (e.g.,
Zamorani et al. 1981). Only 40% of our RQQs are detected
in X-rays.
• Taking non-detections into account, the intrinsic X-ray

luminosity distribution for our RQQ subsample is roughly
consistent with that found for UV-luminous RQQs in the
sample presented by L16.

• Our RLQ sample spans a more narrow range of X-ray
luminosities than does the RLQ sample presented by M11.
• The distributions of X-ray photon indices for our RLQ

and RQQ subsamples are statistically indistinguishable. Pre-
vious studies �nd signi�cantly softer X-ray spectra for RQQs.
This is likely due to the poor X-ray photon statistics for our
X-ray detected RQQs.

We elaborate these results in the remainder of this Section.

X-ray detection completeness: While we detect 92% of
the RLQ subsample in X-rays, only 40% of the RQQ sub-
sample are detected. Many of the X-ray detected RQQs have
background-subtracted total XRT counts Nsub ∼ 20 (Fig-
ure 7), and are close to our 3σ X-ray detection limit (as de-
�ned in Paper 1) given the background levels for these data.
Thus, the XRT-detected RQQ sample may represent an up-
per envelope in terms of X-ray luminosities for the entire
RQQ sample, as discussed further below.

Monochromatic luminosities at 2 keV: For X-ray de-
tected quasars, our sample spans 2.3 < νLν(2 keV)/1044

erg s−1 < 153.7 (Figure 8, left panel). At these high lu-
minosities, the non-AGN contribution to the X-ray emis-
sion should be minimal: the brightest non-transient X-ray
sources apart from AGN are the ultra-luminous X-ray bina-
ries, which do not exceed νLν(2 keV) ∼ 1042 erg s−1 (Col-
bert & Ptak 2002). The 3σ upper limits on the X-ray lu-
minosity for our X-ray non-detected quasars have a median
value of νLν(2 keV) ≈ 9 × 1044 erg s−1. Thus, our X-ray
non-detections are not necessarily extremely faint; the upper
limits overlap with the luminosity distribution of the detected
quasars, with an o�set of a factor ∼2.2 between the average
luminosities of detected quasars and the upper limits for non-
detections (Figure 8, left panel).
We see a signi�cant di�erence in the distributions of Lν

for the X-ray detected RLQ and RQQ subsamples (Figure 8,
right panel). The X-ray detected RQQs have an average X-ray
luminosity of 〈νLν〉 = 1.3(±0.3)×1045 erg s−1, with a sample
standard deviation of σνLν = 1.5 × 1045 erg s−1. The X-ray
detected RLQs are on average a factor ∼ 3 brighter, with
average luminosities 〈νLν〉 = 4.0(±0.5)× 1045 erg s−1, and a
rather large sample standard deviation, σνLν = 3.8×1045 erg
s−1. A two-sample KS test excludes that the X-ray luminosity
distributions for detected RLQs and RQQs are drawn from
the same parent distribution (with a null hypothesis proba-
bility p < 10−5), con�rming previous �ndings (e.g., Zamorani
et al. 1981).
W12 �nd comparable average X-ray luminosities to those of

our sample, for their Swift XRT observations of z ∼ 2 quasars
(Figure 8, right panel). Most of their X-ray detected RQQs
at z > 1.6 have few background-subtracted XRT counts, and
are thus close to their X-ray detection limit, which is also the
case for our RQQ subsample. This indicates that Swift XRT
is only able to detect RQQs at z ∼ 2 if they are atypically
X-ray bright. Indeed, our X-ray detected RQQs are brighter
than those presented by L16 at comparable redshifts (Figure
9, left panel). This is a direct consequence of the low X-ray
detection rate for RQQs in our sample. The L16 X-ray de-
tected sample extends to much lower 2 keV luminosities than
are detectable using Swift XRT observations at these red-
shifts (Figure 9, green dots). Thus, we need to consider the
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Figure 8. Left: Distribution of νLν(2 keV). Upper limits for non-detections are at the 3σ level. We also show the mean 2 keV luminosities
for X-ray detected sources (solid black line) and upper limits (dashed red line). Right: Distribution of νLν(2 keV) for X-ray detected RQQ
and RLQ subsamples. The median X-ray luminosities for the RQQ and RLQ subsamples (vertical orange and blue lines, respectively)
di�er by a factor ∼ 2.2. The X-ray luminosity of the mean SED for the z < 1 quasar sample presented by E94 (red vertical line) is a
factor ∼ 2.5 dimmer than the median values for our X-ray detected RQQs. The median 2 keV luminosities for RQQs (solid black line)
and RLQs (dashed black line) for 1.5 < z < 3.5 quasars presented by W12 are similar to those of our RQQ and RLQ subsamples. Their
study is based on serendipitous Swift observations, and is therefore indicative of the population of z ∼ 2 quasars that can be detected in
X-rays using Swift XRT.
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Figure 9. Left: Redshift distribution of 2 keV luminosities for our X-ray detected RQQ subsample (black circles). Upper limits for
non-detections (red triangles) are at the 3σ level.The radio-quiet, 1.5 < z < 3.5 sources presented by L16 with similar 2500Å luminosities
to our sample (green dots) extend to lower luminosities than do our X-ray detected RQQs. However, a Kaplan-Meier survival analysis
suggests that the luminosity distributions are roughly consistent when accounting for the large number of non-detections in our RQQ
subsample (�4.3). Right: Redshift distribution of 2 keV luminosities for our RLQ subsample (blue circles). Here, we also show the radio-loud,
1.5 < z < 3.5, X-ray detected sources presented by M11 (gray circles).

X-ray non-detections in our RQQ subsample in order to per-
form a robust comparison with the deep X-ray observations
presented by L16.
In order to probe the underlying X-ray luminosity distri-

bution for our sample, we utilize the Kaplan-Meier (KM)
estimator6, a survival analysis technique (Feigelson & Nelson

6 We use the implementation of the KM estimator algo-
rithm provided by the lifelines package (https://github.com/

1985; Isobe et al. 1986), which accounts for censored data
(here, X-ray non-detections). Including the upper limits for
non-detections, the KM estimates of the median luminosity
are νLν,KM = 5.3×1044 erg s−1 for our RQQ subsample, and
νLν,KM = 2.3 × 1045 erg s−1 for our RLQs. For our RQQs,
the KM estimator of the median luminosity is similar to the

CamDavidsonPilon/lifelines/), a Python interpretation of sur-
vival analysis techniques.
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Figure 10. Distribution of the X-ray hardness ratio for our sam-
ple. Here, the soft band is 0.3 keV - 1.5 keV, while the hard band
is the 1.5 keV - 10 keV range. Larger values of HR imply harder
X-ray spectra. The vertical lines indicate the median HR for the
detected and non-detected subsamples.

median X-ray luminosity, νLν(2 keV) = 4.6×1044 erg s−1, for
X-ray detected RQQs at redshifts 1.5 < z < 3.5, and with UV
luminosities exceeding 4.7 × 1045 erg s−1 in the sample pre-
sented by L16 (541 quasars). We impose this UV luminosity
cuto� on the L16 sample in order to match the UV lumi-
nosities of our RQQs. Formally, survival analysis techniques
assume that the censoring is random (e.g., Feigelson & Nel-
son 1985), which is not the case for �ux-limited samples. The
KM estimator may therefore be biased towards a high median
luminosity for the RQQ sample, given the low (∼40%) X-ray
detection rate for our RQQs. However, the agreement of our
νLν,KM with the median X-ray luminosity for the redshift-
and UV-luminosity matched quasars presented by L16 sup-
ports that the KM estimator is not strongly biased in this
case.
The distribution of X-ray luminosities for our RLQ sample

overlaps with that of the 1.5 < z < 3.5 quasars presented
by M11. However, their sample quasars display a broader
range of X-ray luminosities. In particular, their sample con-
tains sources with X-ray luminosities roughly one order of
magnitude fainter than our faintest RLQs (Figure 9, right
panel). Given that our RLQ sample only includes six non-
detections, this discrepancy is unlikely to be due to non-
detected sources. Instead, it is probably due to their sample
spanning a larger range of UV luminosities than does ours,
given the log-linear relationship that M11 identify between
UV and X-ray luminosity for RLQs. Also, our RLQs are 3C
sources, and are therefore among the most radio loud RLQs,
while M11 also include sources with more moderate radio
loudness values. M11 �nd that the excess X-ray luminosity
for RLQs is proportional to their radio loudness, which sug-
gests that our quasars will have a large excess X-ray luminos-
ity. We demonstrate that our RLQs are consistent with the
existing LUV�LX relationship for RLQs in �4.5.
In summary, our RLQs appear to have intrinsic X-ray lumi-

nosities typical of luminous z ∼ 2 quasars, as further demon-
strated in �4.5. We only detect an X-ray bright subpopulation

of RQQs. The Kaplan-Meier estimator of the median 2 keV
luminosity for our RQQs, accounting for non-detections, is
consistent with the typical 2 keV luminosities for luminous
z ∼ 2 quasars in the sample presented by L16.

X-ray hardness ratios: We calculate the X-ray hardness
ratio for each quasar, including XRT non-detections, follow-
ing the method described in Paper 1. We de�ne the soft and
hard bands as observed-frame 0.3 keV � 1.5 keV and 1.5 keV
� 10.0 keV, respectively. A positive X-ray hardness ratio cor-
responds to there being more photon counts in the hard band
than in the soft band. This crude measure of the X-ray spec-
tral slope is useful in cases for which the photon index Γ is
not well-determined. Quasars with HR ? 0 may be intrin-
sically absorbed (Wilkes et al. 2013). We present the hard-
ness ratios in Table 2. For X-ray detections we �nd a mean
hardness ratio 〈HR〉 = −0.06 ± 0.03, with a sample stan-
dard deviation σHR = 0.26 (Figure 10). For non-detections,
〈HR〉 = −0.01±0.05 and σHR = 0.35. Thus, there is no indi-
cation that the non-detected quasars di�er in X-ray hardness
from the detected objects. However, for the majority of the
non-detections, HR is poorly determined, with uncertainties
consistent with one of the extreme values (HR = ±1). The
mean hardness ratios for RLQs (including non-detections,
〈HR〉 = −0.06± 0.03) and RQQs (including non-detections,
〈HR〉 = −0.02± 0.04) are consistent. Only eight sources (of
which, one is an X-ray detection) have HR > 0 at the 2σ
con�dence level. Thus, while we cannot quantify the intrin-
sic absorbing column in our XRT modeling (Paper 1), the
data are consistent with little intrinsic absorption for most X-
ray detected objects. Two XRT-detected RQQs, Q0253-024
and Q1225-017, have anomalously soft X-ray spectra, with
HR < −0.8. Both objects are consistent with zero photon
counts in the hard X-ray band, given the background levels.

The X-ray photon index, Γ: We model the observed-
frame 0.3�10 keV X-ray spectrum as a power-law plus Galac-
tic absorption (�2.3). Given the redshift range of our sam-
ple, this corresponds to a rest-frame energy range of ∼1�30
keV. We therefore do not expect the observed X-ray spec-
trum to be strongly contaminated by soft X-ray excess, as
this emission component is strongest at energies below ∼ 1
keV (e.g., Petrucci et al. 2018). However, the observations do
cover the iron K complex ∼ 6.4 keV and the iron absorption
edge at ∼ 7 keV � 9 keV (e.g., Nandra & Pounds 1994). For
higher-redshift objects, our observations also cover the broad
Compton re�ection hump (e.g., Lightman & White 1988),
which is most prominent at ∼ 25 keV. We are not able to
discern these features from the X-ray continuum emission in
our XRT data. If present, they may introduce a systematic
bias of the measured photon index relative to that of the
underlying continuum.
For our X-ray detected quasars, we �nd a full range of pho-

ton indices 1.08 6 Γ 6 3.54 (Figure 11, left). For RLQs and
RQQs we �nd average photon indices 〈Γ〉 = 1.64 ± 0.03 and
〈Γ〉 = 1.71 ± 0.10, respectively. The median values of Γ are
1.60 and 1.62 for RQQs and RLQs, respectively. Thus, the
measured photon indices are statistically indistinguishable
for RQQs and RLQs in our sample. We see no signi�cant
trend of Γ with redshift. Two RQQs have very soft X-ray
spectra, with Γ > 2.5; these are the objects with HR < −0.8
discussed above. These two quasars have Nsub < 15 (Figure
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Figure 11. Left: Distribution of the X-ray photon index Γ for X-ray detected quasars, measured over the observed-frame energy range
0.3 keV - 10 keV. The 68% con�dence intervals on individual measurements of Γ range from ∆Γ ∼0.1 for observations with Nsub ∼ 100,
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(0.3�10 keV) for X-ray detected RQQs (orange circles) and RLQs (blue squares). Outliers with Γ ? 2.5 have Nsub > 15 counts, which
results in rather large uncertainties on Γ for these sources.

11, right), with correspondingly large uncertainties on the
measured photon index, ∆Γ ∼ 0.5.

We �rstly compare our RLQ photon indices with previ-
ous results. W12 �nd 〈Γ〉 = 1.72± 0.12 for the 13 X-ray de-
tected RLQs at redshifts 1.5 < z < 3.5 in their sample. These
quasars have very similar X-ray luminosities to our RLQ sam-
ple (Figure 8), while being on average slightly fainter in terms
of UV luminosity (Figure 5). Similarly, Page et al. (2005)
�nd 〈Γ〉 = 1.55 ± 0.04 for the rest-frame energy interval 2�
10 keV, with a sample standard deviation σΓ = 0.28, for 16
z > 2 RLQs that are on average a factor ∼ 10 X-ray brighter
than our RLQ sample. Scott et al. (2011) present a sample of
75 RLQs spanning a broad range of X-ray luminosities. For
RLQs with Lν(2 keV)> 3× 1045 erg s−1, they �nd Γ ∼ 1.68
when modeling the X-ray spectrum as a simple power-law,
consistent with our results. Thus, our mean value of Γ for
RLQs is consistent with those measured for z ? 1.5 RLQs
in previous studies. In Paper 1 we found 〈Γ〉 = 1.46 ± 0.05
for 23 X-ray detected RLQs, all of which are included in the
present work. This preliminary result was mildly inconsistent
with previous studies of RLQ. We attribute this discrepancy
to the smaller sample size in our previous work.

For the RQQ subsample, our measured photon indices are
surprisingly small. For the 541 RQQs presented by L16 with
1.5 < z < 3.5 and UV luminosities exceeding 6.7 × 1045 erg
s−1, the average photon index is 〈Γ〉 = 1.89 ± 0.02, with a
sample standard deviation of σΓ =0.54. If we instead select
quasars from the L16 study with comparable X-ray luminosi-
ties to our RQQ sample (437 sources), the average photon
index is 〈Γ〉 = 1.90 ± 0.02. The average photon index for
RQQs in our sample is inconsistent with this result at the
∼ 2σ level, while our median Γ = 1.60 for RQQs is discrepant
at the ∼ 3σ level. Also, our distributions of photon indices
for RLQs and RQQs are statistically indistinguishable. Both
Page et al. (2005) and Scott et al. (2011) �nd that RQQs
have, on average, softer X-ray spectra (i.e., larger Γ) than

RLQs. Scott et al. (2011) study 522 RQQs and 75 RLQs.
Their RLQ and RQQ subsamples are not signi�cantly di�er-
ent from each other in terms of redshift or absolute i-band
magnitude, suggesting that there is an underlying physical
di�erence in the X-ray emission for the two radio classes. As
our RLQ and RQQ samples are also well-matched in redshift
and luminosity, we might also expect to �nd larger photon
indices for RQQs relative to RLQs.

We suspect that the anomalously small measured Γ values
for our RQQs are due to the large modeling uncertainties for
sources in our sample with few background-subtracted XRT
counts, Nsub. All but three of our RQQs have Nsub < 30
(Figure 11). In their Swift XRT spectral modeling, W12 in-
clude Γ as a modeling parameter only for observations with
Nsub >30, and assume Γ = 1.9 otherwise. They �nd an av-
erage 〈Γ〉 = 2.0 ± 0.02 with a sample standard deviation
σΓ = 0.24 for sources with Nsub > 30, which is consistent
with the deeper X-ray observations presented by Lusso &
Risaliti (2016). These results indicate that the photon index
is underestimated for our X-ray detected RQQ subsample,
due to the poor X-ray photon counting statistics.

In summary, our RLQs display X-ray photon indices con-
sistent with existing z ∼ 2 RLQ samples, while our RQQs dis-
play signi�cantly lower Γ (i.e., harder X-ray SEDs) than those
found in the literature. Our X-ray spectral modeling is likely
biased towards low values of Γ for X-ray detected sources
with low total XRT counts, Nsub < 30. For this reason, we
cannot determine whether the RQQs have X-ray spectra typ-
ical of the broader z ∼ 2 population of luminous quasars. In
contrast, most of our RLQs have Nsub > 30. The measured
X-ray photon indices for our RLQs are consistent with those
found for the broader RLQ population at 1.5 < z < 3.5.
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Figure 12. Left panel: Distribution of αox (and 3σ upper limits for X-ray non-detections) for all quasars detected with UVOT; an XRT
non-detection corresponds to a lower limit on αox. Right panel: Distribution of αox between radio types, for X-ray detected quasars. The
vertical lines indicate the median αox for the subsamples.

4.4 The X-ray to UV Spectral Index, αox

The X-ray to UV-optical spectral index, αox, is de�ned by
Tananbaum et al. (1979) as

αox = − log(Fν(2 keV)/Fν(2500Å))

log(ν(2 keV)/ν(2500Å))
. (1)

Smaller values of αox correspond to relatively X-ray brighter
sources. We present measurements of αox, or its 3σ lower limit
for XRT non-detections, for each quasar in Table 6. We see
no trend of αox with redshift for our sample.
Given that our RLQ and RQQ subsamples have similar

distributions of optical luminosity, the larger median 2 keV
luminosities for our RLQ subsample leads to smaller values
of αox for X-ray detected RLQs (Figure 12). The X-ray de-
tected RLQs have a mean value 〈αox〉 = 1.33 ± 0.01, with a
sample standard deviation of 0.12 (Figure 12). For the 27 X-
ray detected RQQs we �nd 〈αox〉 = 1.51±0.02, with a sample
standard deviation of 0.08 (Figure 12). However, as discussed
in �4.3, we only detect an X-ray luminous subset of our RQQs
with Swift XRT. It is therefore necessary to account for X-
ray non-detections in order to estimate the intrisic median
αox for our RQQs.
Including the six non-detected RLQs, the Kaplan-Meier

estimate of the median is αox,KM = 1.36. Thus, the median
αox for our RLQs is not strongly sensitive to the inclusion of
non-detected sources.
The KM estimator of the median αox for the RQQs, in-

cluding the 41 non-detections, is αox,KM = 1.59. This sug-
gests that our RQQs are, on average, intrinsically fainter in
X-rays than our RLQs, at a given UV luminosity. Alterna-
tively, the discrepancy might be a byproduct of the much
lower X-ray detection rate for our RQQs. To investigate this
possibility, we �rst compare the distribution of αox, including
lower limits, for the entire sample (RLQs and RQQs). These
distributions are signi�cantly o�set from each other, as evi-
denced by two-sample KS tests (Table 7). For the combined
sample, the X-ray detections are mostly radio-loud, while the
non-detections are radio-quiet. On the other hand, the dis-
tributions of αox measurements for X-ray detections versus

αox lower limits for non-detections are not signi�cantly o�set
within the individual RLQ and RQQ subsamples. I.e., within
each radio class, the intrinsic αox values for X-ray detections
and non-detections are consistent with being drawn from the
same underlying sample. This supports that the observed dif-
ference in Kaplan Meier estimators for the median αox in our
RLQ and RLQ subsamples is indeed driven by the di�erence
in intrinsic X-ray brightness between RLQs and RQQs.

For RLQs at redshifts 1.5 < z < 3.5 in the sample pre-
sented by M11, the average value of αox is 1.38±0.01, with a
sample standard deviation of 0.14. For those 1.5 < z < 3.5
RLQs that also have optical luminosities comparable to our
sample (96 sources), 〈αox〉 = 1.43 ± 0.02. These results are
consistent with the KM estimator median, αox = 1.36 ,for our
RLQs. W12 �nd 〈αox〉 = 1.28 ± 0.03 for 41 X-ray detected
RLQs at redshifts 1.5 < z < 3.5. This result is broadly con-
sistent with our median αox for X-ray detected RLQs.

W12 �nd 〈αox〉 = 1.41±0.03 for 174 X-ray detected RQQs
at redshifts 1.5 < z < 3.5. As discussed in �4.3, given the
observing e�ciency of Swift XRT, the X-ray detected RQQs
presented by W12 represent an X-ray bright subset of the
general RQQ population, as do ours. The underlying αox dis-
tribution for RQQs extends to larger values (i.e., softer UV
to X-ray SEDs) than can be detected with Swift XRT. For
RQQs at 1.5 < z < 3.5 in the sample studied by L16 with
UV luminosities comparable to our RQQs (541 sources), the
average αox is 1.64± 0.01, with a sample standard deviation
of 0.14. This is broadly consistent with our KM estimator
of the sample median for RQQs, αox,KM = 1.59, although
our KM estimator implies a slightly X-ray brighter under-
lying luminosity distribution. This is probably due to our
upper limits on the X-ray luminosity for non-detections be-
ing rather bright (e.g., Figure 9) relative to the detected faint
X-ray sources in their sample.

In summary, the distribution of αox for our RLQs is con-
sistent with the broader population of z ∼ 2 RLQs, as rep-
resented by a redshift-matched subsample of the sample pre-
sented by M11. As Swift XRT only detects an X-ray luminous
subset of quasars at z ∼ 2, it is vital to account for non-
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Figure 13. UV versus X-ray luminosities, for all quasars detected
in at least one UVOT bandpass. At a given Lν (2500 Å), X-ray
detected RLQs (blue squares) tend to be brighter at 2 keV than do
X-ray detected RQQs (orange circles). For X-ray non-detections,
downwards-pointing triangles denote 3σ upper limits on LX. The
most likely linear relationships are shown as a solid blue line for
RLQs and a solid dark orange line for RQQs. The magenta and
orange shaded regions display a randomly-drawn subset of the
individual realizations generated by our Bayesian analysis; thus,
the shaded region corresponds to the posterior distribution of the
model. We show the linear relations found by M11 for all RLQs
in their sample (dark green dotted line) and for RLQs with radio
loudness parameter R∗ > 3 (dashed light green line). Our most
likely log-linear relationship for RLQs is most consistent with the
relationship presebted by M11 for R∗ > 3 sources. For the RQQs,
our most likely log-linear relationship lies above the regression line
obtained by L16 (black dashed line). This is likely due to us only
detecting the X-ray brightest RQQs, and obtaining insu�ciently
faint limiting X-ray luminosities for non-detections.

detections in order to estimate the underlying distribution of
αox. The KM estimator median αox for RQQs in our sample
is broadly consistent with the average αox values found for
RQQs in previous work.

4.5 The LUV�LX Relationship

The non-linear relationship between LUV and LX for RQQs
(e.g., L16, and references therein) implies that more UV-
luminous AGN transfer less of their available accretion en-
ergy into the X-ray corona. Here, we examine to what degree
our RLQ and RQQ subsamples display this behavior, and
whether they are consistent with the previously established
LUV�LX relationships. We use the LUV values derived from
our UV-optical continuum model (�3), which are corrected
(in a statistical sense) for broad-line and Balmer continuum
emission. As M11 show that the LUV�LX relationship for
RLQs is o�set relative to RQQs, we treat the two radio sub-
samples individually. We consider a log-linear relationship of
the form

log

[
Lν(2 keV)

1 erg s−1Hz−1

]
= A+B log

[
Lν(2500 )

1 erg s−1Hz−1

]
, (2)

and use the Linmix_err algorithm (Kelly 2007) to obtain

the best-�t intercept, A, and slope, B. The Linmix_err code
applies a Bayesian statistical analysis to the regression prob-
lem, via a Monte Carlo Markov Chain (MCMC) algorithm. It
allows for an intrinsic scatter in the dependent variable (here,
LX), and accounts for censored data (here, limiting �uxes
for X-ray non-detections). This approach is more powerful
than survival analysis techniques for linear regression (e.g.,
Isobe et al. 1986)), as the latter techniques do not account
for measurement uncertainties or intrinsic scatter. For high
X-ray detection rates, these methods produce very similar
results (L16). However, Kelly (2007) demonstrates that only
Linmix_err retrieves an unbiased estimate for low X-ray
detection rates and large measurement uncertainties, appro-
priate for our RQQ sample.
The most likely values of the A and B parameters, as de-

termined using Linmix_err, are listed in Table 9. For each
of the RLQ and RQQ subsamples, we perform the model-
ing once using only the X-ray detected objects, and again
including the censored data. Due to the limited range of LUV

for our sample, the mean values of the intercept A are not
well-determined in any of these regressions. However, the dis-
tribution of realizations of the LUV�LX relationship produced
by Linmix_err for RLQs and RQQs are distinct in the sense
that RLQs have higher X-ray luminosities than RQQs at a
given UV luminosity (Figure 13). For comparison purposes,
we also list in Table 9 the parameters found by L16 for RQQs,
and by M11 for RLQs. We quote the relationships found for
the full samples presented in these studies, without imposing
redshift or luminosity cuto�s, as the statistical power of their
regressions depends on having large dynamic ranges in UV
and X-ray luminosities. Thus, we are investigating whether
our quasar samples (with limited dynamic ranges in terms of
UV and X-ray luminosities) are consistent with the broader
AGN populations in terms of the LUV�LX relationship.
We �rst discuss our results for the RQQ subsample. The

relationship presented by L16 for a sample of 2685 RQQs
(Figure 13, dashed black line) is marginally consistent with
our Linmix_err regression (solid orange line), at least at
log[Lν(2500 Å)/erg s−1Hz−1] ? 31.5. Only one X-ray de-
tected RQQ in our sample lies below the log-linear relation-
ship determined for the entire RQQ sample. This con�rms
that our XRT observations only detect an X-ray bright sub-
set of the full X-ray luminosity distribution for RQQs, as �rst
discussed in �4.3, and implies that the log-linear relationship
we �nd is highly dependent on the limiting X-ray luminosi-
ties for non-detections. Given the large number of X-ray non-
detections for our RQQ sample, we cannot exclude that our
RQQs follow an underlying LUV�LX relationship consistent
with that found by L16.
Our regression results for RLQs (Figure 13, solid blue line)

are consistent with those found by M11 for the most radio-
loud sources in their sample (dotted green line). These sources
have R∗ > 3, where R∗ = log[Lν (5 GHz)]− log[LUV]. Their
relationship for the full RLQ sample (dotted dark green line)
is o�set from ours towards lower X-ray luminosities. Given
that many of our RQQ sample are originally detected in the
Cambridge 3C and 4C radio catalogs (�2), they are among
the most radio-luminous sources at z ∼ 2. Therefore, their ra-
dio luminosities correspond to the most radio-loud sources in
the M11 sample. Our results are thus consistent with the cor-
relation between radio loudness and X-ray luminosity found
by M11.
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In summary, the LUV�LX relationships found for our RLQ
subsample is consistent with previous results for highly radio-
loud quasars. Our regression results exclude a 1:1 relationship
between LUV and LX at the ∼ 2.5σ level based on the un-
certainties on the slope parameters B (Table 9), suggesting
that RLQs become relatively more X-ray faint at higher UV
luminosities, as also found by M11 at a higher signi�cance.
For RQQs, our LUV�LX analysis con�rms that we only detect
the X-ray brightest sources, as also implied by the low values
of αox for the X-ray detected RQQs (�4.4). Accounting for
X-ray non-detections, our RLQ subsample displays a trend
in LUV�LX that may be consistent with the results presented
by L16, although we would require deeper Swift XRT obser-
vations to obtain su�ciently tight limiting X-ray luminosities
in order to con�rm this.

4.6 Integrated Luminosities

Here, we use our observed UV�optical-X-ray SEDs to es-
timate the integrated accretion luminosities of our sample
quasars. We use these integrated luminosities to estimate the
Eddington ratios for our sample quasars (�5.4).

UV�optical luminosities: We integrate the UV contin-
uum model (�3.3) over the rest-frame interval 1000 Å� 3000
Å to obtain the UV�optical luminosity due to the continuum
component, LUV. These measurements are tabulated in Ta-
ble 6. We determine the uncertainties of these integrated lu-
minosities by integrating over the±1σ uncertainties on fλ(λ),
as determined from the uncertainties on βUV and the �ux
normalization using standard error propagation.

X-ray luminosities: The lowest rest-frame energy observed
by XRT is 1 keV for a source at z = 2. We integrate the lu-
minosity of the absorption-corrected X-ray model (�2.3) over
the rest-frame energy range 1 keV � 25 keV, and we denote
this quantity LX(1-25 keV). This range roughly corresponds
to the rest-frame energies observed by XRT, given the red-
shift distribution of our sample. To aid comparison with other
AGN samples, we also calculate LX (0.3-10 keV) and LX
(2-10 keV), both integrated over the respective energy inter-
vals in the rest-frame. All three luminosities are determined
based on the same xspec model, namely, that �tted to the
observed-frame interval 0.3-10 keV. The 1σ uncertainties on
the integrated X-ray luminosities are determined using the
xspec lumin task, assuming that the underlying distribution
of parameter values is a multivariate Gaussian, with distri-
bution widths calculated from the �t covariance matrix. We
list these various measures of X-ray luminosity for each X-ray
detected source in Table 6. For X-ray detected quasars, we
�nd 0.08 > LX(2-10 keV)/1046 erg s−1 > 4.75.
The measurement of LX (0.3-10 keV) involves an extrapo-

lation of our model �t into the unobserved soft X-ray regime.
Thus, LX (0.3-10 keV) will be systematically underestimated
if these quasars have a signi�cant soft X-ray excess, as the
XRT data generally extend to rest-frame ∼1 keV (Figure 4).
The typical soft excess strength in z ∼ 2 quasars is currently
unknown. However, the physical mechanism producing the
soft X-ray excess may be Compton upscattering of UV con-
tinuum emission in the accretion disk atmosphere (Czerny &
Elvis 1987) or in a warm (0.1 keV < kTe <1 keV) corona

(Done et al. 2012; Jin et al. 2013; Petrucci et al. 2018). In
both scenarios, the SED of the resulting soft excess compo-
nent will depend on the energies of the UV seed photons.
In the context of thin-disk models, at a given black hole spin
value, the large black hole masses for our sample (�5.3) lead to
SED turnovers at lower energies relative to low-mass AGN. In
that case, a lack of extreme-UV seed photons may preclude
the generation of a soft X-ray emission feature for massive
quasars.

EUV and total accretion luminosities: We estimate the
unobserved extreme-UV (rest-frame 1000Å�1 keV) luminos-
ity, LEUV, as the integrated luminosity of our power-law EUV
interpolation (�3.4). This estimate, combined with our X-ray
and UV-optical continuum models, provides a rough mea-
sure of the integrated luminosity between 3000 Åand 25 keV.
Given that we have isolated the contribution of the accretion
disk, and the X-ray emission believed to be ultimately pow-
ered by the accretion process (�1), we denote this quantity
the accretion luminosity, Lacc. In particular, Lacc(3000Å�25
keV)= LUV + LEUV + LX represents the integrated lumi-
nosity over the energy range covered by Swift and by the
SDSS photometry for our sample, plus the interpolated lu-
minosity over the unobservable EUV. We present LEUV and
Lacc(3000Å�25 keV) for each X-ray detected quasar in Table
6. The 1σ uncertainties on LEUV for X-ray detected quasars
are calculated by extrapolating between the 1σ limiting val-
ues of the 1000 Åand 1 keV �ux densities, and integrat-
ing over these adjusted EUV power-law �ux distributions.
The mean accretion luminosity for our X-ray detected RLQs
(〈Lacc〉 = 1.0(±0.2) × 1047 erg s−1) is consistent with that
of the detected RQQs (〈Lacc〉 = 0.8(±0.1)× 1047 erg s−1). A
two-sample KS test does not exclude that the Lacc distribu-
tions are drawn from the same parent population (p = 0.46).
The full ranges of accretion luminosities are similar between
RLQs and RQQs (Figure 14, left panel).
For Novikov & Thorne (1973) thin-disk models with black

hole masses MBH ∼ 109M�, a substantial fraction of the to-
tal energy output is emitted in the rest-frame optical regime,
especially for slowly rotating black holes. We therefore also
need to consider the rest-frame optical emission to avoid sys-
tematically underestimating the accretion luminosity. While
the SDSS photometry does not cover the rest-frame opti-
cal for our sample, we make a rough estimate of the accre-
tion luminosity between 1µm�25 keV via extrapolation of our
UV continuum model to 1µm using the measured continuum
slope. We denote this quantity Lacc(1µm�25 keV). Accord-
ing to this extrapolation, the energy emitted in the unob-
served region 3000 Å� 1 µm accounts on average for 16% of
Lacc(1µm�25 keV). Our extrapolation of the UV continuum
beyond the observed energy range (i.e., beyond ∼ 3000 Å)
introduces an additional uncertainty on the integrated accre-
tion luminosity. This is due to the potentially non-negligible
spectral curvature in the rest-frame optical regime. In par-
ticular, in the context of Novikov & Thorne (1973) thin-disk
models, quasars with massive black holes MBH ? 109M�
and low values of the spin parameter have SED turnovers in
the rest-frame UV (as demonstrated in Chapter 6.3 of this
Thesis). In that case, the continuum slope in the unobserved
rest-frame optical is steeper than that in the rest-frame UV.
Our naive power-law extrapolation of the observed continuum
SED does not account for this spectral curvature. In addition,
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Figure 14. Left: Histogram of Ltot (3000 Å� 25 keV) for RQQs and RLQs detected with XRT. Right: Ratio of the integrated luminosity
in the directly observed regions, Lmin = Lint (1000 Å�3000 Å)+ Lint (1 keV � 25 keV), to the integrated luminosity including the EUV
power-law extrapolation, Ltot (3000 Å� 25 keV). The vertical lines indicate the median luminosities (or ratios) for the RQQ and RQQ
subsamples.

there may be signi�cant intrinsic reddening for some objects
in our sample, which would lead to an underestimation of the
continuum slope emitted by the accretion disk. In particular,
the RLQs Q0458-020 (Figure B6), Q2222+051 (Figure B24)
and Q2338+042 (Figure B25) display shallow UV�optical
spectra, with βUV < 1, which could be due to either an intrin-
sic SED turnover or intrinsic reddening. Our available Swift
and SDSS broad-band photometry cannot strongly constrain
the amount of intrinsic reddening for individual quasars. On
the other hand, the majority of our sample do not show ev-
idence for a spectral turnover in the observed energy range;
for these sources, the naive power-law extrapolation may be
appropriate. Given these uncertainties, we present our ac-
cretion luminosity estimates both in terms of Lacc(3000Å�25
keV) and Lacc(1µm�25 keV).

Minimum accretion luminosities: The above estimates
of the accretion luminosity include signi�cant emission at
energies that are not constrained by our data. Both esti-
mates of Lacc involve an interpolation over the EUV, while
Lacc(1µm�25 keV) also includes an extrapolation over the
rest-frame optical regime. We therefore also consider a ro-
bust minimum accretion luminosity Lmin, de�ned as Lmin =
LX(1− 25 keV) + LUV(3000Å�1000Å). This corresponds to
the integrated luminosity across all observed energies, assum-
ing zero emission for all unobserved regions of the SED. We
�nd Lmin/Lacc(3000 Å�25 keV)∼ 0.45 for our sample, with
no signi�cant di�erence between RQQs and RLQs (Figure
14, right panel). Thus, according to our chosen interpolation
scheme, a substantial fraction of the accretion luminosity is
indeed emitted in the EUV.

5 DISCUSSION

5.1 Are Our Quasars Representative of the Broader
Population at z ∼ 2?

The main objective of this work is to ascertain to which de-
gree the quasars included in our SED catalog are representa-
tive of the broader z ∼ 2 quasar population.

The UV Luminosity Distribution: The distributions of
UV luminosities for these quasars (�4.2, Figure 5) reveal that
the majority of our z ∼ 2 quasars have 2500Å luminosities
consistent with typical bright spectroscopically con�rmed
quasars in the SDSS at z ∼ 2, as presented by S11. However,
those quasars in our sample with redshifts z ? 2.8 are atyp-
ically bright relative to the SDSS quasar sample. In terms
of UV luminosities, we therefore �nd that only the lower-
redshift (z > 2.8) members of our sample can be regarded as
representative of the broader population of bright quasars,
whereas our z ∼ 3 quasars are unusually bright.

The UV�optical SED Shapes: Our quasars have UV�
optical continuum slopes that are consistent with previous
results for quasars within the same redshift range (�4.2).

The X-ray Emission: For the RLQ subsample, the distri-
butions of X-ray photon indices (�4.3) and of the UV to X-ray
spectral index, αox (�4.4) are consistent with previous studies
of z ∼ 2 RLQs. The X-ray luminosity distributions for RLQs
and RQQs are signi�cantly di�erent, with our RLQs gen-
erally being X-ray brighter, consistent with previous results
(e.g., Zamorani et al. 1981; Miller et al. 2011). The brighter
X-ray emission for RLQs is not well understood at present,
but may be due to emission from the radio jet (e.g., Miller
et al. 2011). Our RLQ sample displays a trend in which UV-
brighter sources are relatively X-ray fainter, as seen for the
broader RLQ population (M11).
Our analysis of the αX distribution and the LUV�LX rela-

tionship for RQQs demonstrates that we only detect an X-ray
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bright subset of the underlying RQQ population with XRT.
This is an unavoidable consequence of using Swift XRT for
X-ray studies of z ∼ 2 quasar populations, given the fainter
X-ray emission of RQQs. Indeed, our distributions of αox and
2 keV luminosities for RQQs are consistent with those found
by W12 using Swift XRT, but are inconsistent with the re-
sults of deeper X-ray studies using Chandra and/or XMM-
Newton, for which much X-ray fainter RQQs are detected
(e.g., L16, 〈αox〉 ∼ 1.8). For RQQs, the small number of X-
ray photons received even for detected sources also impairs
our ability to measure the X-ray spectral slope accurately
(�4.3). We �nd similar X-ray photon indices for RLQs and
RQQs, whereas comparison studies based on deep XMM-
Newton observations reveal that RQQs tend to have softer
X-ray spectra.
In summary, the majority of our sample have luminosities

and SED diagnostics that are consistent with other bright
sources at z ∼ 2, with the caveat that the X-ray properties
of the RQQ sample are not strongly constrained. However,
a subset of our quasars residing at z ? 2.8 have unusually
bright UV luminosities, and are therefore not representative
of the broader population of z ∼ 3 quasars.

5.2 Our RQQs and RLQs have Indistinguishable
UV�optical SEDs

Our radio-quiet and radio-loud subsets are selected to have
similar distributions of redshift and V -band absolute magni-
tude (�2). However, we did not select them based on broad-
band UV�optical SED characteristics. Our Swift UVOT ob-
servations (and supplementary SDSS photometry) reveal that
the RQQs and RLQs have statistically indistinguishable UV-
optical SEDs. This suggests that the SED shape produced
by the thermal disk component for typical RLQs and RQQs
is similar, at least for those energy regimes that are accessi-
ble using Swift and SDSS photometry. Given the similarity
between the UV�optical broadband SEDs for the two radio
classes, our sample appears well-suited for future investiga-
tions of the radio loudness dichotomy for quasars.

5.3 The RLQs and RQQs Have Similar Black Hole
Masses

In order to further investigate whether our sample quasars
are representative of the broader population at z ∼ 2, and to
probe whether the RLQs and RQQs in our sample might have
di�erences in black hole mass (MBH), we now estimate the
distributions of MBH, for each radio subsample. We utilize
single-epoch MBH estimates (e.g., Vestergaard 2002),

MBH =
V 2

virRBLR

G
≈ f FWHM2(λLλ)α

G
. (3)

Here, Vvir is the virial velocity of the gas emitting a given
broad emission line, which is proportional to the emission
line Full Width at Half-Maximum if the BLR is fully virial-
ized or moves in Keplerian orbits. The factor f depends on
the detailed geometry and source inclination of the BLR, and
is usually determined in a statistical sense for ensembles of
AGN. The RBLR ∝ Lαλ relationship is determined via rever-
beration mapping of statistical samples of AGN, and is con-

sistent with α = 0.5 when the reverberation mapping sample
is corrected for host galaxy emission (Bentz et al. 2006, 2013).

We use the scaling relationship presented by Vestergaard
& Peterson (2006) for the C iv broad emission line (their
Equation 7). This relationship is calibrated for Lλ(1350 Å).
For quasars from the Vestergaard (2000) sample, we derive
Lλ using the power-law UV continuum model presented by
Vestergaard (2003), and use the Civ FWHM measured using
the same spectra by Vestergaard (2000). For the 16 quasars
in our SDSS sample, we measure both the FWHM and Lλ
using the SDSS spectroscopy. For these objects, we use a
variance-weighted average of MBH calculated using Civ and
Mgii. The Mgii scaling relation is presented by Vestergaard
& Osmer (2009). We exclude 13 quasars from this analysis, as
they lack rest-frame UV spectroscopy. Namely, Q0123+257,
Q0249-184, Q0447-395, Q0518-350, Q1008-055, Q1151-004,
Q1203-111, Q1225-017, Q1226-111, Q1318+113, Q1354+258,
Q1557-199, and Q2338+042.

The sample spans black hole masses of 0.5 6
MBH/109M� 6 32.3 (Figure 15, left panel). This mass range
is similar to that of the z ≈ 2 quasars in the Large Bright
Quasar Survey (Vestergaard & Osmer 2009), and that found
for SDSS quasars at z ≈ 2 (Shen & Kelly 2012). We see a
trend for quasars with higher accretion luminosities to have
more massive black holes (Figure 15, right panel), as noted
in previous work (e.g., Peterson et al. 2004) and expected
if quasars have similar mass-normalized accretion rates (i.e.,
Eddington ratios, �5.4). The uncertainties on MBH for indi-
vidual objects are of order 0.56 dex (Vestergaard & Peterson
2006). These uncertainties are due to the scatter of the mass
scaling relationship with respect to the MBH determined by
reverberation mapping (0.36 dex), and the uncertainty on the
normalization of the reverberation-mapping mass scale itself
(0.46 dex, Onken et al. 2004). We �nd nine quasars for which
1×1010 < MBH/M� < 6×1010. However, given the large 1σ
statistical uncertainties for our measurements, our MBH dis-
tribution is consistent with true masses of MBH > 1010M�
for all sample objects (Figure 15). Based on the Bayesian
statistical analysis presented by Kelly et al. (2010), we might
expect to �nd one or two quasars with true masses exceeding
1010M� in our sample of 130 quasars with mass estimates.

We �nd a similar average mass for RQQs and RLQs,
namely, 〈MBH〉 = (4.6±0.6)×109M� for RQQs and 〈MBH〉 =
(3.9± 0.5)× 109M� for RLQs. Two-sample KM tests do not
exclude that the MBH for either the RLQ and RLQ subsam-
ples (p = 0.39) or the XRT detections and non-detections
(p = 0.93) are drawn from the same parent distribution.
Thus, for a well-matched (in terms of optical luminosity and
redshift, �2) sample of high-mass quasars, there is no signi�-
cant di�erence in the MBH distribution of RQQs and RLQs.
In contrast, McLure & Jarvis (2004) do �nd a signi�cant o�-
set in single-epochMBH estimates for a sample of 6099 RQQs
and 436 RLQs at 0.1 < z < 2.1, selected from the SDSS. Phe-
nomenologically, this o�set is driven by the paucity of RLQs
with MBH < 108M� in their sample (as evidenced by their
Figures 1 and 2). Given that neither our RQQ nor our RLQ
subsamples contain MBH < 108M� quasars, we cannot test
the purported lack of low-mass RLQs. Here, we simply note
that for bright RLQs and RQQs with matched V -band abso-
lute magnitudes, there is no di�erence in black hole mass dis-
tributions. We conclude that our RLQ and RQQ subsamples
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Figure 15. Left: The distribution of single-epoch MBH estimates for our sample. The vertical lines indicate the median black hole masses
for the RQQ and RQQ subsamples. Right: MBH as a function of integrated accretion luminosity Ltot for our sample. The solid and dashed
lines denote Eddington luminosity ratios Ltot/LEdd of unity and 0.1, respectively. The uncertainties onMBH are dominated by the scatter
of the Vestergaard & Peterson (2006) scaling relationship with respect to the MBH determined by reverberation mapping, and by the
uncertainty on the normalization of the reverberation-mapping mass scale itself, as determined by Onken et al. (2004).

are well-suited to investigations of the di�erences in accretion
properties between RLQs and RQQs.

5.4 The RLQs and RQQs Have Similar Eddington
Ratios

Our sample RQQs and RLQs have similar distributions of ac-
cretion luminosity (�4.6) and of black hole mass (�5.3). Thus,
they must have broadly similar accretion properties. In order
to quantify this, we now calculate the distribution of Edding-
ton ratios for these subsamples. This analysis also provides an
important diagnostic of whether these quasars are accreting
in the thin-disk regime (�1). For spherically symmetric ac-
cretion of ionized hydrogen, the Eddington luminosity, given
by

LEdd = 4πGmpMBHcσ
−1
T , (4)

is the limiting luminosity for which radiation pressure bal-
ances gravitational attraction. Here, mp is the proton mass,
σT is the cross-section for Thomson scattering, G is the grav-
itational constant, and c is the speed of light. The Eddington
luminosity is not a strict upper limit for the energy output
of quasars, as the accretion �ow is not spherically symmet-
ric and may be advective at high mass accretion rates. The
Eddington ratio, Lbol/LEdd, is therefore mainly useful in the
context of AGN studies as an expression of the accretion lu-
minosity normalized by black hole mass.
In this work we de�ne the Eddington ratio as λacc =

Lacc(3000 − 25 keV)/LEdd, i.e., the ratio of our estimated ac-
cretion luminosity to the Eddington luminosity. We calculate
this quantity for each X-ray detected quasar for which we
also have an estimated black hole mass (�5.4), i.e., for 24
RQQs and 66 RLQs. For radio-quiet objects we �nd an aver-
age 〈λEdd〉 = 0.23±0.04, with a full range 0.05 6 λEdd 6 0.77
(Figure 16, left panel; Table 8). For RLQs we �nd a slightly
higher average Eddington ratio, 〈λEdd〉 = 0.40± 0.05, with a

range of 0.05 6 λEdd 6 1.99. While the RLQ sample appears
to extend to higher Eddington ratios, a two-sample KS test
yields p = 0.09, indicating that the distributions are not sig-
ni�cantly di�erent. For z ∼ 2.15 quasars in the SDSS Data
Release 7 (S11) with black hole masses ofMBH ≈ 5×109M�,
Kelly & Shen (2013) �nd that the most common Edding-
ton ratio is ∼ 0.2, while sources emitting at Eddington ra-
tios of ∼ 1 are more rare by one or two orders of magni-
tude, consistent with our results. For 28 z ∼ 3 quasars with
black hole masses MBH ? 109M� Saito et al. (2016) �nd
Eddington ratios of between ∼0.05 and ∼ 2, with most ob-
jects having Eddington ratios of around 0.3, again consistent
with our �ndings. While there is an apparent anti-correlation
between black hole mass and λacc (Figure 16, right panel),
this is at least partially due to the uncertainties on MBH.
Quasars for which MBH is underestimated will have overes-
timated Eddington ratios, and vice versa. We would like to
to investigate via Monte Carlo methods whether the observed
anti-correlation is fully explained by the statistical scatter on
MBH before journal submission of this work.

Uncertainties on λacc: The main uncertainties a�ecting
our estimated λacc are the scatter of the black hole mass
scaling relationship, and the modeling uncertainty on the in-
tegrated accretion luminosities. We �rst quantify the uncer-
tainty due to the black hole mass estimates. We denote the
Eddington ratios calculated using the 1σ upper and lower
limits on the black hole masses as LEdd,minM and LEdd,maxM,
respectively. We remind the reader that using the maximum
black hole mass value leads to the minimum estimate of λacc,
and vice versa. Both LEdd,minM and LEdd,maxM are calculated
using Lacc(3000Å�25 keV). We present the resulting Edding-
ton ratio distributions in Figure 17, top panels. One RQQ
and six RLQs have λminM > 0.3. The distribution of λmaxM

demonstrates that the majority of our sample quasars have
Eddington ratios of below one, even assuming that the black
hole mass is underestimated at the 1σ level.
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Figure 16. Left: The distribution of Eddington ratios, λacc = Lacc/LEdd, for our sample. Here, we use Ltot integrated between 3000
Åand 25 keV in the rest frame. The vertical lines indicate the median Eddington ratios for the RQQ and RQQ subsamples. Right: The
Eddington ratio, λacc, as a function of black hole mass. The apparent anti-correlation is at least partially due to the large uncertainty in
black hole mass: quasars with underestimated MBH have overestimated λacc.

As our estimated EUV luminosities are model-dependent
and may lead to overestimation of the true accretion luminos-
ity, we calculate an alternative Eddington ratio, λminL, based
on Lmin as de�ned in �4.6. This quantity provides a robust
lower limit on the Eddington ratio distribution, in a statisti-
cal sense; the uncertainties on MBH still introduce scatter to
the distribution of λminL for individual objects. All quasars
in our sample are radiating below the Eddington limit based
on this conservative estimate. Similarly, we calculate the Ed-
dington ratio λmaxL using the accretion luminosity integrated
between 1 µm and 25 keV in order to include the rest-frame
optical emission. In this case, the highest Eddington ratio in
our sample is λmaxL =2.18 (Figure 17, bottom right panel).
We note that, even based on λmaxL, all the RQQs in our sam-
ple are radiating at sub-Eddington rates. Thus, our RQQs do
not tend to be super-Eddington accreters, although we can-
not exclude that a handful of our RQQs may do so, given the
uncertainties on their black hole masses.
In summary, our quasars have distributions of Edding-

ton ratios consistent with those found for high-mass SDSS
quasars at z ∼ 2. There is no statistically signi�cant evidence
that any of our sample are super-Eddington accreters, given
the uncertainties on MBH and on Lacc. However, it seems
likely that at least six sources are accreting in the `slim-disk'
regime, with λacc ? 0.3 (Abramowicz et al. 1988; S¡dowski
et al. 2011), even accounting for these uncertainties.

6 SUMMARY AND CONCLUSIONS

We present Swift UVOT and XRT observations of a sample
of 144 quasars residing at 1.5 < z < 3.5. Of this sample,
143 are detected with UVOT (rest-frame UV), while 97 are
detected with XRT (rest-frame ∼ 1�25 keV). We present X-
ray�UV�optical SEDs of each sample quasar in Appendices
A and B. The UV luminosities for those of our quasars that
reside at redshifts z ∼ 2 are consistent with those of the
broader population of UV-luminous quasars, as observed with
the SDSS. In contrast, those quasars in our sample that reside

at z > 2.8 are atypically UV-luminous relative to quasars in
the SDSS, and are therefore not representative of the broader
population of quasars at that redshift range.
All X-ray detected quasars in our sample are accreting

at moderate to high Eddington luminosity ratios, 0.01 >
L/LEdd > 2, as also observed for the broader population
of luminous z ∼ 2 quasars. A handful of sources are robustly
established to have Eddington ratios above 0.3; these quasars
may harbor `slim disks' (e.g., Abramowicz et al. 1988).
Our full sample is comprised of 76 RLQs and 67 RQQs.

These radio-class subsamples are well-matched in terms of
UV-optical luminosity and redshift. The majority (70) of our
X-ray detected objects are RLQs. We con�rm that our RLQs
are on average more X-ray luminous than the RQQs, con�rm-
ing previous results (e.g., Zamorani et al. 1981), and demon-
strate that they are consistent with the UV�X-ray luminosity
relationship for radio-loud sources presented by Miller et al.
(2011). The RLQs have X-ray photon indices Γ ∼ 1.6, and
UV to X-ray spectral indices αox ∼ 1.4, that are consistent
with the broader population of z ∼ 2 RLQs.
As the Swift XRT instrument is not su�ciently sensitive to

detect a typical RQQ in X-rays at z ∼ 2, our X-ray detected
RQQs represent an X-ray luminous subset of the broader
RQQ population. Accounting for the upper limits on X-ray
luminosity for our non-detected sources, we �nd that the in-
trinsic distributions of X-ray luminosities and UV to X-ray
SED shapes for our RQQ sample are likely also consistent
with those of SDSS quasars within the same UV luminosity
regime.
Our sample is not selected based on black hole mass. Nev-

ertheless, the RQQs and RLQs show a similar distribution of
single-epoch MBH estimates, and have similar distributions
of integrated accretion luminosity. For this reason, and given
our careful pair-matching of RLQs and RQQs in redshift and
V -band absolute magnitude, our sample is well-suited to com-
parison studies of accretion properties between the two radio
classes. We will investigate this further in a follow-up study.
In conclusion, the quasars in this sample with redshifts
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Figure 17. Sensitivity of Eddington ratio distributions to the uncertainties on black hole mass and to the choice of SED model. To
illustrate the mass dependency, we recalculate the Eddington luminosity for each quasar using the 1σ lower-limit (top left) and 1σ
upper-limit MBH top right. To illustrate the SED model dependency, we recalculate the Eddington ratios using the minimum integrated
luminosity, Lmin = LUV + LX (bottom left), and again using the 1µm � 25 keV integrated accretion luminosity (bottom right). At least
one RQQ and six RLQs are likely to have Eddington ratios λacc ? 0.3, even accounting for the uncertainties in our analysis. However, no
quasars in our sample are likely to have λacc > 5. The vertical lines indicate the median ratios for the RQQ and RQQ subsamples.

below z ∼ 2.8 have optical�UV�X-ray properties typical of
luminous quasars in the SDSS. They are therefore represen-
tative of the broader population of bright quasars. However,
the quasars in our sample with redshifts z ? 2.8 tend to be
atypically bright relative to SDSS quasars at those redshifts,
and are therefore not representative of the broader quasar
population.
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Table 1. Quasars in our sample.

Object RA Dec. Redshift MV
c SDSS

name [deg] [deg] [mag] data?
(1) (2) (3) (4) (5) (6)

Radio-Quiet Quasars

J014725.50-101439.11 26.8562 -10.2442 2.14777 17.4 spec
J104915.44-011038.18 162.312 -1.1772 2.12943 17.9 bad
J110607.48-173113.60 166.531 -17.5204 2.54925 17.8 spec
J111159.70+023719.76 167.999 2.62215 1.88247 17.8 spec
J114449.32+032751.96 176.206 3.46443 2.10035 17.7 spec
J123034.21+073305.32 187.643 7.55148 1.81691 spec
J125140.83+080718.46 192.92 8.1218 1.60686 spec
J131810.74+011140.86 199.545 1.19468 1.64897 17.9 spec
J142923.92+024023.14 217.35 2.67309 1.67283 17.4 spec
J145717.86+024747.36 224.324 2.79649 1.97551 17.0 spec
J215543.09-073902.05 328.93 -7.65057 1.930819 spec
Q0000-001 0.87579863 0.13700795 2.56844 19.8 spec
Q0002-008 1.25177212 -0.56341528 2.17329 18.0 spec
Q0003-006 1.44369895 -0.40388145 1.72966 19.6 spec
Q0008-008 2.71231475 -0.5259068 2.05299 19.4 spec
Q0015+026 4.547375 2.944119444 2.469 18.7 spec
Q0020+022 5.853541667 2.565997222 1.798 18.6 phot
Q0040-017 10.730416667 -1.426733333 2.396 18.0 spec
Q0107-005 17.60211763 -0.2621962 1.75176 18.0 spec
Q0115-011 19.61663334 -0.87772392 2.18606 18.3 spec
Q0244+017 41.739916667 1.986558333 1.945 19.3 phot
Q0249-184 42.950075 -18.24143 3.21 18.6
Q0252+016 43.812916667 1.807816667 2.457 18.2
Q0253-024 43.916875 -2.231722222 1.986 19.3 spec
Q0254-016 44.168291667 -1.429505556 2.684 19.3 spec
Q0258+021 45.191666667 2.378983333 2.521 18.0 phot
Q0348+061 57.818791667 6.320616667 2.059 17.6
Q0447-395 72.286125 -39.483758333 1.980 18.1
Q0518-350 79.99666666 -34.962511111 2.23 18.2
Q1008-055 152.655083333 -5.833258333 2.109 18.3
Q1016-006 154.74984455 -0.90563639 2.18333 18.7 spec
Q1020+014 155.69770928 1.18147344 1.61347 18.1 spec
Q1043+071 161.431666667 6.923263889 2.114 19.3 phot
Q1045+052 161.94619051 4.9440704 2.12403 19.2 spec
Q1046+058 162.16701961 5.59759022 1.96516 18.7 spec
Q1137+305 175.0975182 30.28098015 1.59232 16.9 spec
Q1138+002 175.18197374 -0.02398411 1.7676 18.6 spec
Q1146+111 177.00132129 10.7098328 1.93451 18.9 spec
Q1151-004 178.44913494 -0.77376204 1.54971 18.0 spec
Q1203-111 181.413625 -11.384047222 2.283 19.6
Q1208+105 182.867833333 10.247897222 1.86 18.5 phot
Q1219+491 185.58010054 48.86688058 2.32543 18.9 spec
Q1223+178 186.52997106 17.61385846 2.92484 18.1 bad
Q1225-017 186.996583333 -2.050961111 2.88 18.0 spec
Q1226-111 187.256208333 -11.388369444 2.455 19.3
Q1227+120 187.422375 11.822011111 2.458 19.2 spec
Q1230+164 188.293458333 16.181513889 2.7 17.8 spec
Q1232-004 188.8748207 -0.69471666 1.58405 19.1 spec
Q1237+134 190.05503261 13.15778312 1.73254 17.8 spec
Q1246-022 192.35360875 -2.56104425 2.11697 18.1 spec
Q1259+344 195.524791667 34.160816667 2.82 19.1 phot
Q1330+011 203.22675 0.880775 3.51 18.2 spec
Q1409+095 213.071375 9.273886111 2.856 18.6 spec
Q1434-009 219.20907802 -1.2078048 1.67873 18.2 spec
Q1440-004 220.74962529 -0.62358948 1.81742 17.8 bad
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Table 1 (cont'd)

Object RA Dec. Redshift MV
c SDSS

name [deg] [deg] [mag] data?
(1) (2) (3) (4) (5) (6)

Q1443-010 221.4981042 -1.22156759 1.79372 18.3 spec
Q1517+239 229.80564334 23.78267275 1.83929 18.4 spec
Q1634+406 248.93929082 40.50464465 1.7376 18.6 spec
Q1638+390 249.97436784 38.91365027 2.38541 18.5 spec
Q1704+710 256.108166667 70.959608333 2.015 17.5
Q2233+136 339.11283443 13.9538915 3.21649 20.0 spec
Q2239+007 340.516208333 0.987605556 2.202 19.8 spec
Q2334+019 354.232875 2.203530556 2.193 19.0 bad
Q2341+010 356.118875 1.295155556 2.303 19.5 spec
Q2350-007 358.22298758 -0.48067585 1.62361 18.6 spec
Q2351+022 358.6265 2.569616667 2.022 18.6 spec
Q2359+002 0.550125 0.547847222 2.67 19.8
Radio-Loud Quasars

J082328.62+061146.07 125.869 6.19613 2.81524 18.0 spec
J094853.60+085514.40 147.223 8.92067 1.98179 17.3 spec
J112542.30+000101.33 171.426 0.017037 1.6923 17.6 spec
J215954.45-002150.17 329.977 -0.363937 1.965415 spec
J234830.41+003918.57 357.127 0.655158 2.00007 17.8 spec
Q0017+154 5.10508474 15.68186469 2.00873 18.2 spec
Q0038-019 10.358333 -1.720833 1.674 18.5 phot
Q0106+013 17.1615458 1.5834214 2.099 18.4 phot
Q0109+176 17.957625 17.897588889 2.155 18.7 spec
Q0123+257 21.678333333 25.983772222 2.356 17.5
Q0206+293 32.286083333 29.546016667 2.195 19.0 phot
Q0225-014 37.032541667 -1.261044444 2.042 18.6 spec
Q0226-038 37.2217133 -3.6269792 2.066 17.0 phot
Q0238+100 40.342429 10.313098 1.816 18.0
Q0317-023 50.119708333 -2.143925 2.092 19.5
Q0352+123 58.939875 12.529386111 1.617 19.3 spec
Q0445+097 72.090875 9.847530556 2.115 19.6
Q0458-020 75.303083333 -1.987330556 2.286 19.5
Q0504+030 76.901833333 3.131030556 2.453 19.0
Q0730+257 113.286541667 25.606866667 2.691 20.0 spec
Q0751+298 118.74304127 29.69841314 2.11148 18.5 spec
Q0758+120 120.25200809 11.88988182 2.62923 20.0 spec
Q0802+103 121.19986125 10.25659704 1.94889 18.3 spec
Q0805+046 121.989541667 4.542761111 2.88 18.3 spec
Q0808+289 122.90372798 28.75099895 1.89043 18.3 spec
Q0831+101 128.66922926 9.96525396 1.76146 19.6 spec
Q0835+580 129.77720918 57.90473216 1.53397 17.6 spec
Q0856+124 134.89075417 12.27593627 1.7664 19.4 spec
Q0926+117 142.1805 11.573419444 1.755 19.1 spec
Q0941+261 146.17632108 25.91203766 2.91649 18.0 spec
Q1023+067 156.633162 6.4591675 1.71091 18.5 spec
Q1055+499 164.55435889 49.66002987 2.39237 20.0 spec
Q1116+128 169.73874831 12.5782562 2.12883 19.3 spec
Q1158+122 180.2333067 11.95511912 2.01906 17.6 spec
Q1214+106 184.25572443 10.33137252 1.88099 18.5 spec
Q1221+113 186.08257512 11.12309603 1.76009 18.8 spec
Q1226+105 187.15368534 10.31165636 2.30641 18.5 spec
Q1258+404 195.13876692 40.15213796 1.67254 19.4 spec
Q1311-270 198.447323 -27.280352 2.186 17.4
Q1313+200 199.102166667 19.784222222 2.461 17.4 bad
Q1318+113 200.32848474 11.11388098 2.18285 19.1 spec
Q1323+655 201.37380809 65.25369965 1.62434 17.7 spec
Q1354+258 209.27722638 25.62346685 2.00053 18.5 spec
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Table 1 (cont'd)

Object RA Dec. Redshift MV
c SDSS

name [deg] [deg] [mag] data?
(1) (2) (3) (4) (5) (6)

Q1402+044 211.25467341 4.25994756 3.21486 18.8 spec
Q1402-012 211.1912308 -1.5060964 2.49924 18.2 spec
Q1442+101 221.318605 9.9766869 3.52952 17.3 spec
Q1540+180 235.58140846 17.93549729 1.66705 18.0 spec
Q1542+042 236.2476137 4.1295436 2.18294 18.0 spec
Q1554-203 239.338166667 -20.4865 1.947 19.2
Q1556-245 239.922666667 -24.710825 2.818 19.2
Q1557-199 240.045458333 -20.128125 1.58 19.5
Q1602+576 240.982291667 57.514930556 2.858 18.3 spec
Q1606+289 242.046625 28.817219444 1.986 19.0 spec
Q1607+183 242.52203713 18.19540881 3.11884 18.5 phot
Q1614+051 244.15675 4.992288889 3.217 19.5 phot
Q1629+120 247.9385871 11.9341647 1.78288 18.5 spec
Q1629+680 247.46525 67.954152778 2.478 19.0
Q1633+382 248.81456471 38.13458044 1.81313 18.1 spec
Q1656+477 254.51125 47.630202778 1.622 18.0 phot
Q1658+575 254.940416667 57.525041667 2.174 18.2
Q1701+379 255.783166667 37.857277778 2.459 19.0 spec
Q1702+298 256.029625 29.782975 1.93 19.1 phot
Q1705+018 256.893458333 1.812319444 2.577 18.9
Q1726+344 261.957291667 34.377738889 2.429 18.5 spec
Q1816+475 274.581083333 47.612227778 2.23 18.2
Q1857+566 284.611791667 56.765747222 1.578 17.3
Q2048+196 312.803125 19.835102778 2.367 18.5
Q2150+053 328.351875 5.605227778 1.98 17.9 spec
Q2158+101 330.319333333 10.396494444 1.729 17.7 phot
Q2212-299 333.8168104 -29.7398142 2.706 17.3
Q2222+051 336.311208333 5.452494444 2.324 18.5 phot
Q2223+210 336.408291667 21.301775 1.953 17.8 phot
Q2248+192 342.636583333 19.522244444 1.798 18.5 phot
Q2251+244 343.538375 24.756766667 2.327 18.2 phot
Q2338+042 355.241375 4.520977778 2.591 19.5 spec
Q2345+061 357.132166667 6.416502778 1.54 17.8 spec

Note. � (1) We list RQQs and RLQs separately in all tables. Quasars de-
noted Qxxx.xxx are selected by Vestergaard et al. (2000), while those denoted
Jxxx.xxx are selected from SDSS DR7. The quasar denoted `Q1626+115' in Pa-
per 1 is included here as `Q1629+120', so as to correspond to the J2000 naming
convention used for the remainder of the sample. (2,3) Coordinates in decimal
degrees for the standard epoch J2000. (4) Spectroscopic redshifts as retrieved
from the NASA Extragalactic Database (https://ned.ipac.caltech.edu/).
(5) V-band apparent magnitudes, compiled by Hewitt & Burbidge (1993). (6)
Availability of SDSS broadband photometry and spectroscopy (�2.4). All ob-
jects with spectroscopy also have SDSS photometry. Quasars for which the
photometric calibration is problematic according to the SDSS data quality �ags
are marked `bad'; for these objects, we do not include the SDSS photometry
in our UV-optical modeling.
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Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 31

T
ab
le
2

(c
on
t'
d)

O
b
je
ct

N
o
b
s

∆
t

X
R
T
ex
p.

X
R
T

F
0
.3
−

1
0

F
ν
(2

ke
V
)

Γ
N
H

N
su

b
H
R

na
m
e

[m
on
th
]

ti
m
e
[s
]

de
te
ct
?

[1
0

2
2
cm

−
2
]

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0)

(1
1)

Q
15
57
-1
99

5
1.
6

40
56

<
4.
59

<
6.
45

�
0.
10
4

6.
4

0
.1

3
+

0
.5

1
−

0
.4

8

Q
16
02
+
57
6

5
0.
3

33
66

1
4
.4

9
+

2
.1

1
−

1
.6

0
1
6
.5

4
±

3
.0

0
1
.5

2
+

0
.1

4
−

0
.1

4
0.
02
02

70
.8

−
0
.0

4
+

0
.1

0
−

0
.1

0

Q
16
06
+
28
9

23
8.
0

15
29
9

0
.7

5
+

0
.1

9
−

0
.1

3
0
.7

5
±

0
.2

2
1
.5

3
+

0
.3

0
−

0
.2

9
0.
03
32

13
.2

0
.2

7
+

0
.3

9
−

0
.3

8

Q
16
07
+
18
3

8
4.
4

60
11

5
.0

9
+

0
.6

4
−

0
.6

4
7
.6

9
±

1
.4

2
1
.6

7
+

0
.1

4
−

0
.1

4
0.
03
58

89
.8

−
0
.0

3
+

0
.1

2
−

0
.1

2

Q
16
14
+
05
1

1
�

44
15

7
.0

2
+

1
.2

9
−

1
.3

1
6
.8

2
±

1
.8

8
1
.4

1
+

0
.1

9
−

0
.1

8
0.
04
9

52
.6

0
.1

9
+

0
.1

5
−

0
.1

4

Q
16
29
+
12
0

8
2.
9

65
01

8
.3

0
+

1
.1

0
−

1
.0

3
8
.0

2
±

1
.1

2
1
.5

3
+

0
.1

4
−

0
.1

4
0.
04
74

93
.9

−
0
.0

4
+

0
.1

0
−

0
.1

1

Q
16
29
+
68
0

5
0.
1

40
08

<
1.
74

<
2.
08

�
0.
04
31

3.
6

−
0
.4

8
+

0
.1

5
−

0
.5

2

Q
16
33
+
38
2

5
0.
4

40
28

2
8
.5

8
+

2
.6

9
−

2
.1

0
3
0
.7

3
±

2
.7

8
1
.6

0
+

0
.0

9
−

0
.0

9
0.
01
1

19
3.
2

−
0
.1

7
+

0
.0

6
−

0
.0

6

Q
16
56
+
47
7

3
0.
3

42
20

1
0
.4

9
+

1
.5

7
−

1
.1

6
1
0
.8

6
±

1
.4

9
1
.6

1
+

0
.1

4
−

0
.1

4
0.
01
72

98
.8

−
0
.2

2
+

0
.0

9
−

0
.1

0

Q
16
58
+
57
5

13
7.
6

12
72
6

2
.1

0
+

0
.2

8
−

0
.2

4
3
.1

7
±

0
.5

2
1
.8

1
+

0
.1

8
−

0
.1

7
0.
02
04

55
.1

−
0
.1

6
+

0
.1

4
−

0
.1

5

Q
17
01
+
37
9

30
17
.3

24
82
1

1
.0

9
+

0
.1

4
−

0
.1

5
1
.6

0
±

0
.2

8
1
.7

3
+

0
.1

8
−

0
.1

8
0.
02
42

43
.8

−
0
.1

6
+

0
.1

7
−

0
.1

8

Q
17
02
+
29
8

5
6.
5

39
96

5
.3

9
+

0
.7

4
−

0
.7

2
4
.2

2
±

0
.8

1
1
.3

6
+

0
.1

7
−

0
.1

7
0.
04
54

67
.2

0
.4

2
+

0
.2

0
−

0
.1

7

Q
17
05
+
01
8

9
2.
0

51
32

8
.5

2
+

0
.8

7
−

0
.9

9
1
2
.4

4
±

2
.3

9
1
.7

1
+

0
.1

6
−

0
.1

6
0.
06
61

75
.5

0
.0

4
+

0
.1

2
−

0
.1

2

Q
17
26
+
34
4

3
0.
1

33
39

<
2.
11

<
2.
51

�
0.
02
8

4.
5

0
.2

1
+

0
.5

8
−

0
.2

4

Q
18
16
+
47
5

9
6.
5

45
58

2
.2

0
+

0
.4

3
−

0
.5

7
1
.9

1
±

0
.6

0
1
.4

1
+

0
.2

5
−

0
.2

5
0.
03
1

23
.5

−
0
.2

7
+

0
.3

3
−

0
.3

7

Q
18
57
+
56
6

5
8.
5

49
81

3
.3

2
+

0
.6

0
−

0
.5

1
4
.4

6
±

0
.7

9
1
.8

6
+

0
.2

1
−

0
.2

1
0.
04
59

42
.5

−
0
.1

1
+

0
.1

7
−

0
.1

9

Q
20
48
+
19
6

13
9.
5

13
82
5

1
.6

0
+

0
.1

9
−

0
.1

8
4
.1

4
±

0
.8

4
2
.2

8
+

0
.2

2
−

0
.2

1
0.
07
1

41
.5

−
0
.4

7
+

0
.1

5
−

0
.1

7

Q
21
50
+
05
3

5
4.
0

32
47

2
.4

8
+

0
.9

8
−

0
.6

5
3
.8

5
±

1
.3

2
1
.8

8
+

0
.3

6
−

0
.3

5
0.
04
36

14
.5

−
0
.1

7
+

0
.2

6
−

0
.2

9

Q
21
58
+
10
1

2
0.
1

29
52

<
1.
79

<
2.
14

�
0.
04
34

1.
9

0
.1

6
+

0
.8

4
−

0
.2

1

Q
22
12
-2
99

5
0.
2

67
65

4
.6

0
+

0
.9

8
−

0
.7

7
4
.1

2
±

0
.9

1
1
.3

9
+

0
.1

8
−

0
.1

7
0.
01
05

55
.6

0
.0

0
+

0
.1

4
−

0
.1

4

Q
22
22
+
05
1

6
3.
6

56
49

3
.5

2
+

0
.7

2
−

0
.7

5
3
.4

4
±

0
.9

7
1
.4

7
+

0
.2

3
−

0
.2

3
0.
05
91

33
.9

−
0
.2

6
+

0
.1

6
−

0
.1

8

Q
22
23
+
21
0

2
0.
1

42
48

3
8
.8

6
+

2
.3

4
−

3
.6

8
2
9
.6

3
±

3
.0

5
1
.3

5
+

0
.0

8
−

0
.0

8
0.
03
88

28
0.
8

0
.0

5
+

0
.0

6
−

0
.0

6

Q
22
48
+
19
2

11
6.
4

13
14
8

2
.0

2
+

0
.1

8
−

0
.2

2
3
.6

6
±

0
.5

7
2
.1

1
+

0
.1

9
−

0
.1

9
0.
05
31

55
.0

−
0
.3

1
+

0
.1

3
−

0
.1

4

Q
22
51
+
24
4

2
0.
1

29
19

3
3
.7

1
+

4
.2

6
−

4
.0

8
1
6
.9

5
±

3
.0

6
1
.0

9
+

0
.1

2
−

0
.1

2
0.
04
88

13
2.
8

0
.2

3
+

0
.0

9
−

0
.0

8

Q
23
38
+
04
2

8
1.
4

44
63

5
.3

0
+

0
.5

2
−

0
.9

3
5
.4

9
±

1
.6

2
1
.4

9
+

0
.2

2
−

0
.2

2
0.
05
72

37
.7

0
.2

1
+

0
.1

7
−

0
.1

6

Q
23
45
+
06
1

5
6.
7

39
18

4
.7

7
+

1
.0

8
−

0
.7

6
6
.2

6
±

1
.5

1
1
.8

5
+

0
.2

4
−

0
.2

4
0.
06
93

34
.9

−
0
.1

1
+

0
.1

7
−

0
.1

8

N
ot
e.
�

(1
)
O
b
je
ct
na
m
e.
(2
)
N
um

b
er
of
di
sc
re
te

S
w
if
t
ob
se
rv
at
io
ns

ut
ili
ze
d,
i.e
.,
nu
m
b
er
of
ob
se
rv
at
io
n
ID

s
as
so
ci
at
ed

w
it
h
th
is
ta
rg
et
.

Se
e
�2

fo
r
de
ta
ils

of
w
hi
ch

ob
se
rv
at
io
n
ID

s
ar
e
ut
ili
ze
d
fo
r
ea
ch

qu
as
ar
.
(3
)
T
ot
al
ca
m
pa
ig
n
du
ra
ti
on

fo
r
ea
ch

qu
as
ar
,
in

re
st
-f
ra
m
e
m
on
th
s

(d
e�
ne
d
he
re

as
30
-d
ay

in
te
rv
al
s)
.
(4
)
T
ot
al
X
R
T
ex
p
os
ur
e
ti
m
e
us
ed

in
X
-r
ay

m
od
el
in
g.
(5
)
A
ch
ec
km

ar
k
in
di
ca
te
s
an

X
-r
ay

de
te
ct
io
n
as

de
�n
ed

in
�2
.3
.
(6
)
S
w
if
t
X
R
T
in
te
gr
at
ed

�u
x,

ob
se
rv
ed
-f
ra
m
e
en
er
gy

in
te
rv
al

0.
3
ke
V
-
10
.0

ke
V
,
un
it
s
of

10
−

1
3
er
g
s−

1
cm

−
1
.
T
he

3
σ

lim
it
in
g
�u
x
is
gi
ve
n
fo
r
no
n-
de
te
ct
io
ns

(�
2.
3)
.
(7
)
F
lu
x
de
ns
it
y
F
ν
at

re
st
-f
ra
m
e
en
er
gy

of
2
ke
V
,
un
it
s
of

10
−

3
1
er
g
s−

1
cm

−
1
H
z−

1
.
(8
)

X
-r
ay

ph
ot
on

in
de
x,
m
od
el
�t

to
ob
se
rv
ed
-f
ra
m
e
en
er
gy

in
te
rv
al
0.
3
ke
V
-
10

ke
V
.
F
or

no
n-
de
te
ct
io
ns

w
e
as
su
m
e

Γ
=

1
.9

1
(n
ot

ta
bu
la
te
d)
.

(9
)
T
he

G
al
ac
ti
c
co
lu
m
n
de
ns
it
y
of

ne
ut
ra
l
hy
dr
og
en

to
w
ar
ds

th
e
qu
as
ar
,
ad
op
te
d
fr
om

th
e
w
or
k
of

K
al
b
er
la

et
al
.
(2
00
5)
.
(1
0)

T
he

ba
ck
gr
ou
nd
-s
ub
tr
ac
te
d
nu
m
b
er

of
X
-r
ay

co
un
ts

co
lle
ct
ed

in
th
e
so
ur
ce

ap
er
tu
re

ov
er

al
l
ob
se
rv
at
io
ns

fo
r
th
is
qu
as
ar
.
F
or

qu
as
ar
s
w
it
h

N
su

b
<

5
,
w
e
us
e
th
e
H
E
A
SA

R
C
P
IM

M
S
to
ol

to
es
ti
m
at
e
th
e
3σ

up
p
er

lim
it
on

th
e
�u
x,

as
su
m
in
g

Γ
=

1
.9

1
.
(1
1)

T
he

X
-r
ay

ha
rd
ne
ss

ra
ti
o
(�
4.
3)
,
ca
lc
ul
at
ed

us
in
g
th
e
B
E
H
R
so
ft
w
ar
e
(P
ar
k
et

al
.
20
06
)
us
in
g
th
e
`q
ua
dr
at
ur
e'
al
go
ri
th
m
.
U
nc
er
ta
in
ti
es

sh
ow

n
ar
e
ba
se
d
on

68
%

p
os
te
ri
or

in
te
rv
al
s.

MNRAS 000, 000�000 (0000)



32 Lawther, D., Vestergaard, M., Raimundo, S.

T
ab
le
3.

S
w
if
t
U
V
O
T
�u
x
m
ea
su
re
m
en
ts
.

O
b
je
ct

E
(B
-V
)

F
λ

F
λ

F
λ

F
λ

F
λ

F
λ

U
V
O
T
�S
D
SS

m
at
ch
in
g

na
m
e

U
W
1

U
W
2

U
M
2

U
B

V
ba
nd
pa
ss

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

R
a
d
io
-Q

u
ie
t
Q
u
a
s
a
r
s

J0
14
72
5.
50
-1
01
43
9.
11

0.
03
03

6.
98

±
1.
21

-4
.0
1
±
0.
62

-1
.3
1
±
0.
21

46
.2
2
±
3.
07

35
.4
3
±
2.
45

28
.4
6
±
2.
95

B
J1
04
91
5.
44
-0
11
03
8.
18

0.
03
49

5.
70

±
1.
17

<
2.
34

<
1.
20

26
.1
0
±
2.
17

20
.3
5
±
2.
28

<
14
.3
4

J1
10
60
7.
48
-1
73
11
3.
60

0.
03
95

�
�

�
24
.1
6
±
1.
17

39
.0
8
±
1.
52

30
.5
3
±
1.
32

V
J1
11
15
9.
70
+
02
37
19
.7
6

0.
03
3

47
.2
1
±
2.
80

�
47
.5
1
±
2.
72

57
.7
3
±
2.
89

38
.6
9
±
1.
87

27
.7
9
±
1.
84

U
J1
14
44
9.
32
+
03
27
51
.9
6

0.
01
86

24
.1
1
±
1.
56

�
3.
58

±
0.
57

60
.7
9
±
3.
04

44
.2
7
±
2.
08

36
.4
5
±
2.
17

B
J1
23
03
4.
21
+
07
33
05
.3
2

0.
01
6

56
.9
3
±
3.
17

�
�

78
.0
7
±
3.
49

50
.8
1
±
1.
95

31
.3
8
±
1.
44

U
J1
25
14
0.
83
+
08
07
18
.4
6

0.
02
14

91
.8
4
±
4.
96

�
�

85
.7
5
±
3.
77

51
.8
9
±
1.
93

33
.0
9
±
1.
38

U
J1
31
81
0.
74
+
01
11
40
.8
6

0.
02
66

51
.0
5
±
2.
94

�
�

52
.1
8
±
2.
47

33
.0
5
±
1.
44

20
.3
6
±
1.
24

U
J1
42
92
3.
92
+
02
40
23
.1
4

0.
02
52

65
.1
8
±
4.
90

61
.7
0
±
4.
76

58
.6
2
±
4.
62

67
.9
5
±
3.
00

60
.2
6
±
3.
80

43
.7
6
±
4.
14

U
J1
45
71
7.
86
+
02
47
47
.3
6

0.
04
1

27
.8
1
±
1.
81

9.
06

±
1.
40

12
.0
3
±
1.
80

74
.4
2
±
3.
35

55
.9
7
±
3.
84

62
.1
2
±
5.
04

U
J2
15
54
3.
09
-0
73
90
2.
05

0.
02
95

23
.6
0
±
1.
42

4.
79

±
0.
43

<
6.
18

56
.9
5
±
2.
62

46
.1
3
±
1.
93

39
.7
7
±
2.
02

U
Q
00
00
-0
01

0.
02
5

�
�

�
5.
74

±
0.
47

10
.8
2
±
0.
75

7.
94

±
0.
76

U
Q
00
02
-0
08

0.
03
03

�
�

�
19
.0
8
±
1.
17

15
.5
1
±
1.
20

13
.0
6
±
1.
43

B
Q
00
03
-0
06

0.
03
02

7.
59

±
0.
56

�
�

9.
50

±
0.
66

7.
25

±
0.
98

<
7.
53

V
Q
00
08
-0
08

0.
04
38

�
�

�
18
.0
2
±
0.
86

11
.1
7
±
0.
59

6.
99

±
0.
66

B
Q
00
15
+
02
6

0.
02
58

�
�

�
4.
84

±
0.
53

8.
92

±
0.
82

4.
68

±
0.
84

B
Q
00
20
+
02
2

0.
02
29

16
.3
5
±
1.
20

�
�

21
.1
2
±
1.
40

16
.1
3
±
1.
94

<
15
.0
6

B
Q
00
40
-0
17

0.
02
53

2.
90

±
0.
55

�
�

7.
72

±
0.
54

10
.2
4
±
0.
72

8.
33

±
0.
85

B
Q
01
07
-0
05

0.
02
75

7.
54

±
0.
51

�
�

12
.9
5
±
0.
72

10
.7
5
±
0.
91

7.
01

±
1.
28

V
Q
01
15
-0
11

0.
02
74

�
�

�
39
.6
7
±
1.
87

35
.4
9
±
1.
65

22
.4
7
±
1.
32

B
Q
02
44
+
01
7

0.
03
82

�
�

�
18
.6
6
±
1.
12

11
.3
7
±
1.
00

8.
63

±
1.
20

U
Q
02
49
-1
84

0.
02
47

�
�

�
�

9.
40

±
0.
46

13
.6
5
±
0.
61

Q
02
52
+
01
6

0.
08
02

�
�

�
31
.9
0
±
1.
63

37
.9
4
±
1.
66

28
.8
7
±
1.
56

Q
02
53
-0
24

0.
04
88

11
.9
8
±
0.
99

�
�

14
.4
2
±
0.
70

10
.0
8
±
0.
53

7.
11

±
0.
55

U
Q
02
54
-0
16

0.
05
41

�
�

�
8.
45

±
0.
44

10
.8
7
±
0.
50

7.
59

±
0.
50

B
Q
02
58
+
02
1

0.
08
04

13
.5
9
±
0.
94

�
�

29
.5
8
±
1.
42

30
.3
6
±
1.
42

23
.2
1
±
1.
36

B
Q
03
48
+
06
1

0.
23
31

13
.7
0
±
0.
92

�
�

52
.3
0
±
2.
32

40
.8
0
±
1.
92

34
.1
0
±
1.
41

Q
04
47
-3
95

0.
02
83

29
.7
2
±
1.
67

�
�

50
.5
7
±
2.
28

32
.0
9
±
1.
37

25
.1
5
±
1.
25

Q
05
18
-3
50

0.
03
06

�
�

�
20
.3
0
±
0.
97

18
.5
9
±
0.
77

11
.9
1
±
0.
68

Q
10
08
-0
55

0.
03
06

�
�

�
59
.1
4
±
2.
67

43
.1
5
±
1.
77

28
.6
7
±
1.
40

Q
10
16
-0
06

0.
04
44

�
�

�
18
.4
5
±
1.
06

14
.1
8
±
1.
18

10
.3
2
±
1.
20

B
Q
10
20
+
01
4

0.
05
23

36
.7
4
±
2.
27

�
�

52
.2
0
±
2.
66

34
.8
3
±
2.
48

24
.3
4
±
3.
76

U
Q
10
43
+
07
1

0.
02
27

�
�

�
8.
96

±
0.
83

7.
33

±
1.
27

<
6.
94

B
Q
10
45
+
05
2

0.
02
33

�
�

�
17
.7
7
±
1.
15

11
.4
0
±
1.
52

<
7.
12

B
Q
10
46
+
05
8

0.
02
36

11
.1
6
±
0.
74

�
�

21
.2
4
±
1.
10

14
.5
1
±
1.
27

10
.6
9
±
2.
14

V
Q
11
37
+
30
5

0.
01
83

11
5.
97

±
7.
40

�
�

14
0.
73

±
7.
52

87
.3
0
±
6.
03

<
57
.9
4

B
Q
11
38
+
00
2

0.
02
3

36
.6
5
±
2.
21

�
�

35
.6
8
±
1.
96

24
.4
9
±
2.
11

21
.4
6
±
3.
26

U
Q
11
46
+
11
1

0.
03
54

33
.6
4
±
2.
10

�
�

44
.4
7
±
2.
33

26
.8
8
±
2.
15

22
.3
1
±
3.
23

B

MNRAS 000, 000�000 (0000)



Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 33

T
ab
le
3

(c
on
t'
d)

O
b
je
ct

E
(B
-V
)

F
λ

F
λ

F
λ

F
λ

F
λ

F
λ

U
V
O
T
�S
D
SS

m
at
ch
in
g

na
m
e

U
W
1

U
W
2

U
M
2

U
B

V
ba
nd
pa
ss

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

Q
11
51
-0
04

0.
01
74

20
.1
1
±
1.
37

�
�

20
.1
2
±
1.
47

12
.9
0
±
2.
12

<
21
.3
7

U
Q
12
03
-1
11

0.
06
35

�
�

�
5.
63

±
0.
62

5.
96

±
0.
76

<
5.
46

Q
12
08
+
10
5

0.
01
96

5.
05

±
0.
74

�
�

<
4.
93

<
11
.8
6

<
19
.4
1

U
Q
12
19
+
49
1

0.
01
23

�
�

�
16
.5
9
±
0.
99

22
.4
9
±
1.
10

12
.9
9
±
1.
21

B
Q
12
23
+
17
8

0.
02
28

�
�

�
5.
39

±
0.
52

20
.3
3
±
1.
11

19
.6
4
±
1.
17

V
Q
12
25
-0
17

0.
02
01

�
�

�
20
.1
1
±
1.
21

36
.9
6
±
1.
75

23
.2
7
±
1.
75

Q
12
26
-1
11

0.
04
43

�
�

�
7.
01

±
0.
62

11
.0
2
±
0.
83

9.
53

±
1.
13

Q
12
27
+
12
0

0.
02
62

�
�

�
6.
48

±
0.
49

12
.4
7
±
0.
77

11
.0
5
±
0.
84

Q
12
30
+
16
4

0.
02
5

�
�

�
27
.3
7
±
1.
36

38
.5
8
±
1.
61

31
.3
4
±
1.
46

B
Q
12
32
-0
04

0.
01
97

21
.3
8
±
1.
31

�
�

22
.0
5
±
1.
21

12
.7
0
±
1.
33

<
10
.3
6

B
Q
12
37
+
13
4

0.
03
29

80
.6
1
±
4.
55

�
�

91
.2
0
±
4.
24

59
.4
4
±
2.
91

46
.5
4
±
3.
19

U
Q
12
46
-0
22

0.
02
19

�
�

�
25
.5
8
±
1.
34

19
.2
9
±
1.
19

14
.3
0
±
1.
35

B
Q
12
59
+
34
4

0.
00
93

�
�

�
9.
71

±
0.
73

20
.3
2
±
1.
07

16
.4
4
±
1.
22

B
Q
13
30
+
01
1

0.
02
39

�
�

�
<
2.
50

10
.1
3
±
0.
87

20
.8
1
±
1.
38

V
Q
14
09
+
09
5

0.
02
11

�
�

�
5.
60

±
0.
58

18
.4
7
±
1.
05

10
.5
7
±
1.
10

V
Q
14
34
-0
09

0.
03
38

31
.3
8
±
1.
88

�
�

32
.4
1
±
1.
69

23
.1
0
±
1.
68

17
.2
4
±
2.
20

U
Q
14
40
-0
04

0.
03
28

61
.6
9
±
3.
53

�
�

71
.0
9
±
3.
43

46
.7
1
±
2.
59

32
.3
2
±
2.
99

Q
14
43
-0
10

0.
04
06

22
.0
1
±
1.
38

�
�

29
.8
9
±
1.
55

21
.6
1
±
1.
54

19
.4
4
±
2.
10

U
Q
15
17
+
23
9

0.
03
43

32
.7
9
±
1.
87

�
�

37
.6
2
±
1.
79

25
.7
0
±
1.
32

17
.7
6
±
1.
52

U
Q
16
34
+
40
6

0.
00
55

18
.2
2
±
1.
23

�
�

22
.8
7
±
1.
32

13
.8
4
±
1.
30

9.
11

±
1.
26

U
Q
16
38
+
39
0

0.
01
02

�
�

�
12
.1
3
±
0.
83

15
.9
2
±
0.
94

9.
73

±
1.
04

B
Q
17
04
+
71
0

0.
03
15

�
�

�
44
.9
2
±
2.
10

30
.3
7
±
1.
31

21
.5
5
±
1.
09

Q
22
33
+
13
6

0.
04
81

�
�

�
<
2.
04

8.
26

±
0.
70

12
.9
9
±
1.
05

V
Q
22
39
+
00
7

0.
06
31

�
�

�
9.
00

±
0.
51

9.
53

±
0.
56

7.
58

±
0.
65

B
Q
23
34
+
01
9

0.
04
77

�
�

�
22
.1
2
±
1.
19

�
15
.3
3
±
1.
17

Q
23
41
+
01
0

0.
03
26

�
�

�
5.
92

±
0.
79

5.
48

±
1.
09

<
7.
31

B
Q
23
50
-0
07

0.
02
54

13
.8
0
±
1.
01

�
�

18
.9
7
±
1.
21

16
.5
7
±
1.
62

15
.3
5
±
2.
61

V
Q
23
51
+
02
2

0.
02
38

�
�

�
24
.3
7
±
1.
11

19
.3
8
±
0.
81

15
.6
3
±
0.
74

B
Q
23
59
+
00
2

0.
02
52

�
�

�
<
3.
77

<
6.
38

<
6.
56

R
a
d
io
-L
o
u
d
Q
u
a
s
a
r
s

J0
82
32
8.
62
+
06
11
46
.0
7

0.
02
24

�
�

�
27
.3
9
±
1.
31

32
.3
6
±
1.
31

23
.5
4
±
1.
18

B
J0
94
85
3.
60
+
08
55
14
.4
0

0.
02
58

50
.1
5
±
3.
04

12
.4
2
±
1.
28

9.
29

±
1.
06

80
.1
0
±
3.
83

61
.2
0
±
2.
79

52
.3
7
±
2.
65

B
J1
12
54
2.
30
+
00
01
01
.3
3

0.
02
58

42
.3
0
±
2.
49

�
�

72
.6
9
±
3.
35

43
.8
7
±
1.
81

26
.1
2
±
1.
42

U
J2
15
95
4.
45
-0
02
15
0.
17

0.
05
01

76
.7
3
±
4.
37

�
62
.5
7
±
3.
50

11
3.
25

±
5.
22

74
.6
5
±
3.
24

59
.6
2
±
2.
85

B
J2
34
83
0.
41
+
00
39
18
.5
7

0.
02
28

12
.1
0
±
1.
17

3.
26

±
0.
32

<
1.
70

50
.6
3
±
2.
75

36
.5
8
±
1.
99

23
.0
9
±
1.
99

B
Q
00
17
+
15
4

0.
04
65

10
.9
9
±
0.
75

�
�

37
.3
7
±
1.
80

29
.2
9
±
1.
61

23
.7
3
±
1.
97

B
Q
00
38
-0
19

0.
01
96

42
.1
3
±
2.
36

�
�

76
.0
5
±
3.
43

50
.7
1
±
2.
28

36
.0
0
±
2.
49

U
Q
01
06
+
01
3

0.
02
07

10
.0
7
±
0.
80

�
�

29
.5
8
±
1.
59

23
.1
1
±
1.
77

19
.2
2
±
2.
73

U
Q
01
09
+
17
6

0.
07
32

�
�

�
12
.2
7
±
0.
68

12
.8
4
±
0.
73

9.
92

±
0.
80

B

MNRAS 000, 000�000 (0000)



34 Lawther, D., Vestergaard, M., Raimundo, S.

T
ab
le
3

(c
on
t'
d)

O
b
je
ct

E
(B
-V
)

F
λ

F
λ

F
λ

F
λ

F
λ

F
λ

U
V
O
T
�S
D
SS

m
at
ch
in
g

na
m
e

U
W
1

U
W
2

U
M
2

U
B

V
ba
nd
pa
ss

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

Q
01
23
+
25
7

0.
09
13

13
.7
8
±
1.
10

�
�

22
.8
4
±
1.
43

26
.3
7
±
1.
92

20
.6
0
±
2.
19

B
Q
02
06
+
29
3

0.
06

�
�

�
5.
01

±
0.
37

4.
63

±
0.
42

<
2.
48

B
Q
02
25
-0
14

0.
03
11

�
�

�
45
.0
3
±
2.
03

29
.0
8
±
1.
15

17
.5
5
±
0.
88

V
Q
02
26
-0
38

0.
02
61

�
�

�
75
.8
0
±
3.
38

49
.9
8
±
1.
97

35
.2
2
±
1.
54

U
Q
02
38
+
10
0

0.
20
25

16
.0
8
±
0.
92

�
�

25
.7
4
±
1.
24

18
.8
6
±
1.
12

15
.7
2
±
1.
41

Q
03
17
-0
23

0.
07
51

�
�

�
3.
39

±
0.
26

2.
71

±
0.
30

2.
03

±
0.
40

Q
03
52
+
12
3

0.
21
69

11
.8
0
±
0.
87

�
�

21
.5
5
±
1.
21

15
.7
6
±
1.
28

12
.7
9
±
1.
61

U
Q
04
45
+
09
7

0.
27
98

�
�

�
2.
37

±
0.
45

4.
43

±
0.
54

3.
94

±
0.
80

Q
04
58
-0
20

0.
06
38

�
�

�
7.
08

±
0.
51

14
.0
6
±
0.
73

15
.0
8
±
0.
93

Q
05
04
+
03
0

0.
05
64

�
�

�
10
.4
1
±
0.
67

15
.8
4
±
0.
83

10
.8
3
±
0.
86

Q
07
30
+
25
7

0.
04

�
�

�
2.
95

±
0.
30

5.
83

±
0.
43

4.
72

±
0.
56

B
Q
07
51
+
29
8

0.
03
71

�
�

�
34
.1
7
±
1.
65

21
.9
3
±
1.
17

15
.6
0
±
1.
06

U
Q
07
58
+
12
0

0.
02
18

�
�

�
8.
16

±
0.
53

7.
86

±
0.
55

6.
10

±
0.
72

B
Q
08
02
+
10
3

0.
01
89

8.
65

±
1.
09

�
�

28
.6
8
±
1.
44

20
.7
9
±
1.
07

16
.3
2
±
1.
09

U
Q
08
05
+
04
6

0.
02
47

�
�

�
9.
01

±
0.
83

20
.3
8
±
0.
89

14
.8
0
±
0.
81

V
Q
08
08
+
28
9

0.
02
88

�
�

�
42
.9
6
±
2.
16

35
.0
0
±
1.
69

25
.1
3
±
1.
55

B
Q
08
31
+
10
1

0.
03
68

2.
89

±
0.
43

�
�

7.
40

±
0.
63

6.
19

±
0.
91

<
6.
17

B
Q
08
35
+
58
0

0.
06
65

27
.7
4
±
1.
88

�
�

37
.4
6
±
2.
08

33
.7
7
±
2.
24

30
.0
3
±
2.
35

U
Q
08
56
+
12
4

0.
02
04

11
.1
7
±
0.
74

�
�

12
.2
7
±
0.
78

7.
42

±
1.
05

8.
02

±
1.
57

U
Q
09
26
+
11
7

0.
02
63

22
.0
3
±
1.
28

�
�

25
.3
5
±
1.
28

14
.9
3
±
1.
21

10
.6
6
±
1.
62

U
Q
09
41
+
26
1

0.
01
69

�
�

�
18
.3
1
±
1.
07

20
.6
7
±
1.
19

16
.2
2
±
1.
33

V
Q
10
23
+
06
7

0.
01
9

15
.0
1
±
1.
18

�
�

23
.2
3
±
1.
55

16
.8
0
±
2.
17

<
18
.1
8

B
Q
10
55
+
49
9

0.
01
12

�
�

�
8.
80

±
0.
71

9.
47

±
0.
76

7.
25

±
1.
00

B
Q
11
16
+
12
8

0.
02
14

�
�

�
17
.2
7
±
1.
18

14
.7
4
±
1.
59

9.
57

±
1.
49

B
Q
11
58
+
12
2

0.
02
19

�
�

�
35
.9
8
±
1.
83

25
.7
2
±
1.
42

24
.0
4
±
1.
66

U
Q
12
14
+
10
6

0.
02
74

7.
24

±
0.
65

�
�

10
.1
7
±
0.
84

<
6.
46

<
11
.4
8

(U
)

Q
12
21
+
11
3

0.
02
47

18
.3
1
±
1.
29

�
�

23
.5
3
±
1.
53

15
.9
0
±
2.
07

<
13
.3
9

U
Q
12
26
+
10
5

0.
02
44

�
�

�
14
.9
4
±
0.
89

17
.8
0
±
0.
99

11
.8
4
±
1.
14

B
Q
12
58
+
40
4

0.
01
4

22
.0
4
±
1.
43

�
�

33
.6
1
±
1.
77

22
.7
2
±
1.
75

11
.1
6
±
2.
01

U
Q
13
11
-2
70

0.
06
55

14
.0
0
±
0.
85

�
�

30
.6
0
±
1.
46

30
.7
0
±
1.
44

21
.6
2
±
1.
38

Q
13
13
+
20
0

0.
01
67

�
�

�
10
.2
1
±
0.
94

7.
96

±
1.
15

12
.2
9
±
1.
43

Q
13
18
+
11
3

0.
02
08

�
�

�
14
.7
4
±
0.
86

14
.7
5
±
0.
84

10
.1
8
±
1.
06

B
Q
13
23
+
65
5

0.
01
48

27
.1
5
±
1.
56

�
�

42
.2
3
±
1.
96

27
.6
9
±
1.
31

17
.0
9
±
1.
24

B
Q
13
54
+
25
8

0.
01
53

�
�

�
25
.2
4
±
1.
21

18
.3
0
±
0.
81

12
.6
4
±
0.
84

B
Q
14
02
+
04
4

0.
02
28

�
�

�
�

6.
19

±
0.
44

11
.5
8
±
0.
74

V
Q
14
02
-0
12

0.
04
69

�
�

�
19
.3
0
±
0.
96

24
.3
1
±
1.
04

17
.3
1
±
0.
89

B
Q
14
42
+
10
1

0.
02
17

�
�

�
�

20
.9
5
±
0.
88

24
.9
9
±
1.
15

V
Q
15
40
+
18
0

0.
02
96

10
.9
8
±
0.
83

�
�

14
.9
6
±
0.
94

17
.1
3
±
1.
26

12
.1
1
±
1.
39

B
Q
15
42
+
04
2

0.
07
46

�
�

�
27
.7
5
±
1.
33

22
.9
3
±
0.
99

15
.2
0
±
0.
97

U

MNRAS 000, 000�000 (0000)



Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 35

T
ab
le
3

(c
on
t'
d)

O
b
je
ct

E
(B
-V
)

F
λ

F
λ

F
λ

F
λ

F
λ

F
λ

U
V
O
T
�S
D
SS

m
at
ch
in
g

na
m
e

U
W
1

U
W
2

U
M
2

U
B

V
ba
nd
pa
ss

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

Q
15
54
-2
03

0.
24
36

6.
89

±
0.
80

�
�

13
.3
0
±
1.
11

7.
77

±
1.
59

<
9.
56

Q
15
56
-2
45

0.
08
71

�
�

�
8.
84

±
1.
54

14
.1
5
±
2.
09

10
.7
6
±
0.
76

Q
15
57
-1
99

0.
19
35

4.
74

±
0.
88

�
�

8.
40

±
1.
07

<
9.
01

<
11
.0
7

Q
16
02
+
57
6

0.
01
83

�
�

�
47
.7
6
±
2.
26

55
.5
8
±
2.
27

35
.4
0
±
1.
62

B
Q
16
06
+
28
9

0.
03
23

�
�

�
5.
40

±
0.
33

5.
05

±
0.
35

4.
19

±
0.
38

B
Q
16
07
+
18
3

0.
04
19

�
�

�
6.
20

±
0.
50

13
.9
4
±
0.
65

13
.4
9
±
0.
77

V
Q
16
14
+
05
1

0.
05
77

�
�

�
�

4.
42

±
0.
64

7.
36

±
0.
85

V
Q
16
29
+
12
0

0.
04
87

16
.9
7
±
1.
06

�
�

20
.1
5
±
1.
12

15
.5
0
±
1.
30

15
.6
9
±
1.
83

U
Q
16
29
+
68
0

0.
03
54

�
�

�
11
.7
7
±
0.
77

15
.0
6
±
0.
86

10
.6
7
±
0.
87

Q
16
33
+
38
2

0.
01
01

39
.9
2
±
2.
40

�
�

53
.6
8
±
2.
63

38
.6
5
±
2.
12

31
.5
7
±
2.
03

B
Q
16
56
+
47
7

0.
01
77

55
.1
9
±
3.
12

�
�

61
.5
8
±
3.
03

40
.2
3
±
2.
35

25
.4
7
±
2.
39

U
Q
16
58
+
57
5

0.
01
79

�
�

�
23
.8
2
±
1.
10

18
.9
0
±
0.
77

12
.4
3
±
0.
64

Q
17
01
+
37
9

0.
02
44

�
�

�
6.
62

±
0.
34

8.
63

±
0.
40

6.
27

±
0.
36

B
Q
17
02
+
29
8

0.
04
65

4.
47

±
0.
40

�
�

10
.0
3
±
0.
61

8.
43

±
0.
78

<
4.
61

B
Q
17
05
+
01
8

0.
15
44

�
�

�
9.
59

±
0.
64

14
.9
7
±
0.
82

11
.2
0
±
0.
91

Q
17
26
+
34
4

0.
02
61

�
�

�
9.
08

±
0.
65

13
.8
8
±
0.
83

7.
96

±
0.
87

B
Q
18
16
+
47
5

0.
03
21

�
�

�
21
.9
2
±
1.
06

22
.0
9
±
0.
93

15
.0
7
±
0.
78

Q
18
57
+
56
6

0.
04
9

42
.2
8
±
2.
42

�
�

60
.1
9
±
2.
80

44
.1
5
±
2.
10

33
.4
2
±
2.
08

Q
20
48
+
19
6

0.
08
66

�
�

�
11
.8
6
±
0.
59

18
.4
6
±
0.
75

16
.4
4
±
0.
76

Q
21
50
+
05
3

0.
05
35

12
.4
4
±
0.
98

�
�

37
.9
8
±
2.
08

29
.3
6
±
2.
09

16
.4
1
±
2.
55

B
Q
21
58
+
10
1

0.
04
79

14
.5
5
±
1.
12

�
�

17
.2
5
±
1.
22

11
.8
8
±
1.
71

<
16
.0
7

U
Q
22
12
-2
99

0.
01
3

�
�

�
�

53
.1
6
±
1.
98

36
.3
8
±
1.
44

Q
22
22
+
05
1

0.
13
19

�
�

�
5.
91

±
0.
53

15
.2
4
±
0.
88

16
.1
7
±
1.
14

V
Q
22
23
+
21
0

0.
03
99

25
.3
8
±
1.
58

�
�

63
.1
6
±
2.
98

43
.4
8
±
2.
13

28
.3
1
±
2.
17

U
Q
22
48
+
19
2

0.
05
41

8.
88

±
0.
57

�
�

14
.8
4
±
0.
76

11
.4
5
±
0.
76

8.
23

±
1.
05

U
Q
22
51
+
24
4

0.
16
95

�
�

�
12
.6
2
±
0.
86

15
.2
5
±
0.
97

11
.1
0
±
1.
17

B
Q
23
38
+
04
2

0.
06
86

�
�

�
-2
.7
4
±
0.
54

4.
62

±
0.
82

<
5.
39

B
Q
23
45
+
06
1

0.
10
31

18
.4
7
±
1.
27

�
�

21
.5
5
±
1.
40

13
.5
7
±
2.
12

<
24
.7
1

B

N
ot
e.
�

(1
)
O
b
je
ct

na
m
e.
(2
)
T
he

di
�
er
en
ti
al
ex
ti
nc
ti
on

E
(B
-V
)
is
ad
op
te
d
fr
om

th
e
w
or
k
of
Sc
hl
a�
y
&
F
in
kb
ei
ne
r
(2
01
1)
,
an
d
is

th
e
m
ea
n
va
lu
e
of
al
lm

ea
su
re
m
en
ts
w
it
hi
n
a
2
ar
cm

in
ut
e
ap
er
tu
re
ce
nt
er
ed

on
th
e
qu
as
ar

co
or
di
na
te
s.
(3
�8
)
T
he

e�
ec
ti
ve

�u
x
de
ns
it
y

at
th
e
ba
nd
pa
ss

pi
vo
t
w
av
el
en
gt
h,

in
un
it
of

1
0

1
7
er
gs

s−
1
Å

−
1
,
as
su
m
in
g
a
p
ow

er
la
w
so
ur
ce

SE
D

ov
er

th
e
ba
nd
pa
ss

(�
2.
3)
.
T
he

1σ
un
ce
rt
ai
nt
ie
s
on

F
λ
ar
e
lis
te
d
fo
r
de
te
ct
ed

qu
as
ar
s.
T
he

5σ
up
p
er

lim
it
s
ar
e
lis
te
d
fo
r
no
n-
de
te
ct
io
ns
.
F
ilt
er
s
th
at

w
er
e
no
t
us
ed

fo
r
a
gi
ve
n
ob
se
rv
at
io
n
ar
e
m
ar
ke
d
w
it
h
"�

".
H
er
e
w
e
ta
bu
la
te

th
e
ob
se
rv
ed

�u
xe
s;
a
co
rr
ec
ti
on

fo
r
G
al
ac
ti
c
re
dd
en
in
g
is
ap
pl
ie
d

pr
io
r
to

�t
ti
ng

th
e
U
V
-o
pt
ic
al

co
nt
in
uu
m

m
od
el
.
(9
)
T
he

U
V
O
T
�l
te
r
ba
nd
pa
ss

us
ed

fo
r
re
sc
al
in
g
of

th
e
SD

SS
ph
ot
om

et
ri
c
�u
xe
s,

fo
r
qu
as
ar
s
w
it
h
SD

SS
da
ta

(�
2.
4)
.
P
ar
en
th
es
es

in
di
ca
te

th
at

th
e
m
at
ch
in
g
ba
nd
pa
ss
w
as

no
t
su
it
ab
le
fo
r
in
cl
us
io
n
in

th
e
su
bs
eq
ue
nt

U
V
-o
pt
ic
al
co
nt
in
uu
m

�t
.

MNRAS 000, 000�000 (0000)



36 Lawther, D., Vestergaard, M., Raimundo, S.

T
ab
le
4.

S
w
if
t
U
V
O
T
ap
pa
re
nt

m
ag
ni
tu
de
s.

O
b
je
ct

m
U
W

1
m
U
W

1
m
U
M

2
m
U

m
B

m
V

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

R
a
d
io
-Q

u
ie
t
Q
u
a
s
a
r
s

J0
14
72
5.
50
-1
01
43
9.
11

19
.3
9
±
0.
17

-2
0.
31

±
-0
.1
6

-2
1.
37

±
-0
.1
6

17
.2
1
±
0.
07

18
.1
6
±
0.
07

17
.8
0
±
0.
10

J1
04
91
5.
44
-0
11
03
8.
18

19
.6
1
±
0.
21

>
20
.9
0

>
21
.4
7

17
.8
3
±
0.
08

18
.7
6
±
0.
11

>
18
.5
4

J1
10
60
7.
48
-1
73
11
3.
60

�
�

�
17
.9
1
±
0.
05

18
.0
5
±
0.
04

17
.7
2
±
0.
04

J1
11
15
9.
70
+
02
37
19
.7
6

17
.3
2
±
0.
06

�
17
.4
7
±
0.
06

16
.9
7
±
0.
05

18
.0
6
±
0.
05

17
.8
2
±
0.
07

J1
14
44
9.
32
+
03
27
51
.9
6

18
.0
5
±
0.
06

�
20
.2
8
±
0.
16

16
.9
1
±
0.
05

17
.9
1
±
0.
05

17
.5
3
±
0.
06

J1
23
03
4.
21
+
07
33
05
.3
2

17
.1
1
±
0.
06

�
�

16
.6
4
±
0.
04

17
.7
6
±
0.
04

17
.6
9
±
0.
05

J1
25
14
0.
83
+
08
07
18
.4
6

16
.5
9
±
0.
05

�
�

16
.5
4
±
0.
04

17
.7
4
±
0.
04

17
.6
3
±
0.
04

J1
31
81
0.
74
+
01
11
40
.8
6

17
.2
3
±
0.
06

�
�

17
.0
8
±
0.
05

18
.2
3
±
0.
04

18
.1
6
±
0.
06

J1
42
92
3.
92
+
02
40
23
.1
4

16
.9
7
±
0.
08

17
.3
5
±
0.
08

17
.2
5
±
0.
08

16
.7
9
±
0.
04

17
.5
8
±
0.
06

17
.3
3
±
0.
09

J1
45
71
7.
86
+
02
47
47
.3
6

17
.8
9
±
0.
07

19
.4
3
±
0.
15

18
.9
7
±
0.
15

16
.6
9
±
0.
04

17
.6
6
±
0.
07

16
.9
5
±
0.
08

J2
15
54
3.
09
-0
73
90
2.
05

18
.0
7
±
0.
06

20
.1
2
±
0.
09

>
19
.6
9

16
.9
8
±
0.
05

17
.8
7
±
0.
04

17
.4
3
±
0.
05

Q
00
00
-0
01

�
�

�
19
.4
7
±
0.
08

19
.4
4
±
0.
07

19
.1
8
±
0.
10

Q
00
02
-0
08

�
�

�
18
.1
7
±
0.
06

19
.0
5
±
0.
08

18
.6
4
±
0.
11

Q
00
03
-0
06

19
.3
0
±
0.
07

�
�

18
.9
2
±
0.
07

19
.8
8
±
0.
14

>
19
.2
4

Q
00
08
-0
08

�
�

�
18
.2
3
±
0.
05

19
.4
1
±
0.
05

19
.3
2
±
0.
09

Q
00
15
+
02
6

�
�

�
19
.6
6
±
0.
11

19
.6
5
±
0.
09

19
.7
6
±
0.
18

Q
00
20
+
02
2

18
.4
7
±
0.
07

�
�

18
.0
6
±
0.
07

19
.0
1
±
0.
12

>
18
.4
9

Q
00
40
-0
17

20
.3
5
±
0.
19

�
�

19
.1
5
±
0.
07

19
.5
0
±
0.
07

19
.1
3
±
0.
10

Q
01
07
-0
05

19
.3
1
±
0.
07

�
�

18
.5
9
±
0.
06

19
.4
5
±
0.
08

19
.3
2
±
0.
18

Q
01
15
-0
11

�
�

�
17
.3
7
±
0.
05

18
.1
5
±
0.
05

18
.0
5
±
0.
06

Q
02
44
+
01
7

�
�

�
18
.1
9
±
0.
06

19
.3
9
±
0.
09

19
.0
9
±
0.
14

Q
02
49
-1
84

�
�

�
�

19
.6
0
±
0.
05

18
.6
0
±
0.
04

Q
02
52
+
01
6

�
�

�
17
.6
1
±
0.
05

18
.0
8
±
0.
04

17
.7
8
±
0.
05

Q
02
53
-0
24

18
.8
0
±
0.
08

�
�

18
.4
7
±
0.
05

19
.5
2
±
0.
05

19
.3
0
±
0.
08

Q
02
54
-0
16

�
�

�
19
.0
5
±
0.
05

19
.4
4
±
0.
05

19
.2
3
±
0.
07

Q
02
58
+
02
1

18
.6
7
±
0.
07

�
�

17
.6
9
±
0.
05

18
.3
2
±
0.
05

18
.0
2
±
0.
06

Q
03
48
+
06
1

18
.6
6
±
0.
07

�
�

17
.0
7
±
0.
04

18
.0
0
±
0.
05

17
.6
0
±
0.
04

Q
04
47
-3
95

17
.8
2
±
0.
06

�
�

17
.1
1
±
0.
04

18
.2
6
±
0.
04

17
.9
3
±
0.
05

Q
05
18
-3
50

�
�

�
18
.1
0
±
0.
05

18
.8
6
±
0.
04

18
.7
4
±
0.
06

Q
10
08
-0
55

�
�

�
16
.9
4
±
0.
05

17
.9
4
±
0.
04

17
.7
9
±
0.
05

Q
10
16
-0
06

�
�

�
18
.2
0
±
0.
06

19
.1
5
±
0.
08

18
.9
0
±
0.
12

Q
10
20
+
01
4

17
.5
9
±
0.
06

�
�

17
.0
7
±
0.
05

18
.1
7
±
0.
07

17
.9
7
±
0.
15

Q
10
43
+
07
1

�
�

�
18
.9
9
±
0.
09

19
.8
7
±
0.
17

>
19
.3
3

Q
10
45
+
05
2

�
�

�
18
.2
5
±
0.
06

19
.3
9
±
0.
13

>
19
.3
0

Q
10
46
+
05
8

18
.8
8
±
0.
07

�
�

18
.0
5
±
0.
05

19
.1
2
±
0.
09

18
.8
6
±
0.
20

Q
11
37
+
30
5

16
.3
4
±
0.
06

�
�

16
.0
0
±
0.
05

17
.1
8
±
0.
07

>
17
.0
3

Q
11
38
+
00
2

17
.5
9
±
0.
06

�
�

17
.4
9
±
0.
06

18
.5
6
±
0.
09

18
.1
0
±
0.
15

Q
11
46
+
11
1

17
.6
8
±
0.
06

�
�

17
.2
5
±
0.
05

18
.4
6
±
0.
08

18
.0
6
±
0.
14

Q
11
51
-0
04

18
.2
4
±
0.
07

�
�

18
.1
1
±
0.
07

19
.2
5
±
0.
16

>
18
.1
1

Q
12
03
-1
11

�
�

�
19
.4
9
±
0.
11

20
.0
9
±
0.
13

>
19
.5
9

MNRAS 000, 000�000 (0000)



Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 37

T
ab
le
4

(c
on
t'
d)

O
b
je
ct

m
U
W

1
m
U
W

1
m
U
M

2
m
U

m
B

m
V

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

Q
12
08
+
10
5

19
.7
4
±
0.
15

�
�

>
19
.6
4

>
19
.3
4

>
18
.2
1

Q
12
19
+
49
1

�
�

�
18
.3
2
±
0.
06

18
.6
5
±
0.
05

18
.6
5
±
0.
09

Q
12
23
+
17
8

�
�

�
19
.5
4
±
0.
10

18
.7
6
±
0.
05

18
.2
0
±
0.
06

Q
12
25
-0
17

�
�

�
18
.1
1
±
0.
06

18
.1
1
±
0.
05

18
.0
2
±
0.
08

Q
12
26
-1
11

�
�

�
19
.2
5
±
0.
09

19
.4
2
±
0.
08

18
.9
8
±
0.
12

Q
12
27
+
12
0

�
�

�
19
.3
4
±
0.
08

19
.2
9
±
0.
06

18
.8
2
±
0.
08

Q
12
30
+
16
4

�
�

�
17
.7
8
±
0.
05

18
.0
6
±
0.
04

17
.6
9
±
0.
05

Q
12
32
-0
04

18
.1
8
±
0.
06

�
�

18
.0
1
±
0.
05

19
.2
7
±
0.
10

>
18
.8
9

Q
12
37
+
13
4

16
.7
3
±
0.
06

�
�

16
.4
7
±
0.
05

17
.5
9
±
0.
05

17
.2
6
±
0.
07

Q
12
46
-0
22

�
�

�
17
.8
5
±
0.
05

18
.8
2
±
0.
06

18
.5
4
±
0.
09

Q
12
59
+
34
4

�
�

�
18
.9
0
±
0.
07

18
.7
6
±
0.
05

18
.3
9
±
0.
07

Q
13
30
+
01
1

�
�

�
>
20
.3
7

19
.5
1
±
0.
09

18
.1
4
±
0.
07

Q
14
09
+
09
5

�
�

�
19
.5
0
±
0.
10

18
.8
6
±
0.
06

18
.8
7
±
0.
10

Q
14
34
-0
09

17
.7
6
±
0.
06

�
�

17
.5
9
±
0.
05

18
.6
2
±
0.
07

18
.3
4
±
0.
13

Q
14
40
-0
04

17
.0
2
±
0.
06

�
�

16
.7
4
±
0.
05

17
.8
6
±
0.
06

17
.6
6
±
0.
09

Q
14
43
-0
10

18
.1
4
±
0.
06

�
�

17
.6
8
±
0.
05

18
.6
9
±
0.
07

18
.2
1
±
0.
11

Q
15
17
+
23
9

17
.7
1
±
0.
06

�
�

17
.4
3
±
0.
05

18
.5
0
±
0.
05

18
.3
1
±
0.
09

Q
16
34
+
40
6

18
.3
5
±
0.
07

�
�

17
.9
7
±
0.
06

19
.1
8
±
0.
09

19
.0
3
±
0.
14

Q
16
38
+
39
0

�
�

�
18
.6
6
±
0.
07

19
.0
2
±
0.
06

18
.9
6
±
0.
11

Q
17
04
+
71
0

�
�

�
17
.2
4
±
0.
05

18
.3
2
±
0.
04

18
.1
0
±
0.
05

Q
22
33
+
13
6

�
�

�
>
20
.5
9

19
.7
4
±
0.
08

18
.6
5
±
0.
08

Q
22
39
+
00
7

�
�

�
18
.9
8
±
0.
06

19
.5
8
±
0.
06

19
.2
3
±
0.
09

Q
23
34
+
01
9

�
�

�
18
.0
1
±
0.
05

�
18
.4
7
±
0.
08

Q
23
41
+
01
0

�
�

�
19
.4
4
±
0.
13

20
.1
8
±
0.
20

>
19
.2
7

Q
23
50
-0
07

18
.6
5
±
0.
07

�
�

18
.1
7
±
0.
06

18
.9
8
±
0.
10

18
.4
7
±
0.
17

Q
23
51
+
02
2

�
�

�
17
.9
0
±
0.
05

18
.8
1
±
0.
04

18
.4
5
±
0.
05

Q
23
59
+
00
2

�
�

�
>
19
.9
3

>
20
.0
2

>
19
.3
9

R
a
d
io
-L
o
u
d
Q
u
a
s
a
r
s

J0
82
32
8.
62
+
06
11
46
.0
7

�
�

�
17
.7
8
±
0.
05

18
.2
5
±
0.
04

18
.0
0
±
0.
05

J0
94
85
3.
60
+
08
55
14
.4
0

17
.2
5
±
0.
06

19
.0
9
±
0.
10

19
.2
5
±
0.
11

16
.6
1
±
0.
05

17
.5
6
±
0.
05

17
.1
4
±
0.
05

J1
12
54
2.
30
+
00
01
01
.3
3

17
.4
3
±
0.
06

�
�

16
.7
2
±
0.
05

17
.9
2
±
0.
04

17
.8
9
±
0.
05

J2
15
95
4.
45
-0
02
15
0.
17

16
.7
9
±
0.
06

�
17
.1
8
±
0.
06

16
.2
3
±
0.
05

17
.3
5
±
0.
04

16
.9
9
±
0.
05

J2
34
83
0.
41
+
00
39
18
.5
7

18
.7
9
±
0.
10

20
.5
4
±
0.
10

>
21
.0
9

17
.1
1
±
0.
05

18
.1
2
±
0.
05

18
.0
2
±
0.
09

Q
00
17
+
15
4

18
.9
0
±
0.
07

�
�

17
.4
4
±
0.
05

18
.3
6
±
0.
06

17
.9
9
±
0.
08

Q
00
38
-0
19

17
.4
4
±
0.
06

�
�

16
.6
7
±
0.
05

17
.7
7
±
0.
04

17
.5
4
±
0.
07

Q
01
06
+
01
3

18
.9
9
±
0.
08

�
�

17
.6
9
±
0.
05

18
.6
2
±
0.
08

18
.2
2
±
0.
14

Q
01
09
+
17
6

�
�

�
18
.6
5
±
0.
06

19
.2
6
±
0.
06

18
.9
4
±
0.
08

Q
01
23
+
25
7

18
.6
5
±
0.
08

�
�

17
.9
7
±
0.
06

18
.4
8
±
0.
07

18
.1
5
±
0.
11

Q
02
06
+
29
3

�
�

�
19
.6
2
±
0.
07

20
.3
7
±
0.
09

>
20
.4
5

Q
02
25
-0
14

�
�

�
17
.2
4
±
0.
05

18
.3
7
±
0.
04

18
.3
2
±
0.
05

Q
02
26
-0
38

�
�

�
16
.6
7
±
0.
04

17
.7
8
±
0.
04

17
.5
7
±
0.
04

MNRAS 000, 000�000 (0000)



38 Lawther, D., Vestergaard, M., Raimundo, S.

T
ab
le
4

(c
on
t'
d)

O
b
je
ct

m
U
W

1
m
U
W

1
m
U
M

2
m
U

m
B

m
V

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

Q
02
38
+
10
0

18
.4
8
±
0.
06

�
�

17
.8
4
±
0.
05

18
.8
4
±
0.
06

18
.4
4
±
0.
09

Q
03
17
-0
23

�
�

�
20
.0
4
±
0.
08

20
.9
5
±
0.
11

20
.6
7
±
0.
20

Q
03
52
+
12
3

18
.8
2
±
0.
07

�
�

18
.0
4
±
0.
06

19
.0
4
±
0.
08

18
.6
7
±
0.
13

Q
04
45
+
09
7

�
�

�
20
.4
3
±
0.
19

20
.4
1
±
0.
12

19
.9
4
±
0.
20

Q
04
58
-0
20

�
�

�
19
.2
4
±
0.
07

19
.1
6
±
0.
05

18
.4
9
±
0.
06

Q
05
04
+
03
0

�
�

�
18
.8
3
±
0.
06

19
.0
3
±
0.
05

18
.8
5
±
0.
08

Q
07
30
+
25
7

�
�

�
20
.2
0
±
0.
10

20
.1
2
±
0.
07

19
.7
5
±
0.
12

Q
07
51
+
29
8

�
�

�
17
.5
4
±
0.
05

18
.6
8
±
0.
05

18
.4
5
±
0.
07

Q
07
58
+
12
0

�
�

�
19
.0
9
±
0.
07

19
.7
9
±
0.
07

19
.4
7
±
0.
12

Q
08
02
+
10
3

19
.1
6
±
0.
13

�
�

17
.7
3
±
0.
05

18
.7
3
±
0.
05

18
.4
0
±
0.
07

Q
08
05
+
04
6

�
�

�
18
.9
8
±
0.
09

18
.7
6
±
0.
04

18
.5
1
±
0.
05

Q
08
08
+
28
9

�
�

�
17
.2
9
±
0.
05

18
.1
7
±
0.
05

17
.9
3
±
0.
06

Q
08
31
+
10
1

20
.3
5
±
0.
15

�
�

19
.2
0
±
0.
08

20
.0
5
±
0.
15

>
19
.4
6

Q
08
35
+
58
0

17
.8
9
±
0.
07

�
�

17
.4
4
±
0.
06

18
.2
1
±
0.
07

17
.7
4
±
0.
08

Q
08
56
+
12
4

18
.8
8
±
0.
07

�
�

18
.6
5
±
0.
06

19
.8
5
±
0.
14

19
.1
7
±
0.
20

Q
09
26
+
11
7

18
.1
4
±
0.
06

�
�

17
.8
6
±
0.
05

19
.0
9
±
0.
08

18
.8
6
±
0.
15

Q
09
41
+
26
1

�
�

�
18
.2
1
±
0.
06

18
.7
4
±
0.
06

18
.4
1
±
0.
08

Q
10
23
+
06
7

18
.5
6
±
0.
08

�
�

17
.9
5
±
0.
07

18
.9
7
±
0.
13

>
18
.2
8

Q
10
55
+
49
9

�
�

�
19
.0
1
±
0.
08

19
.5
9
±
0.
08

19
.2
8
±
0.
14

Q
11
16
+
12
8

�
�

�
18
.2
8
±
0.
07

19
.1
1
±
0.
11

18
.9
8
±
0.
16

Q
11
58
+
12
2

�
�

�
17
.4
8
±
0.
05

18
.5
0
±
0.
06

17
.9
8
±
0.
07

Q
12
14
+
10
6

19
.3
5
±
0.
09

�
�

18
.8
5
±
0.
08

>
20
.0
0

>
18
.7
8

Q
12
21
+
11
3

18
.3
4
±
0.
07

�
�

17
.9
4
±
0.
06

19
.0
3
±
0.
13

>
18
.6
2

Q
12
26
+
10
5

�
�

�
18
.4
3
±
0.
06

18
.9
0
±
0.
06

18
.7
5
±
0.
10

Q
12
58
+
40
4

18
.1
4
±
0.
06

�
�

17
.5
5
±
0.
05

18
.6
4
±
0.
08

18
.8
1
±
0.
18

Q
13
11
-2
70

18
.6
3
±
0.
06

�
�

17
.6
5
±
0.
05

18
.3
1
±
0.
05

18
.1
0
±
0.
06

Q
13
13
+
20
0

�
�

�
18
.8
5
±
0.
09

19
.7
8
±
0.
14

18
.7
1
±
0.
12

Q
13
18
+
11
3

�
�

�
18
.4
5
±
0.
06

19
.1
1
±
0.
06

18
.9
1
±
0.
10

Q
13
23
+
65
5

17
.9
2
±
0.
06

�
�

17
.3
1
±
0.
05

18
.4
2
±
0.
05

18
.3
5
±
0.
07

Q
13
54
+
25
8

�
�

�
17
.8
6
±
0.
05

18
.8
7
±
0.
04

18
.6
8
±
0.
07

Q
14
02
+
04
4

�
�

�
�

20
.0
5
±
0.
07

18
.7
7
±
0.
06

Q
14
02
-0
12

�
�

�
18
.1
6
±
0.
05

18
.5
6
±
0.
04

18
.3
4
±
0.
05

Q
14
42
+
10
1

�
�

�
�

18
.7
3
±
0.
04

17
.9
4
±
0.
05

Q
15
40
+
18
0

18
.9
0
±
0.
08

�
�

18
.4
3
±
0.
06

18
.9
4
±
0.
07

18
.7
2
±
0.
11

Q
15
42
+
04
2

�
�

�
17
.7
6
±
0.
05

18
.6
3
±
0.
04

18
.4
8
±
0.
06

Q
15
54
-2
03

19
.4
0
±
0.
12

�
�

18
.5
6
±
0.
08

19
.8
0
±
0.
20

>
18
.9
8

Q
15
56
-2
45

�
�

�
19
.0
0
±
0.
17

19
.1
5
±
0.
15

18
.8
5
±
0.
07

Q
15
57
-1
99

19
.8
1
±
0.
19

�
�

19
.0
6
±
0.
13

>
19
.6
4

>
18
.8
2

Q
16
02
+
57
6

�
�

�
17
.1
7
±
0.
05

17
.6
7
±
0.
04

17
.5
6
±
0.
05

Q
16
06
+
28
9

�
�

�
19
.5
4
±
0.
06

20
.2
7
±
0.
07

19
.8
8
±
0.
09

Q
16
07
+
18
3

�
�

�
19
.3
9
±
0.
08

19
.1
7
±
0.
05

18
.6
1
±
0.
06

MNRAS 000, 000�000 (0000)



Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 39

T
ab
le
4

(c
on
t'
d)

O
b
je
ct

m
U
W

1
m
U
W

1
m
U
M

2
m
U

m
B

m
V

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

Q
16
14
+
05
1

�
�

�
�

20
.4
1
±
0.
14

19
.2
7
±
0.
12

Q
16
29
+
12
0

18
.4
3
±
0.
06

�
�

18
.1
1
±
0.
06

19
.0
5
±
0.
08

18
.4
4
±
0.
12

Q
16
29
+
68
0

�
�

�
18
.6
9
±
0.
07

19
.0
8
±
0.
06

18
.8
6
±
0.
08

Q
16
33
+
38
2

17
.5
0
±
0.
06

�
�

17
.0
4
±
0.
05

18
.0
6
±
0.
05

17
.6
8
±
0.
06

Q
16
56
+
47
7

17
.1
5
±
0.
06

�
�

16
.9
0
±
0.
05

18
.0
2
±
0.
06

17
.9
2
±
0.
09

Q
16
58
+
57
5

�
�

�
17
.9
3
±
0.
05

18
.8
4
±
0.
04

18
.7
0
±
0.
05

Q
17
01
+
37
9

�
�

�
19
.3
2
±
0.
05

19
.6
9
±
0.
05

19
.4
4
±
0.
06

Q
17
02
+
29
8

19
.8
7
±
0.
09

�
�

18
.8
7
±
0.
06

19
.7
1
±
0.
09

>
19
.7
7

Q
17
05
+
01
8

�
�

�
18
.9
2
±
0.
07

19
.0
9
±
0.
05

18
.8
1
±
0.
08

Q
17
26
+
34
4

�
�

�
18
.9
7
±
0.
07

19
.1
7
±
0.
06

19
.1
8
±
0.
11

Q
18
16
+
47
5

�
�

�
18
.0
2
±
0.
05

18
.6
7
±
0.
04

18
.4
9
±
0.
05

Q
18
57
+
56
6

17
.4
3
±
0.
06

�
�

16
.9
2
±
0.
05

17
.9
2
±
0.
05

17
.6
2
±
0.
06

Q
20
48
+
19
6

�
�

�
18
.6
8
±
0.
05

18
.8
6
±
0.
04

18
.3
9
±
0.
05

Q
21
50
+
05
3

18
.7
6
±
0.
08

�
�

17
.4
2
±
0.
05

18
.3
6
±
0.
07

18
.3
9
±
0.
16

Q
21
58
+
10
1

18
.5
9
±
0.
08

�
�

18
.2
8
±
0.
07

19
.3
4
±
0.
14

>
18
.4
2

Q
22
12
-2
99

�
�

�
�

17
.7
2
±
0.
04

17
.5
3
±
0.
04

Q
22
22
+
05
1

�
�

�
19
.4
4
±
0.
09

19
.0
7
±
0.
06

18
.4
1
±
0.
07

Q
22
23
+
21
0

17
.9
9
±
0.
06

�
�

16
.8
7
±
0.
05

17
.9
3
±
0.
05

17
.8
0
±
0.
08

Q
22
48
+
19
2

19
.1
3
±
0.
06

�
�

18
.4
4
±
0.
05

19
.3
8
±
0.
07

19
.1
4
±
0.
13

Q
22
51
+
24
4

�
�

�
18
.6
2
±
0.
07

19
.0
7
±
0.
06

18
.8
2
±
0.
10

Q
23
38
+
04
2

�
�

�
>
20
.2
8

20
.3
7
±
0.
18

>
19
.6
0

Q
23
45
+
06
1

18
.3
3
±
0.
07

�
�

18
.0
4
±
0.
07

19
.2
0
±
0.
16

>
17
.9
5

N
ot
e.

�
(1
)
O
b
je
ct

na
m
e.

(2
)
A
pp
ar
en
t
m
ag
ni
tu
de
s
on

th
e
U
V
O
T

ph
ot
om

et
ri
c
sy
st
em

.
T
he

1σ
un
ce
rt
ai
nt
ie
s
ar
e
lis
te
d
fo
r
de
te
ct
ed

qu
as
ar
s.
T
he

5σ
up
p
er

lim
it
s
ar
e
lis
te
d
fo
r
no
n-
de
te
ct
io
ns
.

F
ilt
er
s
th
at

w
er
e
no
t
us
ed

fo
r
a
gi
ve
n
ob
se
rv
at
io
n
ar
e
m
ar
ke
d
w
it
h
"−

−
−
".

MNRAS 000, 000�000 (0000)



40 Lawther, D., Vestergaard, M., Raimundo, S.

Table 5. Summary of Swift detections for our sample.

UVOT Detected in 1 Detected in 2 Detected in > 3 Suma

non-detection UVOT �lter UVOT �lters UVOT �lters

XRT non-detection 1 1 8 36 46
XRT detection 0 1 7 89 97
Sumb 1 2 15 125 (sample of 143)

aNumber of XRT detections and non-detections, irrespective of UVOT detection status.

bNumber of objects with a given UVOT detection status, irrespective of XRT detection status.
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Table 7. Summary of Kolmogorov-Smirnov tests.

Variable Distributions p-value
(1) (2) (3)

Redshift, z XRT det. 0.28
Redshift, z RQQs,RLQs >0.99
λLλ (2500Å) XRT det. 0.66
λLλ (2500Å) RQQs,RLQs 0.98
UV�optical continuum spectral index βUV RQQs,RLQs 0.89
νLν (2 keV) RQQs,RLQs <10−6

X-ray Hardness Ratio XRT det. 0.21
X-ray Hardness Ratio RQQs,RLQs 0.22
X-ray Photon Index, Γ RQQs,RLQs 0.83
UV to X-ray Spectral Index, αox XRT det. 0.004
UV to X-ray Spectral Index, αox RQQs,RLQs <10−6

Single-epoch Mass Estimate, MBH XRT det. 0.93
Single-epoch Mass Estimate, MBH RQQs,RLQs 0.39
Accretion Luminosity, Lacc(3000 − 25 keV) RQQs,RLQs 0.46
Eddington Ratio, λacc = Lacc/LEdd RQQs,RLQs 0.09

Note. � The p-values derived from 2-sample Kolmogorov-Smirnov tests
for the distributions of several measured quantities, for radio-type subsam-
ples and XRT detection status subsamples of our catalog. Column (1): The
measured parameter under consideration. (2): The subsamples for which
we perform the KS test. We test for similarity either between X-ray de-
tected and non-detected quasars, or between RLQ and RQQ subsamples.
(3): The derived p-value, for the null hypothesis that the subsamples are
drawn from the same parent distribution.
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Table 8. Accretion luminosities, single-epoch spectroscopic MBH estimates, and Eddington ratios.

Object Lacc Lacc Lmin log[MBH/M�] λacc λmaxL λminL

name (3000Å-25 keV) (1µm-25 keV)
(1) (2) (3) (4) (5) (6) (7) (8)

Radio-Quiet Quasars

J014725.50-101439.11 9.60 ± 0.19

J104915.44-011038.18 9.69 ± 0.087

J110607.48-173113.60 10.23+0.16
−0.26

J111159.70+023719.76 9.64 ± 0.12

J114449.32+032751.96 9.45 ± 0.08

J123034.21+073305.32 12.12+1.36
−1.41 14.45 5.40 9.10 ± 0.03 0.77 ± 0.13 0.92 0.34

J125140.83+080718.46 9.67+1.14
−1.16 11.00 4.21 9.45 ± 0.05 0.27 ± 0.12 0.31 0.12

J131810.74+011140.86 9.45 ± 0.10

J142923.92+024023.14 9.78+0.32
−9.78

J145717.86+024747.36 9.08 ± 0.04

J215543.09-073902.05 11.16+1.11
−1.14 14.83 5.88 9.49+0.08

−0.10 0.29 ± 0.12 0.38 0.15
Q0000-001 9.43 ± 0.59

Q0002-008 9.77 ± 0.59

Q0003-006 2.02+0.40
−0.44 2.30 1.00 9.03 ± 0.57 0.15+0.4

−0.11 0.17 0.07
Q0008-008 3.49+0.59

−0.62 4.06 1.55 8.98 ± 0.57 0.29+0.77
−0.21 0.34 0.13

Q0015+026 8.87 ± 0.61

Q0020+022 9.66 ± 0.57

Q0040-017 4.41+0.98
−1.08 5.41 2.25 9.86 ± 0.58 0.05+0.13

−0.03 0.06 0.02
Q0107-005 2.74+0.47

−0.48 3.37 1.15 9.35 ± 0.58 0.1+0.26
−0.07 0.12 0.04

Q0115-011 9.59 ± 0.58

Q0244+017 9.5 ± 0.58

Q0249-184 � � �
Q0252+016 10.1 ± 0.58

Q0253-024 4.27+0.77
−0.80 4.78 1.44 9.6 ± 0.58 0.09+0.22

−0.06 0.10 0.03
Q0254-016 5.87+1.17

−1.22 6.73 2.56 9.45 ± 0.58 0.17+0.44
−0.12 0.19 0.07

Q0258+021 15.88+2.80
−3.15 17.95 6.79 9.86 ± 0.57 0.17+0.46

−0.13 0.2 0.07
Q0348+061 28.49+0.93

−1.20 32.18 12.88 9.65 ± 0.58 0.51+1.34
−0.37 0.57 0.23

Q0447-395 8.86+3.62
−3.61 12.74 4.44 �

Q0518-350 � � �
Q1008-055 13.87+5.12

−5.09 17.48 6.46 �
Q1016-006 5.32+1.28

−1.49 6.37 2.48 8.74 ± 0.56 0.77+2.03
−0.56 0.92 0.36

Q1020+014 9.83 ± 0.6
Q1043+071 8.77 ± 0.58

Q1045+052 4.10+1.00
−1.24 4.92 2.05 9.15 ± 0.57 0.23+0.61

−0.17 0.28 0.12
Q1046+058 5.09+0.89

−0.89 5.74 2.13 9.6 ± 0.57 0.1+0.26
−0.07 0.11 0.04

Q1137+305 16.26+2.52
−2.71 20.41 8.16 9.88 ± 0.57 0.17+0.45

−0.12 0.21 0.09
Q1138+002 9.53 ± 0.58

Q1146+111 7.54+1.45
−1.71 8.95 3.77 9.35 ± 0.57 0.27+0.7

−0.19 0.32 0.13
Q1151-004 � � �
Q1203-111 � � �
Q1208+105 9.24 ± 0.61

Q1219+491 8.93 ± 0.57

Q1223+178 10.32 ± 0.59

Q1225-017 34.20+7.72
−8.40 41.23 10.89 �

Q1226-111 � � �
Q1227+120 9.67 ± 0.63

Q1230+164 22.84+3.71
−4.31 29.21 10.57 10.51 ± 0.6 0.06+0.15

−0.04 0.07 0.03
Q1232-004 9.12 ± 0.59

Q1237+134 13.30+1.34
−1.40 15.75 6.06 9.77 ± 0.57 0.18+0.47

−0.13 0.21 0.08
Q1246-022 7.64+1.71

−1.83 9.00 2.90 9.72 ± 0.58 0.11+0.3
−0.08 0.14 0.04

Q1259+344 9.84 ± 0.59

Q1330+011 9.33 ± 0.59
Q1409+095 9.42 ± 0.58

Q1434-009 9.39 ± 0.57

Q1440-004 14.88+7.09
−7.13 16.51 5.57 9.57 ± 0.57 0.32+0.84

−0.23 0.36 0.12
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Table 8 (cont'd)

Object Lacc Lacc Lmin log[MBH/M�] λacc λmaxL λminL

name (3000Å-25 keV) (1µm-25 keV)
(1) (2) (3) (4) (5) (6) (7) (8)

Q1443-010 5.11+0.65
−0.71 6.62 2.54 9.82 ± 0.58 0.06+0.16

−0.04 0.08 0.03
Q1517+239 9.54 ± 0.59

Q1634+406 9.4 ± 0.61

Q1638+390 9.62 ± 0.58

Q1704+710 9.85+4.14
−4.16 11.93 4.26 9.51 ± 0.58 0.24+0.63

−0.17 0.29 0.1
Q2233+136 9.2 ± 0.59

Q2239+007 4.49+0.81
−0.82 5.13 1.95 9.75 ± 0.59 0.06+0.17

−0.05 0.07 0.03
Q2334+019 9.62 ± 0.58

Q2341+010 8.8 ± 0.6
Q2350-007 9.74 ± 0.76

Q2351+022 6.29+0.96
−0.96 7.89 3.04 9.5 ± 0.58 0.16+0.41

−0.11 0.2 0.08
Q2359+002 9.68 ± 0.58

Radio-Loud Quasars

J082328.62+061146.07 24.86+3.11
−3.22 28.77 10.66 9.75+0.08

−0.10 0.35+0.09
−0.06 0.41 0.15

J094853.60+085514.40 18.13+1.88
−1.86 25.33 9.01 9.66+0.11

−0.15 0.31+0.13
−0.07 0.44 0.16

J112542.30+000101.33 11.73+1.37
−1.41 13.15 4.79 8.84 ± 0.03 1.35+0.11

−0.1 0.70 0.35
J215954.45-002150.17 23.80+2.65

−2.86 28.86 10.56 9.40 ± 0.09 0.75+0.18
−0.14 0.91 0.33

J234830.41+003918.57 12.43+1.63
−1.76 14.61 5.79 9.18 ± 0.05 0.65+0.08

−0.07 0.76 0.30
Q0017+154 11.48+1.70

−1.76 13.96 4.66 9.61 ± 0.58 0.23+0.59
−0.16 0.27 0.09

Q0038-019 12.56+1.35
−1.30 14.82 5.61 9.84 ± 0.57 0.15+0.38

−0.11 0.17 0.06
Q0106+013 15.04+1.60

−1.62 17.55 8.19 9.42 ± 0.57 0.45+1.19
−0.33 0.53 0.25

Q0109+176 7.18+0.95
−1.01 8.47 3.36 9.88 ± 0.6 0.07+0.2

−0.05 0.09 0.04
Q0123+257 24.56+3.46

−3.71 26.77 12.26 �
Q0206+293 2.97+1.01

−0.96 3.23 1.19 9.12 ± 0.57 0.18+0.47
−0.13 0.19 0.07

Q0225-014 11.62+1.45
−1.50 12.74 4.61 9.13 ± 0.57 0.68+1.8

−0.49 0.75 0.27
Q0226-038 20.46+2.73

−2.85 23.16 9.18 9.72 ± 0.58 0.31+0.81
−0.22 0.35 0.14

Q0238+100 11.79+3.07
−3.09 12.97 4.66 9.39 ± 0.59 0.38+1.0

−0.27 0.42 0.15
Q0317-023 2.07+0.17

−0.20 2.25 0.89 8.71 ± 0.58 0.32+0.84
−0.23 0.35 0.14

Q0352+123 8.53+0.97
−1.00 9.86 3.28 8.97 ± 0.58 0.73+1.93

−0.53 0.85 0.28
Q0445+097 9.65+0.85

−1.10 10.30 5.06 9.07 ± 0.6 0.66+1.73
−0.48 0.70 0.35

Q0458-020 18.85+1.19
−1.36 35.37 12.37 9.36 ± 0.59 0.66+1.74

−0.48 1.24 0.43
Q0504+030 11.28+1.00

−1.40 12.18 5.68 9.06 ± 0.59 0.79+2.07
−0.57 0.85 0.4

Q0730+257 4.78+1.18
−1.21 5.29 2.02 9.48 ± 0.57 0.13+0.33

−0.09 0.14 0.05
Q0751+298 9.52+1.54

−1.60 10.50 3.93 9.45 ± 0.58 0.27+0.71
−0.2 0.30 0.11

Q0758+120 9.78 ± 0.6 �
Q0802+103 7.33+1.02

−1.06 8.93 3.39 9.3 ± 0.57 0.29+0.77
−0.21 0.36 0.14

Q0805+046 19.03+2.62
−2.78 21.28 7.48 9.78 ± 0.57 0.25+0.67

−0.18 0.28 0.1
Q0808+289 11.46+1.56

−1.67 13.86 5.20 9.85 ± 0.6 0.13+0.34
−0.09 0.16 0.06

Q0831+101 2.65+0.64
−0.67 2.95 1.27 9.59 ± 0.59 0.05+0.14

−0.04 0.06 0.03
Q0835+580 7.35+1.12

−1.14 11.33 4.03 9.94 ± 0.6 0.07+0.17
−0.05 0.10 0.04

Q0856+124 1.93+0.41
−0.46 2.22 0.93 9.14 ± 0.61 0.11+0.29

−0.08 0.13 0.05
Q0926+117 3.74+0.49

−0.52 4.20 1.65 9.33 ± 0.6 0.14+0.37
−0.1 0.16 0.06

Q0941+261 22.65+4.47
−4.60 25.13 8.24 9.76 ± 0.59 0.31+0.83

−0.23 0.35 0.11
Q1023+067 5.27+1.01

−0.95 7.47 2.78 9.29 ± 0.6 0.21+0.56
−0.16 0.30 0.11

Q1055+499 4.67+1.03
−1.11 5.13 2.06 9.7 ± 0.59 0.07+0.19

−0.05 0.08 0.03
Q1116+128 9.45+2.04

−2.09 10.39 3.81 9.08 ± 0.57 0.62+1.64
−0.45 0.69 0.25

Q1158+122 9.54 ± 0.59 �
Q1214+106 3.09+0.87

−0.88 3.33 1.03 9.48 ± 0.61 0.08+0.21
−0.06 0.09 0.03

Q1221+113 6.20+0.99
−0.98 6.83 2.44 9.24 ± 0.58 0.29+0.75

−0.21 0.31 0.11
Q1226+105 9.05+1.56

−1.56 10.45 3.64 10.03 ± 0.59 0.07+0.18
−0.05 0.08 0.03

Q1258+404 6.47+0.97
−0.86 7.36 3.06 9.17 ± 0.62 0.35+0.92

−0.25 0.40 0.17
Q1311-270 14.64+4.59

−4.60 19.91 6.73 9.85 ± 0.59 0.17+0.44
−0.12 0.18 0.08

Q1313+200 6.46+4.37
−4.32 8.78 3.43 9.76 ± 0.57 0.09+0.24

−0.07 0.12 0.05
Q1318+113 5.06+1.15

−1.21 6.84 2.64 �
Q1323+655 5.56+1.10

−1.12 6.36 2.42 9.8 ± 0.6 0.07+0.18
−0.05 0.08 0.03

Q1354+258 7.40+1.09
−1.08 8.53 2.92 �
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Table 8 (cont'd)

Object Lacc Lacc Lmin log[MBH/M�] λacc λmaxL λminL

name (3000Å-25 keV) (1µm-25 keV)
(1) (2) (3) (4) (5) (6) (7) (8)

Q1402+044 12.00+2.03
−2.24 13.95 10.65 9.13 ± 0.57 1.45+3.82

−1.05 1.63 0.63
Q1402-012 24.39+2.55

−2.58 27.38 5.85 9.26 ± 0.58 0.53+1.39
−0.38 0.61 0.26

Q1442+101 53.61+8.29
−8.50 57.59 25.31 10.26 ± 0.59 0.24+0.62

−0.17 0.25 0.11
Q1540+180 5.08+0.57

−0.58 5.85 2.43 9.41 ± 0.58 0.16+0.41
−0.11 0.18 0.08

Q1542+042 18.47+1.76
−1.78 20.28 7.82 8.87 ± 0.57 1.99+5.23

−1.44 2.18 0.84
Q1554-203 9.33+0.84

−0.99 9.59 3.04 9.41 ± 0.58 0.29+0.76
−0.21 0.30 0.09

Q1556-245 16.48+1.24
−1.27 21.88 9.19 9.59 ± 0.59 0.34+0.88

−0.24 0.45 0.19
Q1557-199 � � �
Q1602+576 49.63+5.77

−6.05 55.69 22.51 10.11 ± 0.59 0.31+0.81
−0.22 0.34 0.14

Q1606+289 1.71+0.29
−0.31 2.74 0.93 9.0 ± 0.65 0.14+0.36

−0.1 0.22 0.07
Q1607+183 25.61+5.37

−5.47 27.81 10.54 9.99 ± 0.63 0.21+0.55
−0.15 0.23 0.09

Q1614+051 15.84+2.60
−2.91 17.56 8.39 8.94 ± 0.57 1.46+3.83

−1.05 1.61 0.77
Q1629+120 6.98+0.88

−0.76 7.93 3.46 9.53 ± 0.58 0.16+0.43
−0.12 0.18 0.08

Q1629+680 9.19 ± 0.57 �
Q1633+382 20.56+2.41

−2.38 22.30 10.22 9.43 ± 0.57 0.61+1.6
−0.44 0.66 0.30

Q1656+477 11.60+1.32
−1.30 12.65 4.91 9.88 ± 0.58 0.12+0.32

−0.09 0.13 0.05
Q1658+575 7.63+2.57

−2.59 9.16 3.31 9.07 ± 0.57 0.51+1.35
−0.37 0.62 0.22

Q1701+379 4.69+0.64
−0.65 5.34 1.97 9.26 ± 0.59 0.21+0.54

−0.15 0.23 0.09
Q1702+298 4.75+0.57

−0.55 5.20 2.43 8.74 ± 0.61 0.69+1.81
−0.5 0.75 0.35

Q1705+018 20.54+1.53
−1.79 22.18 8.79 9.44 ± 0.6 0.59+1.56

−0.43 0.23 0.09
Q1726+344 9.13 ± 0.57 �
Q1816+475 8.31+2.85

−2.85 10.45 4.09 9.15 ± 0.59 0.47+1.23
−0.34 0.59 0.23

Q1857+566 8.94+3.26
−3.26 11.28 4.02 9.62 ± 0.57 0.17+0.45

−0.12 0.22 0.08
Q2048+196 11.66+0.72

−0.82 16.26 5.13 8.88 ± 0.57 1.21+3.19
−0.88 1.69 0.53

Q2150+053 11.36+1.88
−2.05 12.99 4.63 9.62 ± 0.58 0.22+0.57

−0.16 0.25 0.09
Q2158+101 8.96 ± 0.58 �
Q2212-299 27.62+1.16

−1.59 34.18 13.49 9.51 ± 0.57 0.68+1.79
−0.49 0.84 0.33

Q2222+051 10.31+1.48
−1.51 (27.67) 6.51 9.48 ± 0.64 0.27+0.72

−0.2 0.73 0.17
Q2223+210 29.20+2.04

−2.48 31.40 15.67 10.01 ± 0.59 0.23+0.59
−0.16 0.23 0.12

Q2248+192 4.41+0.55
−0.55 5.01 1.68 9.43 ± 0.58 0.13+0.34

−0.09 0.15 0.05
Q2251+244 24.43+3.23

−3.71 28.18 16.29 10.23 ± 0.63 0.12+0.3
−0.08 0.13 0.08

Q2338+042 6.93+1.23
−1.26 10.62 4.28 � �

Q2345+061 5.34+0.91
−0.94 6.20 2.25 9.58 ± 0.57 0.11+0.3

−0.08 0.13 0.05

Note. � (2,3) Guideline estimates of the integrated luminosity over the rest-frame intervals 3000 Å� 25 keV
and 1 µm � 25 keV; the latter interval may be a better representation of the bolometric luminosity, but involves
an uncertain extrapolation into the rest-frame optical. Units of 1046 ergs s−1. We do not attempt to quantify the
uncertainty of the extrapolation beyond 3000 Å; the remaining uncertainties are identical for the two measures.
(4) The minimum accretion luminosity, i.e., the sum of the integrated luminosities of our UV�optical and X-ray
models. Units of 1046 ergs s−1. (5) The single-epoch spectroscopic black hole mass estiamtes. (6,7,8) Estiamted
Eddington ratios based on Lacc(3000Å�25 keV), Lmin, and Lacc(1µm�25 keV).
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Table 9. Posterior medians of the intercept (A) and slope (B) obtained from Linmix_err modeling of the log-linear
LUV�LX relationship (Equation 2). We model the radio classes seperately, and for each class we investigate the X-ray

detected and the full (censored) sample. In the lower part of the table, we list some previous results from the literature (as
derived by the original authors, using heterogenous linear regression methods). Here, S06 denotes Ste�en et al. (2006),

J07:Just et al. (2007), L16:Lusso & Risaliti (2016).

Sample Intercept, A Slope, B

RLQs, detected 4.16 ± 3.66 0.76 ± 0.11

RLQs, all 4.47 ± 3.48 0.75 ± 0.11

RQQs, detected 6.95 ± 4.54 0.65 ± 0.15
RQQs, all 11.87 ± 6.07 0.48 ± 0.19

RQQs, S06 6.873 ± 0.625 0.642 ± 0.021
RQQs, J07 7.055 ± 0.553 0.636 ± 0.018

RQQs, L16 8.664 ± 0.417 0.582 ± 0.014

RLQs, M11 3.557 ± 0.017 0.831+0.026
−0.025
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APPENDIX A: SPECTRAL ENERGY
DISTRIBUTIONS FOR RADIO-QUIET SAMPLE

We present the optical to X-ray spectral energy distributions
(SEDs) of the radio-quiet quasars in our sample, along with
the UV photometry and continuum modeling, in Figures A1
through A23; we present the SEDs of radio-loud objects in
Appendix B. Where available, we show the SDSS spectra
used to guide our selection of photometric data (�3.3) as
gray curves in the right-hand panels. For quasars without
SDSS spectroscopy, we show the high-redshift quasar tem-
plate spectrum produced by Selsing et al. (2016), normalized
to the continuum model �ux level at 2500 Å. This template is
constructed from spectroscopic observations of seven bright
(Mi ≈ −29 mag) quasars at 1 < z < 2, i.e., objects that
overlap our sample in terms of luminosity and redshift distri-
bution, but that are somewhat brighter and reside at lower
redshift than the average properties of our quasars. For such
bright quasars the host galaxy contribution is expected to be
small. Note that we do not use this template spectrum di-
rectly to model the UV continuum (�3.3), we merely use it as
a rough guide to the amount of emission line �ux in a given
UV bandpass for a typical bright quasar.
Due to an unfortunate oversight, we do not show the

emission-line corrected �uxes in the UV�optical SEDs shown
here, but only the observed �uxes. We will update these �g-
ures to also show the emission-line corrected �uxes before
submitting this work to a journal.
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Figure A1. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For J10491544-01103818, while SDSS photo-
metric data are available, we exclude them based on the DQ �ags (deblending issues). For J01472550-10143911 and J11060748-17311360,
we use the VB quasar template to estimate the BEL contribution.
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Figure A2. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure A3. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For J13181074+01114086, we use the VB
quasar template to estimate the BEL contribution.
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Figure A4. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For J14571786+02474736, we exclude the
UVOT V �lter from the UV-optical model �t, as its emission-line correction seems underestimated based on visual comparison with the
SDSS spectrum. The UV-optical model is only weakly dependent on this choice (i.e., β changes by less than 0.02 when including V ). For
J14571786+02474736, we use the VB quasar template to estimate the BEL contribution.
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Figure A5. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.

MNRAS 000, 000�000 (0000)



56 Lawther, D., Vestergaard, M., Raimundo, S.

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0
lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q0015+026
αox >1.39

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

F
λ
 (
1
0
−1

6
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q0015+026
β=1.91±0.02

z = 2.47

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q0020+022
αox >1.42

1000 1500 2000 2500 3000 3500

Rest-frame wavelength (Å)

0

1

2

3

4

5

6

7

F
λ
 (
1
0
−1

6
 e
rg

 c
m
−2
 s
−1
 Å

−1
)

Q0020+022
β=1.79±0.01

z = 1.80

Template spectrum

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

43.5

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q0040-017
αox =1.52±0.16

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0

1

2

3

4

F
λ
 (
10
−1

6
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q0040-017
β=1.56±0.02

z = 2.40

Figure A6. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure A7. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q0107-005, the SDSS photometric data
(used for the UV-optical model �t) are o�set in �ux from the SDSS spectrum (used only for visualization purposes).
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Figure A8. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects:
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Figure A9. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure A10. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure A11. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1016-006 there is signi�cant o�set
between the SDSS photometry (used for the UV-optical model �t) and SDSS spectroscopy (used only for visualization purposes). For
Q1020+014, we use the VB quasar template to estimate the BEL contribution.
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Figure A12. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1137+305, we use the VB quasar
template to estimate the BEL contribution.
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Figure A13. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure A14. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1208+105 we do not rescale the SDSS
photometric �uxes to match the UVOT data, due to the di�culty of determining the correct rescaling given a single detected UVOT data
point outside the SDSS spectral window.
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Figure A15. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1223+178, we exclude the UVOT U,B
bands along with SDSS u,g due to the absorption feature visible in the SDSS spectrum. We measure an extremely soft X-ray spectrum
for Q1225-017; this quasar is thus an outlier in terms of the X-ray photon index distribution for our sample.
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Figure A16. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects:
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Figure A17. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1237+134, there is signi�cant o�set
between the SDSS photometry (used for the UV-optical model �t) and SDSS spectroscopy (used only for visualization purposes). For
Q1246-022, we use the VB quasar template to estimate the BEL contribution.
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Figure A18. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1434-009, we use the VB quasar template
to estimate the BEL contribution.
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Figure A19. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1440-004, the SDSS photometry is
corrupted (all ugriz magnitudes are set to -9999 in the photoObj �le). We rely on the UVOT data for our model �t, and include the SDSS
spectrum here for visualization purposes only. For Q1517+239, we use the VB quasar template to estimate the BEL contribution.
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Figure A20. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1638+390, there is signi�cant o�set
between the SDSS photometry (used for the UV-optical model �t) and SDSS spectroscopy (used only for visualization purposes).
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Figure A21. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q2239+007, there is signi�cant o�set
between the SDSS photometry (used for the UV-optical model �t) and SDSS spectroscopy (used only for visualization purposes).
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Figure A22. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q2350-007, we exclude UVOT B due to
the C IV absorption feature visible in the SDSS spectrum.
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Figure A23. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: This quasar is not detected by Swift in either
XRT or UVOT imaging. We show the SDSS spectrum and photometry for reference only; there are signi�cant o�sets between the SDSS
photometric data and the SDSS spectrum.
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APPENDIX B: SPECTRAL ENERGY
DISTRIBUTIONS FOR RADIO-LOUD SAMPLE

Here, we present the optical to X-ray spectral energy dis-
tributions (SEDs) of the radio-loud quasars in our sample,
along with the UV photometry and continuum modeling, in
Figures B1 through B26.
Due to an unfortunate oversight, we do not show the

emission-line corrected �uxes in the UV�optical SEDs shown
here, but only the observed �uxes. We will update these �g-
ures to also show the emission-line corrected �uxes before
submitting this work to a journal.
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Figure B1. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For J094853.60+085514.40, we use the VB
quasar template to estimate the BEL contribution.
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Figure B2. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For J21595445-00215017, we use the VB
quasar template to estimate the BEL contribution.
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Figure B3. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B4. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B5. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects:None.
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Figure B6. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: Based on detections in three UVOT bandpasses
(of which we exclude the U band from our model), Quasar Q0458-020 appears to have a heavily reddened UV-optical SED. This object
has an intervening damped Lyman-α system (Wolfe et al. 1993), which likely explains the reddening.
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Figure B7. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q0730+257, there may be signi�cant
o�set between the SDSS spectrum and the SDSS photometric data points; alternatively, this object may simply show unusually strong
BEL, such that our BEL contamination correction underestimates the required rescaling.
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Figure B8. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q0758+120, we use the VB quasar
template to estimate the BEL contribution. For Q802+103 and Q0805+046, the SDSS photometric data (used for the UV-optical model
�t) are o�set in �ux from the SDSS spectrum (used only for visualization purposes).
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Figure B9. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q0835+580, we use the VB quasar
template to estimate the BEL contribution.

MNRAS 000, 000�000 (0000)



84 Lawther, D., Vestergaard, M., Raimundo, S.

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

43.5

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5
lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q0856+124
αox =1.49±0.18

1000 1500 2000 2500 3000 3500

Rest-frame wavelength (Å)

0.0

0.5

1.0

1.5

2.0

F
λ
 (
10
−1

6
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q0856+124
β=1.89±0.03

z = 1.77

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

43.5

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q0926+117
αox =1.50±0.12

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0

1

2

3

4

5

6

F
λ
 (
1
0
−1

6
 e

rg
 c

m
−2

 s
−1

 Å
−1

)

Q0926+117
β=2.05±0.02

z = 1.75

Template spectrum

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q0941+261
αox =1.32±0.12

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0

1

2

3

4

5

6

F
λ
 (
10
−1

6
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q0941+261
β=1.97±0.02

z = 2.92

Figure B10. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q0856+124, we use the VB quasar
template to estimate the BEL contribution.
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Figure B11. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1023+067, we use the VB quasar
template to estimate the BEL contribution. For this quasar, the SDSS spectroscopy displats a �ux o�set relative to the SDSS photometry.
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Figure B12. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1214+106, we only detect UVOT
emission in the UVOT U �lter. We use this �lter to rescale the SDSS data, but do not include it in the UV-optical model �t.
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Figure B13. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B14. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1323+655, the SDSS photometric data
(used for the UV-optical model �t) are o�set in �ux from the SDSS spectrum (used only for visualization purposes). Also, this quasar
appears to have decreased in �ux by a factor ∼ 2.5 since the SDSS observation (2013 June).

MNRAS 000, 000�000 (0000)



Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 89

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0
lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q1354+258
αox =1.33±0.09

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

F
λ
 (
1
0
−1

5
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q1354+258
β=1.67±0.01

z = 2.00

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q1402+044
αox =1.24±0.08

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0.0

0.2

0.4

0.6

0.8

1.0

F
λ
 (
10
−1

5
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q1402+044
β=1.70±0.01

z = 3.21

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q1402-012
αox =1.53±0.16

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0.0

0.2

0.4

0.6

0.8

F
λ
 (
10
−1

5
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q1402-012
β=1.84±0.01

z = 2.50

Figure B15. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1402-012, the SDSS photometric data
(used for the UV-optical model �t) are o�set in �ux from the SDSS spectrum (used only for visualization purposes).
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Figure B16. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.

MNRAS 000, 000�000 (0000)



Optical to X-ray SEDs of z ≈ 2 quasars observed with Swift. II: Full Catalog 91

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0
lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q1554-203
αox =1.18±0.11

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0

1

2

3

4

F
λ
 (
10
−1

6
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q1554-203
β=2.86±0.00

z = 1.95

Template spectrum

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q1556-245
αox =1.36±0.10

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0

1

2

3

4

5

6

7

8

F
λ
 (
1
0
−1

6
 e
rg
 c
m
−2
 s
−1
 Å

−1
)

Q1556-245
β=1.04±0.00

z = 2.82

Template spectrum

15 16 17 18 19
Rest-frame frequency, log[ν / Hz] 

44.0

44.5

45.0

45.5

46.0

46.5

47.0

47.5

48.0

lo
g[
νL

ν
 /
 e
rg
 s
−1
]

Q1557-199
αox >1.20

1000 1500 2000 2500 3000

Rest-frame wavelength (Å)

0

1

2

3

4

5

6

7

F
λ
 (
10
−1

6
 e

rg
 c

m
−2

 s
−1

 Å
−1

)

Q1557-199
β=1.50±0.00

z = 1.58

Template spectrum

Figure B17. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: Quasar Q1554-203 is an outlier in terms of
the UV-optical spectral index β. Given only two usable photometric data points, and lacking SDSS spectroscopy, we can only guess that
this might be due to extremely strong Ly-α emission, or to broad C IV absorption.
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Figure B18. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q1607+183, the SDSS photometric data
(used for the UV-optical model �t) are o�set in �ux from the SDSS spectrum (used only for visualization purposes)
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Figure B19. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B20. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B21. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B22. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B23. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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Figure B24. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: The UV-optical SED of Q2222+051 appears
to be heavily reddened.
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Figure B25. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: For Q2338+042, the BEL and especially the
Balmer / Fe ii pseudo-continuum emission appear unusually strong in the SDSS spectrum. This impairs our continuum slope determination,
as we do not perform spectral decomposition for individual quasars, which may explain the outlying value of βUV for this object.
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Figure B26. Left: Rest-frame UV to X-ray spectral energy distributions (SEDs) of quasars in our sample. Right : UV photometry and
continuum modeling. See Figure 4 for symbol and color coding. Notes on individual objects: None.
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6.3 Prospects for Determining Thin-Disk Accretion Parameters

In this Section, I explore whether the Swift UVOT broad-band photometric spectral energy distribu-
tions (SEDs) for the quasar sample presented in our draft journal article (§6.2) can constrain the
model parameters of the standard geometrically thin, optically thick accretion disk models originally
developed by Shakura and Sunyaev (1973) and by Novikov and Thorne (1973). I address two
related questions here. Firstly, are the observed SEDs for our sample quasars consistent with the
thin-disk models? And secondly, if the SEDs can be satisfactorily modeled as thin disks, can we
provide useful constraints on the black hole spin and mass accretion rate for these quasars, given the
currently available data?

In general, I find that our Swift observations do not either definitively rule out the thin-disk
models, or display convincing evidence that our quasars harbor thin accretion disks. If the thin disk
models are in fact correct, my modeling indicates that high-mass (MBH ? 5×109M⊙) quasars in
our sample must have near-maximally spinning black holes, while quasars with black hole masses
MBH ≈ 1×109M⊙ may instead have intermediate black hole spins. However, I do not consider this
preliminary result to be robust, for the following reasons:

• Our observations do not cover sufficiently long wavelengths to provide useful constraints on
the mass accretion rate of these z ∼ 2 quasars.

• Only two quasars in our sample display clear evidence of an SED turnover within the energy
range observed by UVOT. Of these two, only one quasar is reasonably well modeled by
the thin-disk spectrum. For the other quasars in our sample, the disk models are not well-
constrained, except for sources with large black hole masses, for which the lack of an SED
turnover requires a near-maximal black hole spin. It is not clear (based on our data) whether
the black hole spins are uniformly high for the high-mass quasars, or whether the models are
wrong.

• The thin-disk models often provide a poor approximation to our observed SED shapes. This
may in part be due to an inadequate correction for broad emission line contamination in our
Swift UVOT photometry.

• A major source of uncertainty in this exploratory investigation is the factor ∼ 3 statistical
uncertainty on our black hole mass estimates. In particular, for quasars with overestimated
black hole masses and very blue SEDs, the thin-disk models will overestimate the black hole
spin. This uncertainty must be explicitly included in our modeling to facilitate a more robust
test of the thin-disk models in future work.

Very Large Telescope X-Shooter spectroscopic observations would solve two major uncertainties
inherent to my modeling. Firstly, they would allow the continuum component to be isolated on
a per-object basis. Secondly, they would provide better constraints on the mass accretion rate,
because they cover the power-law low-energy tail of the disk emission component. Based on this
exploratory study, I find that rest-frame UV to near-IR spectroscopic observations are required in
order to robustly test the thin-disk models; X-Shooter spectra would be ideal!
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In the rest of this Section, I describe my attempts to perform accretion disk modeling using the
Swift UVOT SEDs.

6.3.1 Motivation

Many of our sample quasars have Eddington ratios consistent with the thin-disk regime:
The thin-disk models are not the only available theoretical models for accretion disks around
black holes. More advanced models include advective ‘slim accretion disks’ that are thought to be
required at high mass accretion rates (Abramowicz et al., 1988), and advection-dominated ’ADAF’
disks that are required at very low mass accretion rates (Narayan et al., 1998, 2014). Additionally,
several authors suggest modifications to the thin-disk model that modify the resulting UV–optical
emission, including the effects of atmospheric reprocessing (e.g., Czerny and Elvis, 1987; Hall
et al., 2018) and outflowing winds that serve to decrease the mass accretion rate in the inner regions
(Laor and Davis, 2014; Slone and Netzer, 2012). In §6.2, I demonstrate that our sample quasars
have Eddington luminosity ratios greater than L/LEdd ≈ 0.01. Thus, they are unlikely to harbor
ADAF disks, which do not emit efficiently in the ultraviolet and optical regimes, and for which we
would not detect significant UV–optical emission from the accretion disk at z ∼ 2. However, I also
find that a few of our sample quasars have Eddington ratios above ∼ 0.3 (even if we underestimate
their black hole masses at the 1σ level). This luminosity regime is consistent with them harboring
’slim accretion disks’. It is not my goal in this exploratory study to investigate the more advanced
accretion disk models, but rather, to determine whether our available data are consistent with the
simple thin-disk models.

Do all quasars have rapidly spinning black holes?: The standard thin-disk models predict a
spectral turnover in the UV–optical for quasars with massive black holes, MBH ? 109M⊙, unless
the black hole is spinning rapidly. Our SEDs for individual sources (Appendices A and B of
§6.2) show evidence of an SED turnover in the UV–optical in only a few cases; most of the UV–
optical SEDs are consistent with a power-law continuum that extends to rest-frame ∼ 1200 Å,
beyond which our photometric data are affected by Galactic and extra-galactic Hydrogen absorption.
Observationally, this result is consistent with previous quasar studies that find SED turnovers near
rest-frame 1000 Å irrespective of MBH (e.g., Shang et al., 2005; Stevans et al., 2014). However,
according to thin-disk models, for high-mass black holes, near-maximal black hole spins are required
in order to produce a spectral turnover at such a high energy Capellupo et al. (e..g., 2015). If the
thin-disk models are correct, the roughly constant observed spectral turnover energies for quasars
require a scenario where higher-mass quasars have increasingly high black hole spins. It is intriguing
that we seldom observe high-mass quasars with low inferred black hole spins. My main motivation
for this preliminary study is to examine to which degree our sample quasars require rapidly spinning
black holes in order to explain their observed SEDs in the context of thin-disk models.

Do radio-loud quasars have more rapidly spinning black holes than radio-quiets?: A sce-
nario where all quasars have high black hole spins also has implications for our understanding of
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the radio-loud fraction of quasars. The reason that ∼ 10% of quasars are radio-loud, and are able to
launch kpc-scale radio jets, is currently poorly understood (§1.1.8). Radio-loud sources may require
rapidly spinning black holes (e.g., Blandford and Payne, 1982; Maraschi et al., 2012). If a rapidly
spinning black hole is a sufficient condition for a quasar to appear as radio-loud, we would expect
that radio-loud quasars have more rapid black hole spins than do radio-quiet quasars. This is because
the black hole spin determines the radius of the innermost stable circular orbit (§1.1.1), and (for
thin-disk models) modifies the temperature profile of the disk emission (§1.2). On the contrary, if
both radio-quiet and radio-loud quasars have rapidly spinning black holes, there must be some other
physical difference between their central engines.

Schulze et al. (2017) find indirect evidence that radio-loud quasars have higher black hole spins
than do a sample of radio-quiet quasars with matching black hole masses and accretion rates. In
their study, the accretion rates are inferred from the luminosity of the low-energy power-law ’tail’ of
the accretion disk emission. Instead of modeling the accretion disk SEDs directly, they estimate the
ionizing extreme-UV continuum based on the narrow emission line luminosities for their sample.
They find that radio-loud sources have a stronger ionizing continuum than do the matched radio-quiet
sources, as expected if their accretion disks have smaller innermost circular stable orbits, due to
higher black hole spins. I speculate that the inner jet in radio-loud quasars might also produce
ionizing radiation, causing this result. It would therefore be useful to independently study the
purported difference in black hole spins directly using SED modeling.

Can we constrain thin-disk models using our currently available data?: While our quasar
sample selection and Swift observations were not explicitly designed to study accretion disk models,
I demonstrate in §6.2 that they have luminosities and SED shapes consistent with those found for the
broader population of luminous quasars at z ∼ 2. It would therefore be interesting to study whether
their rest-frame UV–optical emission is consistent with the predictions of thin-disk models, and
to study their distributions of black hole spins. In particular, do we see evidence for the elusive
UV–optical spectral turnover predicted for high-mass, low-spin black holes? Additionally, our RQQ
and RLQ subsamples are selected to have similar distributions of redshift and V -band absolute
magnitude. I demonstrate in §6.2 that they also have similar distributions of black hole mass. Our
sample is therefore well-suited to study differences in accretion properties between radio-loud and
radio-quiet quasars, as suggested if radio-loud sources require rapidly spinning black holes in order
to launch radio jets. In order to further investigate these issues, we need to determine how sensitive
our photometric SEDs are to the underlying accretion disk properties. I.e., might a wide range of
accretion disk properties produce similar SEDs as observed with Swift UVOT? If that is the case,
we would require more data in order to determine whether our radio-loud and radio-quiet sources
indeed have similar accretion rates and black hole spins.

In the following subsections, I demonstrate that our available data do not strongly constrain
the black hole spins for typical quasars in our sample. This is partly due to the dependence of the
spectral turnover energy on the mass accretion rate - it is difficult to constrain both parameters
independently with only a few photometric data points - but also due to the uncertainty in black
hole masses for single-epoch spectroscopic measurements. In §6.3.2 I illustrate the broad range
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of accretion disk SEDs that the thin-disk models can produce for the energy range observed by
Swift UVOT. In §6.3.3 I discuss whether it is appropriate to estimate the mass accretion rate using
a monochromatic luminosity at the longest wavelengths probed by our observations. Finally, in
§6.3.4 I present some examples of thin-disk model fits to our Swift UVOT data, and demonstrate the
limitations of this approach.

6.3.2 Thin-Disk Model SEDs for ∼ 109M⊙ Black Holes

Here, I generate a range of thin-disk models with different model parameters, in order to examine the
resulting range of SED shapes as observed by Swift UVOT and SDSS. These models are calculated
using the updated relativistic correction factors presented by Riffert and Herold (1995). Locally,
these models are fully determined by the black hole mass MBH, the mass accretion rate Ṁ, and the
black hole spin, as parameterized by the dimensionless spin coefficient a∗. The observed SED also
depends on the disk inclination i and on the source redshift. The numerical code used to produce
these models is provided by Sandra Raimundo.

Choice of parameter ranges: The quasars in our sample have virial black hole mass estimates
spanning 8.5 > log[MBH/M⊙] > 10.6 (§6.2). In order to explore the mass dependence of the thin-
disk emission, I generate models at four different black hole masses, roughly corresponding to the
observed range of masses (Figure 6.1, upper panels). For these models, the mass accretion rate is
held constant.

Our sample quasars are accreting at substantial fractions of the Eddington luminosity ratio
(§6.2). Assuming that the radiative efficiency does not depend on accretion rate, the Eddington
luminosity ratio is equal to Ṁ/ṀEdd for thin-disk models, where ṀEdd is the mass accretion rate
at the Eddington limit. I therefore assume that our sample quasars have a range of accretion rates
0.01 > Ṁ/ṀEdd > 1, corresponding to the observed range of Eddington luminosity ratios. I illustrate
the effects of varying Ṁ, for a constant MBH, in Figure 6.1 (lower panels); the mass accretion rates
are sub-Eddington for all models shown.

I calculate disk SEDs for a non-rotating black hole (Figure 6.1, left panels), and a maximally
rotating black hole (Figure 6.1, right panels), for a range of black hole masses and accretion rates.
At constant accretion rate, increasing the spin parameter a∗ shifts the SED turnover energy towards
shorter wavelengths, while increasing MBH shifts the SED turnover towards longer wavelengths. At
constant black hole mass, increasing either Ṁ or a∗ shifts the SED turnover towards higher energies,
although the effect of Ṁ on the turnover frequency is weaker than that of a∗ for the parameter ranges
investigated.

Thin-disk model SEDs in the rest-frame UV: Our UV–optical data cover rest-frame wavelengths
of 1000 Å> λ >3000 Å for these z ∼ 2 quasars. For the range of black hole masses and accretion
rates relevant to our quasar sample, it is evident that the thin-disk models can either produce a blue
spectrum (i.e., increasing in flux towards short wavelengths), a flat spectrum, or a red spectrum. For
black holes with masses MBH ? 109M⊙, the thin-disk models do provide an interesting constraint
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Fig. 6.1 Exploring the parameter space relevant for Novikov-Thorne thin-disk models with black
hole masses and Eddington ratios relevant to our quasar sample. All models in this figure have a
disk inclination angle of i = 30◦ (where i = 0 corresponds to viewing along the disk rotation axis).
Observed fluxes are calculated for sources at z = 2, assuming no reddening. Vertical gray lines
indicate the approximate rest-frame wavelength range observed by UVOT and SDSS for our z ∼ 2
sample. Top panels: The effect of MBH, shown for the zero-spin case (left) and for a maximally
spinning SMBH (right). All models have Ṁ = 1M⊙ yr−1. For this accretion rate, Lbol/LEdd < 0.3
for the range of MBH shown, and I therefore expect the thin-disk approximation to be valid. Bottom
panels: The effect of the accretion rate, Ṁ, at fixed MBH = 4×109M⊙, which is approximately the
average black hole mass estimated for our sample.
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on the SED shape I would observe. For thin-disk models at sub-Eddington accretion rates, the
UVOT data should reveal an SED turnover for quasars harboring slowly-rotating black holes with
MBH ? 109M⊙. For maximally spinning black holes (a∗ ≈ 0.998, Novikov and Thorne, 1973), only
the most massive SMBH will display a spectral turnover in the UV–optical. Only two quasars in our
sample (J142923.92+024023.14 and Q0835+580) display clear evidence of a SED turnover in their
UV SEDs. Thus, if the thin-disk models are correct, the majority of quasars with true black hole
masses MBH ? 109M⊙ in our sample have rapidly spinning black holes.

Increasing Ṁ (or a∗) also increases the overall flux level. However, increasing the disk inclination,
i, produces a lower overall observed flux, as the projected area of the disk is decreased. Therefore,
Ṁ and i are near-degenerate for the observed wavelength range, especially in cases where the SED
turnover is not constrained. Thus, while the non-detection of a SED turnover in the UV–optical
regime does require near-maximal black hole spin for the most massive quasars in our sample
(irrespective of the inclination angles and accretion rates), we do not observe a sufficiently broad
wavelength range to constrain i, Ṁ and a∗ independently. This precludes precise measurement of the
black hole spin using our broad-band SEDs. I tested this by fitting thin-disk models to all quasars in
our sample that have black hole mass estimates, as described in §6.3.4. While the models require
near-maximal black hole spins for quasars with MBH ? 109M⊙ that do not display an SED turnover,
the mass accretion rate is not well-constrained for any sources. In §6.3.3 I outline an alternative
approach towards constraining the mass accretion rate, and ascertain whether it is useful given our
available data.

6.3.3 Feasibility of Monochromatic Ṁ Estimates

At sufficiently low energies, in the rest-frame optical or NIR depending on the black hole mass,
the thin-disk model SEDs can be approximated by power-laws with similar slopes irrespective of
the other model parameters. This is illustrated in Figure 6.1: at wavelengths exceeding ∼ 8000 Å
the thin-disk SEDs display little spectral curvature, and the luminosity depends only weakly on the
black hole spin. This behavior allows Ṁ to be estimated using a single observed monochromatic
luminosity, if estimates of MBH and the inclination i are available (e.g., Davis and Laor, 2011;
Raimundo et al., 2012).

In Lawther et al. (2017) (Chapter 5) we performed a preliminary analysis of Ṁ for our initial
quasar sample, based on the longest-wavelength photometric data available for each quasar. I now
realize that this was a ’beginner’s mistake’! Regrettably, Figure 6.1 demonstrates that we cannot
expect the SDSS data to sample the power-law tail of the disk SED in all cases, given the range of
MBH for our sample, as the longest rest-frame wavelength observed by the SDSS is ∼ 3000 Å for
these z ∼ 2 quasars. The luminosity at ∼ 3000 Å is highly sensitive to black hole spin for quasars
with high MBH. While the measurements of Ṁ presented in Lawther et al. (2017) can be regarded as
order-of-magnitude estimations of the accretion rates, they may be systematically biased (e.g., if
most of our quasars are rapidly spinning). On the other hand, if the sample contains a wide range
of black hole spins, the accretion rate estimates presented by Lawther et al. (2017) will suffer an
additional statistical scatter. For these reasons, we do not use the monochromatic z-band luminosities
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to estimate Ṁ for the full sample. Photometry extending out to a wavelength of ∼ 2µm in the
observed frame is required for such estimates to be reliable for z ∼ 2 quasars, absent prior constraints
on a∗. Alternatively, VLT X-Shooter spectroscopic observations would provide strong constraints
on the long-wavelegth ’tail’ of the thin-disk emission, in which case, the thin-disk models can
simultaneously constrain the accretion rate and the black hole spin (e.g., Capellupo et al., 2015).

6.3.4 Examples of Thin-disk Model Fits to Our Sample Quasars

In order to investigate whether our observed SEDs can be satisfactorily described by the standard
thin-disk models, I model the Swift UVOT photometry for each quasar as a relativistic (Novikov-
Thorne) thin-disk. I model the mass accretion rate Ṁ and the black hole spin MBH as free parameters.
The disk inclination angle i is somewhat degenerate with Ṁ, especially in cases where we do not
observe an SED turnover. Instead of modeling i as a free parameter, I model each quasar for
three different inclinations: i = 5◦ (an almost face-on accretion disk), i = 30◦, and i = 70◦ (almost
edge-on). My intention is not to infer the inclination angle by comparing the model fits, but simply
to demonstrate the wide range of Ṁ values that are consistent with the overall SED shapes when the
inclination is unknown.

To minimize the contribution of the broad emission lines, I use the broad emission line-corrected
Swift UVOT photometry. As these data are only corrected in a statistical sense for the emission line
flux (using a quasar template spectrum; Section 3.2 in the draft journal article presented in §6.2),
they may over- or underestimate the continuum level in each Swift UVOT bandpass. It is perhaps
unsurprising that I do not in general obtain very good fits to the observed SEDs (in terms of the
reduced-χ2 goodness of fit statistic), as many of our photometric bandpasses are likely to contain a
significant broad-line contribution. While the contamination due to broad emission lines does not
strongly bias our determinations of the integrated luminosities (§6.2; Kilerci Eser and Vestergaard
(as demonstrated by 2018)), an over- or undersubtracted broad-line contribution in an individual
Swift UVOT bandpass will cause it to deviate from the true continuum level. For these broad-band
photometric data, my goal is only to study the overall shape of the UV continuum and compare to
that of the thin-disk models.

I find that the thin-disk models are generally poorly constrained by our data. For that reason, I do
not discuss the individual model fits in detail in this Thesis. Instead, I present notable examples of
model fits that, taken at face value, suggest that our sample contains 1) several quasars with rapidly
spinning black holes; and 2) just two massive quasars with low inferred spin values. For each of
these cases, I discuss the limitations of my modeling, and the additional observations that would be
required in order to robustly test the ’face-value’ interpretations.

Quasars with no SED turnover in the UV–optical: For all but two of our sample quasars, our
Swift UVOT photometry do not display strong evidence of an SED turnover in the UV–optical.
For thin accretion disks, this behavior is consistent with non-spinning or intermediate-spin black
holes only for quasars with masses MBH ≈ 5× 108M⊙ (§6.3.2). For black holes with masses
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MBH ? 5× 109M⊙, the lack of an SED turnover in the rest-frame near-UV requires maximally
spinning black holes.

In Figure 6.2 I present four examples of SEDs for which we do not observe an SED turnover,
but for which our modeling does not demand maximal black hole spin. The best-fitting thin-disk
models display an SED turnover at energies roughly corresponding to those covered by the shortest-
wavelength available Swift UVOT filter. The observed SED shapes are roughly consistent with such
a turnover, but do not strongly constrain it. For these quasars, far-UV photometric observations (with
an appropriate correction for Galactic and extragalactic Hydrogen absorption) might provide a more
robust test of whether the SED indeed displays a spectral turnover, as predicted by the thin-disk
models. Unfortunately, as our Swift UVOT observations were not originally designed to constrain
the spectral turnover (but rather, to measure the UV to X-ray spectral shape), we did not obtain
photometry in the UVOT far-UV bands for most of our sample quasars. While it may be useful
to obtain far-UV observations to constrain the spectral turnover for quasars displaying this kind
of SED, an approximate correction for extragalactic Hydrogen absorption would be required, and
I am not sure whether such a correction would be sufficiently robust that a measurement of the
SED turnover energy based on such a correction would be reliable. Capellupo et al. (2016) obtain
reasonable thin-disk model fits to combined X-Shooter and rest-frame extreme-UV GALEX data
only for around half of their sample, although they argue that variability between the X-Shooter and
GALEX observations is likely the main reason why the modeling fails. I also note that the inclination
angles and mass accretion rates for the thin-disk models are highly degenerate for the four sources
presented in Figure 6.2.

More interestingly, for quasars in our sample with black hole masses log(MBH/M⊙) ? 9.75,
our thin-disk models require near-maximal black hole spin in order to reproduce the observed
lack of UV–optical turnover. For these extreme black hole spins, I find that thin-disk models with
a large inclination angle i provide a better approximation of the UV spectral shape (Figure 6.3).
Taken at face value, these results would imply that the high-mass quasars in our sample must have
near-maximal black hole spins. However, I find this result unconvincing given the currently available
data, for a few reasons. Most importantly, my modeling results depend critically on the assumption
that our estimated black hole masses are correct. The single-epoch black hole mass estimates I use
here are based on the C IV emission line, and have a 1σ statistical uncertainty of approximately 0.56
dex (Vestergaard and Peterson, 2006). As a preliminary test of how severely the black hole mass
uncertainty affects the best-fit spin parameter, I re-fit the thin disk model for the quasar Q0040-017,
which has black hole mass MBH = 7.3×109M⊙ according to our single-epoch mass estimates, and
which requires near-maximal spin for this value of MBH. In this fit, I set the black hole mass to
MBH = 2.0×109M⊙, as is appropriate if we overestimate the true black hole mass at the 1σ level.
In that case, the spin parameter ranges between a∗ = 0.88 for i = 5◦, and a∗ = 0.6 for i = 70◦. This
test demonstrates that even our high-mass black holes do not require near-maximal spin, given the
uncertainties on their masses. To determine in a statistical sense whether our non-detections of
the SED turnover actually require near-maximally spinning black holes for some objects would
require e.g. Monte Carlo modeling of the underlying mass distribution. Alternatively, Capellupo
et al. (2016) present a Bayesian statistical approach to thin-disk modeling, using a grid of model
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Ṁ=2.65
a ◦=0.96
χ2
ν =1.3

i=30 ◦ :
Ṁ=3.25
a ◦=0.94
χ2
ν =1.3

i=70 ◦ :
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Fig. 6.2 Examples of thin-disk model fits to quasars for which we do not see clear evidence of an
SED turnover. I show the emission line-corrected Swift UVOT and Swift flux densities (red squares)
along with the best-fitting thin-disk models for three different inclination angles, i. The accretion
rate Ṁ and the spin parameter a∗ for the best-fitting models are listed for each quasar, along with
the reduced χ2 of the model fit. The overall shape of our observed SEDs (i.e., a power-law in λFλ )
is in some cases roughly consistent with the thin-disk models, but do not strongly constrain their
parameters. All four quasars shown here have rather high black hole masses, log(MBH/M⊙)≈ 9.5.
For J11444932+03275196, for which our observed SED is almost flat, the best-fit model displays
a spectral turnover at ∼ 1500 Å, which is consistent with a slowly spinning black hole with a
high mass accretion rate. However, the photometric data do not provide strong evidence that this
turnover is real. For J13181074+01114086, the best-fit thin-disk models have spectral turnovers
in the unobserved far-UV. For a black hole mass of log(MBH/M⊙) ≈ 9.45, this requires a rather
high black hole spin, irrespective of inclination angle. For Q0017+154 and Q1629+020, the best-fit
models again display a flattening of the spectrum at high energies, yet the observed photometry does
not strongly constrain such a turnover. In general, these types of SEDs require far-UV observations
to constrain the SED turnover, and/or long-wavelength observations to constrain the accretion rate,
in order to robustly test the thin-disk models.
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Fig. 6.3 Examples of high-mass quasars for which we observe no spectral turnover in the UV, and
for which the thin-disk model requires a very large inclination angle to approximately reproduce the
SED shape. Similar to figure 6.2, we observe no SED turnover for these spectra. However, due to
their large black hole masses (9.75 > log(MBH/M⊙) > 10.23), these quasars additionally require a
large inclination angle i in order to explain the lack of a spectral turnover in the context of thin-disk
models. All of these high-mass sources require near-maximal black hole spins for thin-disk models,
in order to explain the lack of a spectral turnover.
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Fig. 6.4 Here, we display the SEDs of the two quasars in our sample for which we see clear evidence
of a spectral turnover. For J14292392+02402314, the thin-disk models describe the observed spectral
shape very poorly, irrespective of inclination angle. I obtain a better fit for Q0835+580; however,
due to its very high black hole mass (log(MBH/M⊙)≈ 9.94), our modeling allows for intermediate
spin values for this source.

parameters including the black hole mass, and adopting the single-epoch mass estimate and its
statistical uncertainty as a prior probability distribution for MBH. As it also seems clear (based
on the preliminary results presented here) that we require observations covering a longer range
of rest-frame wavelengths in order to adequately constrain the disk model parameters, I defer a
comprehensive statistical treatment of the MBH uncertainties to future work.

Secondly, it seems unrealistic that all high-mass quasars demand large inclination angles (i.e.,
that the model fits are better for the i = 70◦ models for the high-mass quasars in Figure 6.3). It seems
more likely to me that these high inclinations are an artifact of our lack of constraints on the SED
turnover. If the black hole masses for our sample are roughly correct, I suspect that the high inferred
inclination angles are indicative of a problem with the simple thin-disk models themselves. Laor
and Davis (2014) present a model in which the spectral turnovers in AGN spectra do not depend
strongly on black hole mass or spin, but instead is governed by line-driven winds from the accretion
disk surface. For this model, the SED turnover occurs at wavelengths of ∼ 1000 Å irrespective of
black hole mass. Thin-disk models fitted to such an SED would require rapidly spinning black holes
for high-mass sources, irrespective of the true black hole spin.

I finally emphasize that the thin-disk models depend on four parameters. Namely, the black
hole mass MBH, the accretion rate Ṁ, the black hole spin parameter, and the disk inclination i.
Given that we constrain the black hole masses independently using our single-epoch mass estimates,
the model fits have three unconstrained parameters, for only 5–7 data points per quasar (i.e., the
available Swift UVOT and SDSS photometric measurements). In order to robustly test whether the
continuum SEDs correspond to the model spectra, we would require more observational data. In
particular, longer-wavelength data that capture the power-law tail of the accretion disk emission
would provide better constraints on the mass accretion rate. I therefore suggest that, e.g., VLT
X-Shooter spectroscopic observations of our sample are required in order to robustly test the thin-disk
models and derive accretion disk parameters for these quasars. X-Shooter spectra will also allow us
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to isolate the continuum emission on a per-object basis, instead of the statistical correction I apply,
which is based on composite quasar templates. Happily, we have already obtained X-Shooter data
for a few of these quasars, which will allow us to more robustly model the accretion disk emission
and test the thin-disk models in future work.

Two quasars with observed SED turnovers: I see clear evidence for an SED turnover for only
two quasars in our sample, namely, J142923.92+024023.14 and Q0835+580 (Figure 6.4). For
J14292392+02402314, the thin-disk models describe the observed spectral shape poorly. The
photometric data appear inconsistent with a spectral turnover at ∼ 2000 Å as required by the best-
fitting thin-disk model. The unusual SED shape for this quasar may be due to substantial reddening
and absorption, either intrinsic to the AGN central engine, and/or in its host galaxy. Of our sample
quasars, Q0835+580 is the only mildly convincing example of a thin-disk like spectral turnover in
the near-UV. Even in this case, the photometric data do not strongly constrain the turnover energy:
the observed SED is fairly flat at wavelengths ∼ 2000 Å –3000 Å. While this quasar would be an
interesting source to follow up on, longer-wavelength observations are required in order to verify
that the turnover suggested by the thin-disk model is real.

6.3.5 Summary of the thin-disk analysis

In summary, while the observed UV–optical SEDs are broadly consistent with thin-disk models with
(in most cases) substantial black hole spins, due to the fact that the observed SEDs approximately
follow power-laws, the spin and accretion rate parameters are poorly constrained given the available
data. The blue SEDs for the majority of high-mass quasars in our sample would indicate near-
maximal black hole spins, if the inferred MBH are roughly correct. However, a more thorough analysis
is required in order to determine whether the high spin values instead are due to overestimated black
hole masses. More generally, I find that the rest-frame wavelength coverage of our Swift UVOT
and SDSS photometry is too narrow to obtain tight constraints on the thin-disk model parameters.
Rest-frame near-infrared observations with, e.g., X-Shooter will provide much better constraints on
the thin-disk models for these quasars. X-Shooter observations have the additional advantage that
they allow isolation of the AGN continuum component on a per-object basis.





Chapter 7

Conclusion and Future Prospects

During my PhD, I have worked on four separate projects, all of which involve the enigmatic central
engines of AGN. Here, I offer a few concluding remarks regarding the implications of my results,
and ideas on how to pursue these issues in future work.

The diffuse continuum contribution to inter-band continuum delays: In Chapter 2, I demon-
strate that the tension between AGN accretion disk sizes derived from inter-band continuum rever-
beration mapping and those predicted by standard thin-disk theoretical models is at least partially
due to the diffuse continuum emission produced in the BLR. This emission is ultimately powered
by the central ionizing continuum source, but it responds to continuum variations on significantly
longer timescales than the accretion disk itself does. At the same time, it contributes significantly to
the UV–optical continuum luminosity. This causes the reverberation signal of the accretion disk
to be ’diluted’ by the diffuse continuum reverberation, such that the observed continuum delays
are longer than the underlying disk delays. According to my pressure-law BLR models, the entire
UV–optical continuum suffers this ’dilution’ effect.

The first comprehensive Swift monitoring campaigns recognized that the anomalously long time
delay in the U band was likely due to the Balmer continuum response, and excluded the U-band data
from their lamp-post model fits (e.g., Edelson et al., 2015). However, the inferred disk sizes are still
larger than theoretical predictions by a factor ∼ 2–3. In their spectroscopic inter-band continuum
reverberation mapping observations, Cackett et al. (2018) find ’smoking-gun’ evidence of additional
time delays induced by the Balmer continuum. Korista and Goad (2019) extend the work presented
in Chapter 2 to include the ’locally optimally-emitting cloud’ BLR model Baldwin et al. (1995);
they also find a substantial diffuse continuum contribution to the total continuum luminosity at all
UV–optical wavelengths. It is now commonly accepted that the diffuse continuum emission is an
significant contaminant at all UV–optical wavelengths, and that this effect may account for much
of the observed disk size discrepancy (e.g., Cackett et al., 2020; Edelson et al., 2019; Hernández
Santisteban et al., 2020). In particular, Hernández Santisteban et al. (2020) find that they are able
to correct for the relatively weak diffuse continuum emission in the Seyfert 1 source Fairall 9, and
obtain time delays that are consistent with thin-disk predictions. As also suggested by Edelson et al.
(2019), it would be useful to study the diffuse continuum emission at near-infrared wavelengths,
in order to determine whether it will strongly influence disk reverberation mapping in the outer
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accretion disk. It may also be necessary to extend the diffuse continuum modeling to other BLR
density distributions than pressure-laws (e.g., Lawther et al., 2018b) and LOC models (Korista and
Goad, 2019), and to other BLR geometries than the simple spherically-symmetric case. In fact, the
latter issue may be less important: Korista and Goad (2019) find that the diffuse continuum emission
and delay spectra are similar for spherical and ’bowl-like’ geometries. As several 2-dimensional
reverberation mapping studies find that AGN broad line region kinematics are consistent with
rotation in a thick disk (§1.1.4), a ’bowl-like’ geometry is likely a reasonable assumption.

Mrk 590 and changing-look AGN: In Chapter 3, I demonstrate that the changing-look AGN
Mrk 590 has displayed a typical UV to X-ray spectral shape since its re-ignition in 2017. In
contrast, Mrk 590 was very faint in the UV–optical in 2013. (Denney et al., 2014) find that the
optical spectrum in 2013 is consistent with only host galaxy emission, while the UV emission lines
displayed only a very faint broad component. My estimates of the integrated optical–UV–X-ray
accretion luminosity suggest that, between 2014 and 2017, the Eddington luminosity ratio increased
from L/LEdd ∼ 0.003 to L/LEdd ∼ 0.03 as the UV emission component reappeared. Accretion
state transitions between advection-dominated (ADAF) disks and standard thin accretion disks are
predicted to occur at L/LEdd ∼ 0.01. Given our Swift UVOT and XRT observations, along with any
available supplementary observations in the low-flux and high-flux states, I wonder whether it would
be possible to determine whether such an accretion state change actually occurred.

An important step towards understanding the re-ignition of Mrk 590 is to develop an improved
model for the host galaxy emission, particularly in the UV regime. In Chapter 3, I model the host
galaxy emission in a rather crude fashion, by assuming that the 2013 Swift UVOT observations are
entirely due to host galaxy emission. While this treatment is sufficient in order to measure large
changes in the Eddington luminosity ratio, it is unlikely to be entirely correct. In particular, given
that there appears to be some residual UV broad emission lines in 2013, I likely underestimate the
luminosity of the AGN component in the UV. A better model for the host galaxy UV emission would
help constrain whether the AGN emission in 2013-2014 is consistent with the faint UV emission
from an ADAF disk.

Our monitoring of Mrk 590 is on-going. At the time of writing, we still observe intermittent
flaring activity in the X-rays and UV, and it is always exciting to examine the latest observations
and try to guess whether it is flaring up again! Given that we have now documented its extreme
variability behavior for several years, it would be appropriate to quantify the timescales on which the
flare-ups occur, and compare with theoretical models. In particular, Jiang and Blaes (2020) present
magneto-hydrodynamical simulations of extreme AGN variability that is driven by Iron absorption
fronts. Qualitatively, the evolution of the Eddington luminosity ratio for their model bears some
resemblance to our Eddington luminosity ’light-curve’, with significant flare-ups on timescales of
∼years. It would be interesting to investigate whether this similarity holds up to detailed scrutiny.

More generally, the extreme variability of changing-look AGN challenges our understanding
of AGN accretion. Lawrence (2018) refers to this issue as the ’quasar viscosity crisis’: while
reprocessing of X-ray emission may explain the UV–optical continuum variability of ’ordinary’
AGN, it does not explain how the UV–optical continuum can entirely disappear (or reappear) on
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such short timescales. It is interesting that the X-ray and UV components display such coherent
large-scale variations. Might it be possible, as suggested by Lawrence (2018), that the UV–optical
emission is entirely due to reprocessing of X-ray (or extreme-UV) emission? In fact, Mahmoud
and Done (2020) find that the UV-optical emission and X-ray to UV time delays for NGC 4151
in a low-flux state can be fully explained by reprocessing of X-ray emission in broad line region
clouds (i.e., diffuse BLR continuum emission). In their model, no standard thermal accretion disk
is necessary in order to reproduce the observed UV–optical continuum. While it is difficult to see
how this scenario would explain the broader population of AGN, for which it is well-established
that the broad emission lines lag the UV continuum, Mahmoud and Done (2020) argue that it is
possible that this effect may be produced by anisotropic BLR cloud emission. In any case, it is
certainly notable that the changing-look AGN phenomenon might point towards such unorthodox
accretion disk models. With new changing-look sources being discovered at increasing rates, it will
be interesting to see which developments in accretion disk theory they inspire.

The evolutionary scenario for FeLoBAL quasars: In Chapter 4 I study the host galaxies of four
Iron Low-ionization Broad Absorption Line quasars (FeLoBALs). Our rest-frame UV and rest-frame
optical imaging is consistent with either unobscured, moderately star-forming host galaxies, similar
to those found for non-BAL quasars, or with obscured galaxies with intense star formation. The
latter possibility is expected if FeLoBALs are young, merger-triggered quasars (§1.1.6). Thus,
our Hubble Space Telescope study does not exclude the young-quasar interpretation. One way to
settle this issue is to obtain Atacama Large Millimeter Array observations of the FeLoBALs. If
the observed (sub)-millimeter spectral energy distribution is consistent with only hot dust ionized
by the AGN, it would confirm the lack of intense star formation in the FeLoBAL hosts. On the
other hand, copious extended emission from cooler dust would reveal that the FeLoBALs have
on-going, obscured starburst activity. Violino et al. (2016) present a study of FeLoBAL infrared
SEDs using the SCUBA-2 telescope; while they do not detect starburst emission, their upper limits
on the starburst component for the overlapping-trough FeLoBALs studied in Chapter 4 still allow for
significant starburst activity. The higher sensitivity and spatial resolution offered by ALMA would
place much stronger constraints on any starburst activity. In particular, the relative timescales of
the onset of FeLoBAL activity and star formation in the evolutionary scenario are unknown. It may
be that the starburst component is quite faint at the time when the quasar activity transitions from
an entirely obscured to a FeLoBAL state. To test this latter scenario, it would be useful to obtain
ALMA observations for a large number of FeLoBALs and quantify their potentially faint starburst
components, similar to the study performed by Violino et al. (2016), but with a greater sensitivity to
star formation activity.

Our z ∼ 2 quasar sample: In Chapter 6 I characterize the UV to X-ray SEDs for a sample of
quasars at redshifts 1.5 < z < 3.6. I find that the majority of the quasars in this sample at z ∼ 2 are
representative of the broader population of luminous quasars, while the z ∼ 3 quasars in our sample
are extremely bright relative to typical z ∼ 3 quasars in the SDSS. Before submission of this work, I
would like to perform a more thorough comparison of the UV luminosities of our sample quasars
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with the SDSS quasars at a given redshift. This will allow us to define subsamples with more typical
and with extreme UV luminosities, for use in our on-going study of this quasar sample.

I also found that the radio-loud and radio-quiet quasars in this sample have similar rest-frame
UV SEDs, while confirming that the radio-loud sources are brighter in the X-rays. The similarity
of their UV continuum shapes is interesting in the context of the AGN radio loudness dichotomy.
Radio-loud quasars are expected to have rapidly spinning black holes (e.g., Blandford and Payne,
1982; Maraschi et al., 2012). However, it is unclear whether high black hole spins are a sufficient
or merely a necessary condition for radio loudness. As the radio-loud and radio-quiet sources
in our sample have similar black hole mass distributions and UV spectral energy distributions,
they are well-suited for comparisons of the accretion disk properties of radio-loud and radio-quiet
quasars. In my exploratory thin-disk modeling for these quasars (§6.3, I find that the overall SED
shapes for many of our quasars require near-maximally spinning black holes if they are produced
by thin accretion disks. Unfortunately, given the currently available data, the disk models are not
well-constrained. The VLT X-Shooter observations that we have obtained for a subset of these
quasars will allow (among other things) more robust accretion disk modeling for these quasars,
which will hopefully shed some light on the issue of radio-loud versus radio-quiet black hole spins.



Chapter 8

Signed Statements of Authorship

I include signed statements of authorship for each of the five published or draft journal papers
included in this Thesis.
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Silverman, J. D., Kovač, K., Knobel, C., Lilly, S., Bolzonella, M., Lamareille, F., Mainieri, V., Brusa,
M., Cappelluti, N., Peng, Y., Hasinger, G., Zamorani, G., Scodeggio, M., Contini, T., Carollo,
C. M., Jahnke, K., Kneib, J. P., Le Fevre, O., Bardelli, S., Bongiorno, A., Brunner, H., Caputi,
K., Civano, F., Comastri, A., Coppa, G., Cucciati, O., de la Torre, S., de Ravel, L., Elvis, M.,
Finoguenov, A., Fiore, F., Franzetti, P., Garilli, B., Gilli, R., Griffiths, R., Iovino, A., Kampczyk,
P., Koekemoer, A., Le Borgne, J. F., Le Brun, V., Maier, C., Mignoli, M., Pello, R., Perez Montero,
E., Ricciardelli, E., Tanaka, M., Tasca, L., Tresse, L., Vergani, D., Vignali, C., Zucca, E., Bottini,
D., Cappi, A., Cassata, P., Marinoni, C., McCracken, H. J., Memeo, P., Meneux, B., Oesch, P.,
Porciani, C., and Salvato, M. (2009). The Environments of Active Galactic Nuclei within the
zCOSMOS Density Field. ApJ, 695(1):171–182.

Slone, O. and Netzer, H. (2012). The effects of disc winds on the spectrum and black hole growth
rate of active galactic nuclei. MNRAS, 426(1):656–664.

Soltan, A. (1982). Masses of quasars. MNRAS, 200:115–122.

Starkey, D., Horne, K., Fausnaugh, M. M., Peterson, B. M., Bentz, M. C., Kochanek, C. S., Denney,
K. D., Edelson, R., Goad, M. R., De Rosa, G., Anderson, M. D., Arévalo, P., Barth, A. J., Bazhaw,
C., Borman, G. A., Boroson, T. A., Bottorff, M. C., Brandt, W. N., Breeveld, A. A., Cackett,
E. M., Carini, M. T., Croxall, K. V., Crenshaw, D. M., Dalla Bontà, E., De Lorenzo-Cáceres, A.,
Dietrich, M., Efimova, N. V., Ely, J., Evans, P. A., Filippenko, A. V., Flatland , K., Gehrels, N.,
Geier, S., Gelbord, J. M., Gonzalez, L., Gorjian, V., Grier, C. J., Grupe, D., Hall, P. B., Hicks, S.,
Horenstein, D., Hutchison, T., Im, M., Jensen, J. J., Joner, M. D., Jones, J., Kaastra, J., Kaspi, S.,
Kelly, B. C., Kennea, J. A., Kim, S. C., Kim, M., Klimanov, S. A., Korista, K. T., Kriss, G. A.,
Lee, J. C., Leonard, D. C., Lira, P., MacInnis, F., Manne-Nicholas, E. R., Mathur, S., McHardy,
I. M., Montouri, C., Musso, R., Nazarov, S. V., Norris, R. P., Nousek, J. A., Okhmat, D. N.,
Pancoast, A., Parks, J. R., Pei, L., Pogge, R. W., Pott, J. U., Rafter, S. E., Rix, H. W., Saylor, D. A.,
Schimoia, J. S., Schnülle, K., Sergeev, S. G., Siegel, M. H., Spencer, M., Sung, H. I., Teems,
K. G., Turner, C. S., Uttley, P., Vestergaard, M., Villforth, C., Weiss, Y., Woo, J. H., Yan, H.,
Young, S., Zheng, W., and Zu, Y. (2017). Space Telescope and Optical Reverberation Mapping
Project.VI. Reverberating Disk Models for NGC 5548. ApJ, 835(1):65.

Steffen, A. T., Strateva, I., Brandt, W. N., Alexander, D. M., Koekemoer, A. M., Lehmer, B. D.,
Schneider, D. P., and Vignali, C. (2006). The X-Ray-to-Optical Properties of Optically Selected
Active Galaxies over Wide Luminosity and Redshift Ranges. AJ, 131:2826–2842.

Stevans, M. L., Shull, J. M., Danforth, C. W., and Tilton, E. M. (2014). HST-COS Observations of
AGNs. II. Extended Survey of Ultraviolet Composite Spectra from 159 Active Galactic Nuclei.
ApJ, 794:75.

Strateva, I. V., Brandt, W. N., Schneider, D. P., Vanden Berk, D. G., and Vignali, C. (2005). Soft
X-Ray and Ultraviolet Emission Relations in Optically Selected AGN Samples. AJ, 130:387–405.

Suganuma, M., Yoshii, Y., Kobayashi, Y., Minezaki, T., Enya, K., Tomita, H., Aoki, T., Koshida, S.,
and Peterson, B. A. (2006). Reverberation Measurements of the Inner Radius of the Dust Torus in
Nearby Seyfert 1 Galaxies. ApJ, 639(1):46–63.

Sugimura, K., Hosokawa, T., Yajima, H., Inayoshi, K., and Omukai, K. (2018). Stunted accretion
growth of black holes by combined effect of the flow angular momentum and radiation feedback.
MNRAS, 478(3):3961–3975.



References 339

Tanaka, Y., Nandra, K., Fabian, A. C., Inoue, H., Otani, C., Dotani, T., Hayashida, K., Iwasawa, K.,
Kii, T., Kunieda, H., Makino, F., and Matsuoka, M. (1995). Gravitationally redshifted emission
implying an accretion disk and massive black hole in the active galaxy MCG-6-30-15. Nature,
375:659–661.

Targett, T. A., Dunlop, J. S., and McLure, R. J. (2012). The host galaxies and black hole-to-galaxy
mass ratios of luminous quasars at z∼4. MNRAS, 420(4):3621–3631.

Tran, H. D. (2003). The Unified Model and Evolution of Active Galaxies: Implications from a
Spectropolarimetric Study. ApJ, 583(2):632–648.

Treister, E., Schawinski, K., Urry, C. M., and Simmons, B. D. (2012). Major Galaxy Mergers Only
Trigger the Most Luminous Active Galactic Nuclei. ApJ, 758(2):L39.

Tremaine, S., Gebhardt, K., Bender, R., Bower, G., Dressler, A., Faber, S. M., Filippenko, A. V.,
Green, R., Grillmair, C., Ho, L. C., Kormendy, J., Lauer, T. R., Magorrian, J., Pinkney, J., and
Richstone, D. (2002). The Slope of the Black Hole Mass versus Velocity Dispersion Correlation.
ApJ, 574:740–753.

Urry, C. M. and Padovani, P. (1995). Unified Schemes for Radio-Loud Active Galactic Nuclei.
PASP, 107:803.

Vanden Berk, D. E., Richards, G. T., Bauer, A., Strauss, M. A., Schneider, D. P., Heckman, T. M.,
York, D. G., Hall, P. B., Fan, X., Knapp, G. R., Anderson, S. F., Annis, J., Bahcall, N. A., Bernardi,
M., Briggs, J. W., Brinkmann, J., Brunner, R., and et al. (2001). Composite Quasar Spectra from
the Sloan Digital Sky Survey. AJ, 122:549–564.

Vestergaard, M. (2000). Are Radio-loud Quasars Rebellious or Are Radio-quiets Just Plain Untal-
ented? A Study of the Ultraviolet Broad Emission Line Profiles in High-Redshift Radio-loud and
Radio-quiet Quasars. PASP, 112:1504–1505.

Vestergaard, M. and Osmer, P. S. (2009). Mass Functions of the Active Black Holes in Distant
Quasars from the Large Bright Quasar Survey, the Bright Quasar Survey, and the Color-selected
Sample of the SDSS Fall Equatorial Stripe. ApJ, 699:800–816.

Vestergaard, M. and Peterson, B. M. (2006). Determining Central Black Hole Masses in Distant
Active Galaxies and Quasars. II. Improved Optical and UV Scaling Relationships. ApJ, 641:689–
709.

Vignali, C., Brandt, W. N., and Schneider, D. P. (2003). X-Ray Emission from Radio-Quiet Quasars
in the Sloan Digital Sky Survey Early Data Release: The αox Dependence upon Ultraviolet
Luminosity. AJ, 125(2):433–443.

Villforth, C., Herbst, H., Hamann, F., Hamilton, T., Bertemes, C., Efthymiadou, A., and Hewlett,
T. (2019). The host galaxies of FeLoBAL quasars at z ∼ 0.9 are not dominated by recent major
mergers. MNRAS, 483(2):2441–2452.

Violino, G., Coppin, K. E. K., Stevens, J. A., Farrah, D., Geach, J. E., Alexander, D. M., Hickox,
R., Smith, D. J. B., and Wardlow, J. L. (2016). A SCUBA-2 survey of FeLoBAL QSOs. Are
FeLoBALs in a ‘transition phase’ between ULIRGs and QSOs? MNRAS, 457(2):1371–1384.

Viswanath, G., Stalin, C. S., Rakshit, S., Kurian, K. S., Ujjwal, K., Gudennavar, S. B., and Kartha,
S. S. (2019). Are Narrow-line Seyfert 1 Galaxies Powered by Low-mass Black Holes? ApJ,
881(1):L24.

Vivek, M., Srianand, R., Petitjean, P., Mohan, V., Mahabal, A., and Samui, S. (2014). Variability in
Low Ionization Broad Absorption Line outflows. MNRAS, 440(1):799–820.



340 References

Voit, G. M., Weymann, R. J., and Korista, K. T. (1993). Low-ionization broad absorption lines in
quasars. ApJ, 413:95–109.

Walter, R. and Fink, H. H. (1993). The ultraviolet to soft X-ray bump of Seyfert 1 type active
galactic nuclei. A&A, 274:105.

Walton, D. J., Nardini, E., Fabian, A. C., Gallo, L. C., and Reis, R. C. (2013). Suzaku observations
of ‘bare’ active galactic nuclei. MNRAS, 428(4):2901–2920.

Wandel, A., Peterson, B. M., and Malkan, M. A. (1999). Central Masses and Broad-Line Region
Sizes of Active Galactic Nuclei. I. Comparing the Photoionization and Reverberation Techniques.
ApJ, 526(2):579–591.

Wang, F., Wu, X.-B., Fan, X., Yang, J., Bian, F., McGreer, I. D., Green, R. F., Yang, Q., Jiang, L.,
Wang, R., DECaLS Team, and UHS Team (2017). Quasars at Cosmic Dawn: Discoveries and
Probes of the Early Universe. In American Astronomical Society Meeting Abstracts #229, volume
229 of American Astronomical Society Meeting Abstracts, page 220.01.

Wang, T., Yang, C., Wang, H., and Ferland , G. (2015). Evidence for Photoionization-driven Broad
Absorption Line Variability. ApJ, 814(2):150.

Watson, D., Denney, K. D., Vestergaard, M., and Davis, T. M. (2011). A New Cosmological Distance
Measure Using Active Galactic Nuclei. ApJ, 740:L49.

Wethers, C. F., Kotilainen, J., Schramm, M., and Schulze, A. (2020). Star Formation in Luminous
LoBAL Quasars at 2.0 < z < 2.5. MNRAS.

Weymann, R. J., Morris, S. L., Foltz, C. B., and Hewett, P. C. (1991). Comparisons of the Emission-
Line and Continuum Properties of Broad Absorption Line and Normal Quasi-stellar Objects. ApJ,
373:23.

White, R. J. and Peterson, B. M. (1994). Comments on Cross-Correlation Methodology in Variability
Studies of Active Galactic Nuclei. Publications of the Astronomical Society of the Pacific, 106:879.

Williams, J. K., Gliozzi, M., and Rudzinsky, R. V. (2018). Are narrow-line Seyfert 1 galaxies highly
accreting low-MBH AGNs? MNRAS, 480(1):96–107.

Yi, W., Brandt, W. N., Hall, P. B., Vivek, M., Grier, C. J., Filiz Ak, N., Schneider, D. P., and McGraw,
S. M. (2019). Variability of Low-ionization Broad Absorption-line Quasars Based on Multi-epoch
Spectra from the Sloan Digital Sky Survey. ApJS, 242(2):28.

Young, A. J., McHardy, I., Emmanoulopoulos, D., and Connolly, S. (2018). The absence of a thin
disc in M81*. MNRAS, 476(4):5698–5703.

Young, A. J., Nowak, M. A., Markoff, S., Marshall, H. L., and Canizares, C. R. (2007). High-
Resolution X-Ray Spectroscopy of a Low-Luminosity Active Galactic Nucleus: The Structure
and Dynamics of M81*. ApJ, 669(2):830–840.

Young, S., Hough, J. H., Axon, D. J., Fabian, A. C., and Ward, M. J. (1998). The obscured BLR in
the radio galaxy 3C234. MNRAS, 294(3):478–484.

Yu, Z., Kochanek, C. S., Peterson, B. M., Zu, Y., Brandt, W. N., Cackett, E. M., Fausnaugh,
M. M., and McHardy, I. M. (2020). On reverberation mapping lag uncertainties. MNRAS,
491(4):6045–6064.

Zamorani, G., Giommi, P., Maccacaro, T., and Tananbaum, H. (1984). X-ray variability of quasars.
ApJ, 278:28–36.



References 341

Zamorani, G., Henry, J. P., Maccacaro, T., Tananbaum, H., Soltan, A., Avni, Y., Liebert, J., Stocke,
J., Strittmatter, P. A., Weymann, R. J., Smith, M. G., and Condon, J. J. (1981). X-ray studies of
quasars with the Einstein Observatory II. ApJ, 245:357–374.

Zdziarski, A. A., Johnson, W. N., and Magdziarz, P. (1996). Broad-band γ-ray and X-ray spectra of
NGC 4151 and their implications for physical processes and geometry. MNRAS, 283:193–206.

Zhang, S., Zhou, H., Wang, T., Wang, H., Shi, X., Liu, B., Liu, W., Li, Z., and Wang, S. (2015).
Strong Variability of Overlapping Iron Broad Absorption Lines in Five Radio-selected Quasars.
ApJ, 803(2):58.

Zhao, D., Ho, L. C., Zhao, Y., Shangguan, J., and Kim, M. (2019). The Role of Major Mergers and
Nuclear Star Formation in Nearby Obscured Quasars. ApJ, 877(1):52.

Zhu, S. F., Brandt, W. N., Wu, J., Garmire, G. P., and Miller, B. P. (2019). Investigating the X-ray
enhancements of highly radio-loud quasars at z &gt; 4. MNRAS, 482(2):2016–2038.

Zu, Y., Kochanek, C. S., Kozłowski, S., and Udalski, A. (2013). Is Quasar Optical Variability a
Damped Random Walk? ApJ, 765.

Zu, Y., Kochanek, C. S., and Peterson, B. M. (2011). An Alternative Approach to Measuring
Reverberation Lags in Active Galactic Nuclei. ApJ, 735.




	Table of contents
	1 Introduction: Active Galactic Nuclei
	1.1 The Current Model of AGN Structure
	1.1.1 The Central Black Hole
	1.1.2 The Accretion Disk
	1.1.3 The X-ray Emitting Region
	1.1.4 The Broad Line Region
	1.1.5 The Dusty Obscuring Structure
	1.1.6 Broad Absorption Lines and FeLoBAL Quasars
	1.1.7 The Narrow Line Region
	1.1.8 The Radio Jet
	1.1.9 The Host Galaxy

	1.2 Theoretical Accretion Disk Models
	1.2.1 Geometrically Thin Accretion Disks
	1.2.2 The Eddington Limit, and its Relevance to AGN Activity
	1.2.3 Alternatives to thin-disk models

	1.3 Observed Spectral Energy Distributions (SEDs)
	1.3.1 SED Variability for Individual AGN
	1.3.2 Measuring the Accretion Luminosity
	1.3.3 Testing Accretion Disk Models using SEDs

	1.4 Reverberation Mapping of the BLR and Accretion Disk
	1.4.1 Reverberation Mapping Methodology
	1.4.2 BLR Reverberation Mapping and Black Hole Mass Estimates
	1.4.3 Disk Reverberation Mapping

	1.5 Changing-Look AGN

	2 Quantifying the Effects of BLR Diffuse Continuum Emission on AGN Continuum Inter-band Delays
	2.1 Statement of Authorship
	2.2 Published Work

	3 The Re-ignition of the Changing-Look AGN Mrk 590
	3.1 Statement of Authorship
	3.2 Paper to be Submitted
	3.3 Full Swift UVOT and XRT monitoring data for Mrk 590
	3.4 Continuum reverberation mapping of the 2017 high-cadence monitoring data
	3.4.1 Motivation
	3.4.2 Method
	3.4.3 Results of Timing Analysis
	3.4.4 Discussion
	3.4.5 Summary of timing analysis


	4 A Hubble Space Telescope Imaging Study of Four FeLoBAL Quasar Host Galaxies
	4.1 Differences to M.Sc. Thesis Work
	4.2 Published Work

	5 Swift z2 Quasar Catalog. I: First Results
	5.1 Statement of Authorship
	5.2 Published Work

	6 Swift z2 Quasar Catalog. II: Full Sample
	6.1 Statement of Authorship
	6.2 Paper to be Submitted
	6.3 Prospects for Determining Thin-Disk Accretion Parameters
	6.3.1 Motivation
	6.3.2 Thin-Disk Model SEDs for 109M Black Holes
	6.3.3 Feasibility of Monochromatic  Estimates
	6.3.4 Examples of Thin-disk Model Fits to Our Sample Quasars
	6.3.5 Summary of the thin-disk analysis


	7 Conclusion and Future Prospects
	8 Signed Statements of Authorship
	References



