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Medicometrics

Medicometrics is the science of integrating different sources
of measurements related to a pathological system. It is an
interfacial discipline utilizing elements from applied math-
ematics, multivariate statistics, chemometrics, pharmaco-
metrics, medicine, biology, biochemistry, etc. The philos-
ophy of Medicometrics is highly exploratory and holistic,
aiming at multivariate patterns oppose to single factor as-
sociations.





Preface

This thesis is the outcome of a collaborative work between Quality and
Technology (at Department of Food Science, Faculty of Life sciences, Uni-
versity of Copenhagen), an industrial partner Novo Nordisk A/S, research
units at hospitals (Danish Pediatric Asthma Center at Gentofte University
Hospital, Department of Clinical Biochemistry at University of Southern
Denmark in Esbjerg and Pediatric Department at Glostrup University Hos-
pital) and the National Institute for Health Data and Disease Control in
Denmark. The aim of the thesis is to develop new methods for handling
of data, originating from human intervention trials and patient cohorts. It
was (and is) the intention, that these models should be developed in col-
laboration with- and communicated to the medical doctors, biologist etc.
Therefore, most of the published work appear in medical journals.

The present 70 pages is written so that a person with some statistical,
mathematical and chemometrical background will be able to fully grasp
the content. In case of limited technical knowledge, it should however be
possible to follow the argumentation.

I am grateful for the support I have received from all the collaborators
in understanding the physiology and biology to an extend that is rele-
vant for development of useful models. Specifically I would like to thank
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Lasse Tengbjerg Hansen and Morten Colding Jørgensen, Novo Nordisk A/S
for co-supervision, Sinan B. Sarac and Christian H. Rasmussen from the
Biomodeling team at Novo Nordisk A/S, Hans Bisgaard, Nilo Følsgaard
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University hospital, Jane Skov from Department of Clinical Biochemistry
at University of Southern Denmark in Esbjerg. Marie Louise C. M. Ander-
sen from Pediatric Department at Glostrup University hospital and Sjurdur
Olsen and Sesilje B. Petersen from the National Institute for Health Data
and Disease Control in Denmark.

Furthermore, I am grateful for the always inspiring supervision I have
received from my main supervisor Rasmus Bro. Also I would like to thank
my colleagues at Quality and Technology for a very pleasant, casual and
professional working environment.

Thanks to Robert Tibshirani for supervision during my 4 month stay
at Department of Statistics - Stanford University.

Thanks to Jane Skov and Pernille Vils for proof reading, and Sonja Vils
Rasmussen for the front page.

The final appreciations goes to my family and friends for support. Spe-
cial thanks to Pernille and Sonja for filling my life with stuff more important
than algebra.

Morten Arendt Rasmussen
Copenhagen, February 2012



Abstract

In biological, medical and pharmacological science cause and effect is seldom
of binary nature. In order to fully understand these systems a multivariate
approach is needed.

The aim of the present work was to develop new multivariate methods
for handling of data from clinical trials and patient cohorts with special
emphasis on graphical presentation of results. Presented here are stages of
the analysis process in a generic form, with focus on obstacles and benefits
related to the methods applied.

It is shown, that variation related to different sources can be handled
effectively by orthogonalization techniques. For instance irrelevant patient
specific variation can be removed prior to modeling. The idea of com-
pressing data into latent component models is shown to unravel intuitive
biological patterns. These patterns are furthermore shown to be less un-
certain than the raw data. Usage of pattern recognition techniques, such
as PCA and PLS, in connection with visualization, is demonstrated as a
general framework useful for better data understanding. This leads to bi-
ologically intuitive visualizations, where the complexity is much easier to
grasp compared to presentation in tables.
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It is concluded that novel data analytical techniques, developed in col-
laboration between physicians, biologists, pharmacologists and data ana-
lysts potentially can bring even more new knowledge and that the current
data analytical state of the art, is rather conservative and leaves substantial
room for improvements.



Resumé

Årsag og virkning er sjældent binært indenfor biologiske, medicinske og far-
makologiske videnskaber. For fuldt ud at forst̊a disse komplekse biologiske
systemer er det nødvendigt med en multivariat tilgang.

Form̊alet med denne afhandling har været at udvikle nye multivariate
metoder til h̊andtering af data fra kliniske forsøg og patient korhorter, med
særlig vægt p̊a grafisk præsentation af resultater. Afhandlingen præsen-
terer, i en generisk form, stadier af den dataanalytiske proces, med fokus
p̊a fordele og ulemper relateret til de anvendte metoder.

Det vises at variation relateret til forskellige faktorer effektivt kan h̊and-
teres via ortogonaliserings teknikker. For eksempel kan irrelevant patient
specifik variation s̊aledes fjernes før modelering. Komprimering af multi-
variate data til latente komponenter vises at resultere i intuitive biologiske
mønstre. Disse mønstre viser sig endvidere at være mindre usikre end de
r̊a data. Mønstergenkendelse teknikker, s̊a som PCA og PLS, er i kombi-
nation med visualisering, er vist nyttige som en generisk ramme til bedre
data forst̊aelse. Disse teknikker fører til biologisk intuitive mønstre, hvor
kompleksiteten er lettere at forstå og kommunikere i forhold til for eksem-
pel tabulering.
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Det konkluderes, at nye dataanalytiske teknikker, udviklet i samarbej-
de mellem læger, biologer, farmaceuter og dataanalytikere potentielt kan
tilvejebringe ny viden, og at den nuværende state of the art inden for bio-
logisk data analyse er temmelig konservativ og efterlader betydelige plads
til forbedringer.



List of publications

Paper I
Morten A. Rasmussen, Lasse T. Hansen, Morten C. Jørgensen,
Rasmus Bro
Multivariate evaluation of pharmacological responses in early clinical
trials - a study of rIL-21 in the treatment of patients with metastatic
melanoma
British Journal of Clinical Pharmacology, 69 (2010), 379-390

Paper II
Morten A. Rasmussen, Jane Skov, Else Bladbjerg, Johannes Sidel-
mann, Marianne Vamosi, Jørgen Jespersen
Multivariate analysis of the relation between diet and warfarin dose
European Journal of Clinical Pharmacology, 68 (2012), 321-328

vii



viii

Paper III
Jane Skov, Else Bladbjerg, Morten A. Rasmussen, Johannes Sidel-
mann, Anja Leppin, Jørgen Jespersen
Genetic, clinical and behavioural determinants of vitamin K-antagonist
dose - Explored through multivariable modelling and visualization
Basic & Clinical Pharmacology & Toxicology, 110 (2012), 193-198

Paper IV
Sesilje B. Petersen, Morten A. Rasmussen, Marin Strøm, Thorhal-
lur I. Halldorsson, Sjurdur F. Olsen
Socio-demographic characteristics and food habits of organic consumers:
A study from the Danish National Birth Cohort
Submitted for Public Health Nutrition

Paper V
Nilo Følsgaard, Bo Chawes, Morten A. Rasmussen, Anne L Bischoff,
Charlotte G Carson, Jakob Stokholm, Louise Pedersen, Trevor T
Hansel, Klaus Bønnelykke, Susanne Brix, Hans Bisgaard
Neonatal Cytokine Profile in the Airway Mucosal Lining Fluid is
skewed by Maternal Atopy
American Journal of Respiratory and Critical Care Medicine, 185 (2012),
275-280



ix

Paper VI
Charlotte G. Carson, Morten A. Rasmussen, Jonas P. Thyssen,
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Chapter 1

Introduction

You cannot look in one direction. In order to see reality,
(you) have to see in three or four or seven dimensions.

- Dalai Lama 2008

During the last decades a huge amount of high throughput meth-
ods have been developed, and it is now possible to screen the entire
genome [97], to analyze the metabolic profile [64] from e.g. human
plasma, to estimate gene transcription activity from microarrays [80]
etc. At reasonable cost almost all thinkable biological markers can
be quantified. From a scientific point of view these techniques seed a
hope for a future with more detailed understanding of health, pathol-
ogy and life as such.

These novel data structures demand new analytical methods [76],
and a number of disciplines coupling mathematics and statistics with
the relevant scientific field are emerging.
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2 CHAPTER 1. INTRODUCTION

Traditionally, biological experiments were setup to test a few well
defined hypotheses from a few measurable well defined metrics. ”An
idea about how nature works and a confirmatory test of this”. This
is sometimes referred to as deductive reasoning. This process is ob-
jective, rigorous and adds solidity to current knowledge but does not
extend it. An example of such could be a clinical phase III trial. Most
research aims at extending the current knowledge which corresponds
to the opposite process ”Observe how nature phenomenologically man-
ifests itself and try to figure out how it works”. This process is some-
times referred to as inductive reasoning. An example of such could be
a first-human phase I trial exploring efficacy and safety.

One obstacle is, that studies suited for inductive reasoning are
being analyzed by deductive methods. One of the most common tech-
niques to support evidence is the use of a p-value, which reflects the
probability of the observed data under some hypothesis, often a null
hypothesis of no difference. Within the statistical community there has
been some debate on how appropriate the p-value as a single statistics
is as support for objective evidence [42, 50, 73]. The use of p-values
to support evidence in a strictly deductive fashion seems appropriate,
at least if supplied with some measure of effect size. Contrary, the
use of a p-value for inductive reasoning is a fallacy. That is: ”We
observe a difference for some covariate, hence this difference is caused
by the covariate” this is known as the problem of induction [61]. R.A.
Fisher, the father of modern statistics, discusses this issue in a paper
from 1935 [36]:

Although some uncertain inferences can be rigorously ex-
pressed in terms of mathematical probability, it does not
follow that mathematical probability is an adequate concept
for the rigorous expression of uncertain inferences of every
kind. This was at first assumed; but once the distinction
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between the proposition and its converse is clearly stated,
it is seen to be an assumption, and a hazardous one. The
inferences of the classical theory of probability are all deduc-
tive in character. They are statements about the behavior
of individuals, or samples, or sequences of samples, drawn
from populations which are fully known. . . . The fact that
the concept of probability is adequate for the specification
of the nature and extent of uncertainty in these deductive
arguments is no guarantee of its adequacy for reasoning of
a genuinely inductive kind.

It is a fact that a large amount of data is collected and analyzed
by scientists with core competences different from data analysis. This
advocates for optimal reasoning about what is relevant to measure,
handling of instruments and how to setup and conduct experiments.
On the other hand, software is being produced for analysis of data,
without any need for in depth understanding of the mathematical com-
putation and the statistical assumptions behind. The misuse of the
p-value as a measure for objective evidence is an example of a scientific
separation between the data generation and data analytical process,
and in its extreme, an obsession of a dichotomous representation of
nature.

The present work is based on a merger of statistical and chemo-
metric methodology. The aim is to understand the implication of the
different methods and to somehow bridge data analysis and the sci-
entific field for a better extraction of information, more biologically
correct modeling and a more complex holistic representation of re-
sults as opposed to a black and white perception of nature.

The rest of the introduction is organized with a brief historical
overview of statistics and chemometrics followed by four motivating
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examples of questions and the data supplied for answering these ques-
tions.

1.1 Elements of statistical thinking

Statistical reasoning is founded in theory of probability. The concept
of logic involves elements of probability and can hence be tracked back
to the work of Aristotle (384BC - 322BC), where he in Prior Analytics
defines probable as

”A probability is a generally approved proposition: That
men know to happen or not to happen, to be or not to be,
for the most part thus and thus” (70a, 5. Cf1357a, 35)”
[63].

Aristotle used probability in development of logical theory for causal
reasoning, but did not formalize the concepts in terms of mathemat-
ics. In 1654 Blaise Pascal (1623 - 1662) initiated this scientific field as
a mathematical discipline. A field which have had great contribution
from a number of thinkers. Jakob Bernoulli (1654 - 1705), who with
Ars Conjectandi I-IV (1713) extend the work from primarily consider-
ing games into a much wider area of civil, moral and economic matters
[81]. Pierre-Simon Laplace (1749-1827) who in Théorie analytique des
probabilités (1812) thoughtfully formalized a wide range of theorems
related to approximation, finite sample size, central limit theorem,
inverse probability, etc. Thomas Bayes (1702 - 1761) a British math-
ematician formulated Bayes theorem which is the core of conditional
probability. In the same period of time mathematical methods for
solving least squares was developed by Johann Carl Friedrich Gauss
(1777 - 1855) and Adrien-Marie Legendre (1752 - 1833) and the ideas
of correlation and regression to the mean was brought to life by Francis
Galton (1822 - 1911) [8].
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In the beginning of the 20th century frequentist statistics as a statis-
tical subfield was founded. With the possibility of oversimplification,
data is a realization of an unknown distribution and the frequentist
theory formalizes methods that based on data estimates this distri-
bution. Karl Pearson (1857 - 1936), a student of Francis Galton and
head of the first university department of statistics (University College
London), formalized the chi-squared test for evaluation of frequency
data and developed the Pearson’s correlation coefficient, extending
Galton’s work on correlation, measuring linear dependence between
entities [87]. In 1908 William Sealy Gosset (1876 - 1937) under the
alias ”Student” developed the t-test for evaluation of unknown finite
normal samples, a method that has had huge impact on applied statis-
tics [89]. In 1918 Ronald A. Fisher (1890 - 1962), an evolutionary
biologist and the father of modern statistics founded the analysis of
variance (ANOVA) [35]. ANOVA is probably his most significant con-
tribution to experimental science, but also statistical concepts like
maximum likelihood, sufficiency, ancillarity and Fishers Information
and methods like Fishers linear discriminant analysis (LDA) and per-
mutation tests are significant contributions by Fisher. Jerzy Neyman
(1894 - 1981) and Egon Pearson (1895-1980) (son of Karl Pearson) in
1930’s developed the concepts of type II error [70], power of a test [69]
and confidence intervals [68]. Frequentist methodology is the primary
classical methods used today for analysis of experimental data within
medical, pharmacological and biological science.

1.2 Elements of chemometrical thinking

Chemometrics is an application emerging discipline emerging from an-
alytical chemistry. As a scientific field chemometrics was initiated by
the analytical chemists Svante Wold and Bruce Kowalski in the early
1970’s. With the development of analytical instruments with multi-
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variate output, such as spectrometers, additional tools for handling
of data were at demand. The aim was to develop a framework based
on mathematics and statistics for handling of data with chemical ori-
gin. That is, to mathematically formulate chemically relevant models
using terms that makes chemical sense and hereby unravel the black
box methodology of mathematical models, with a reformulation us-
ing a more intuitive vocabulary. One example is the chemometrical
work-horse Principal Component Analysis (PCA). PCA is mathemati-
cally related to eigen decomposition of (two) covariance matrix’s. This
methodology was identified by e.g. Leonard Euler (1707 - 1783) [34]
and Joseph Louis Lagrange (1736 - 1813) [84] and extended into sin-
gular value decomposition (SVD) by Camille Jordan (1838 - 1921),
Eugenio Beltrami (1835 - 1899), James Joseph Sylvester (1814 - 1897),
Erhard Schmidt (1876 - 1959) and Hermann Weyl (1885 - 1955) [86, 5].
In 1901 Karl Pearson published eigenvector decomposition of real ma-
trices with information truncation in few components and hence pro-
duced the first example of the PCA as we know it today [74]. PCA
was introduced to analysis of chemical data by e.g. Bruce Kowalski
in 1973 [56]. Mathematically PCA refers to eigenvalues, eigenvectors,
rotated basis etc. Chemometrically PCA is characterized by latent
components, scores, loadings, Hotellings, residuals etc. These are e.g.
used for exploration of sample distribution in high dimensions and
inter variable correlation structure as a mean for scientific reason-
ing. Numerically the two approaches are similar but different in the
way the model is characterized and used. Parallel Factor Analysis
(PARAFAC) is another example of an existing mathematical model,
which were rediscovered and translated into chemometrics. PARAFAC
is a method for component decomposition of higher order arrays iden-
tified by Richard A. Harshman (1943 - 2008) [47] and Carroll & Chang
[14] in the area of mathematical psychology (psychometrics) and trans-
lated to analytical chemistry by C. J. Appellof and E. R. Davidson in
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1981 [4] and further refined by e.g. Rasmus Bro [11]. In addition to
reformulation of existing mathematical models, methods have been de-
veloped within the chemometrical society where Partial Least Squares
(PLS) for regression purposes is the most remarkable contribution
[100].
Chemometrics as a data analytical discipline rely on mathematical
modeling and visualization. While mathematical modeling is the foun-
dation for all data analytical disciplines, the use of distinct visualiza-
tion tools such as score- and loading plots for model interpretation and
residuals versus Hotellings T 2 plot for outlier detection is a methodol-
ogy developed within chemometrics extending the ideas of data visu-
alization from e.g. John Tukey (1915 - 2000) [96] and Edward Tufte
(1943 - ) [94].

1.3 Four Cases

In order to specify the context of this thesis in terms of specific scien-
tific questions and the data provided for unraveling these questions,
four examples are presented. The examples correspond to real ques-
tions and data I have been analysing, but are here presented in a
generalized form. When relevant, I will throughout the thesis refer to
these cases either directly or as the paper where they appear.

Early exploratory clinical trials

Drug development is extremely costly, why the number of patients
enrolled in trials is attempted to be reduced to a minimum. Early
clinical trials (Phase I) have the primary purpose of 1) addressing
safety / side effects issues related to treatment and 2) revealing the
pharmaco- kinetic and dynamic profile of the drug. Most side effects
can have multiple causes. This in combination with low number of
patients and high patient to patient variation complicates assessment
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Figure 1.1: Score plot of 16 patients evaluated at 15 time points on 43
biomarkers. The samples are grouped according to patient.

of whether the effect is truly systematic treatment related or if it is a
sporadic event. Figure 1.1 shows a score plot from a Principal Com-
ponent Analysis (PCA) on 16 patients evaluated with respect to 43
safety and efficacy biomarkers examined at app. 15 time points. This
score plot highlights the huge inter patient variation. This variation is
not of primary interest and hence represent an obstacle for extraction
of relevant information. Furthermore, the 43 biomarkers are obviously
related physiologically, which can be utilized in model building.

Unraveling questions related to drug action rely on methods for
handling of variation sources, derived responses and exploration. These
questions are treated in Paper I [77].
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Disease progression

It is of utmost importance to understand the biological behavior of
chronical diseases, such as diabetes, heamostasis, gout etc. Under-
standing the interplay between disease and behaviorial parameters
such as treatment, physical activity, diet etc. and fixed parameters
such as genetics and gender can help medical guidance for a better
life. Observational study cohorts, where a patient population are ex-
amined cross sectional or longitudinal, are often the basis for better
disease and/or treatment understanding. Such data comprise of fac-
tors related to lifestyle, general health, genetics, physical activity, diet
etc. and often consist of a few hundred patients. The questions of
interest relates to interplay between genetical-, environmental factors
and treatment. Paper II [78], Paper III [82] and Paper X are examples
of work relevant in this context.

Inflammation markers

Through the development of micro arrays, expression levels of a large
amount of different genes can be assessed and a fair amount of case
control studies tries to explore transcriptomic disease patterns in order
to enhance the pathologic understanding and e.g. develop targeted
drugs. These studies often only examines a small group of patients
(∼ 100 − 200) compared to the number of genes (> 105). Univari-
ate screening of such a high number of variables will by chance return
false associations at even rather high significance threshold levels, why
issues related to feature selection and control of false discovery is of
crucial importance.
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Organic food consumption during pregnancy related to
prevalence of childhood asthma

Addressing factors relating offspring health and the mothers lifestyle,
diet, physical activity etc. during pregnancy is a rather complicated
task. One way to reveal these connections is through large obser-
vational epidemiological studies. Denmark have the largest (in the
world) birth cohort with ∼ 50.000 women [71]. Organic foods are as-
sumed health beneficial due to different production conditions avoid-
ing use of artificial fertilizers and pesticides compared to conventional
production [17]. However, there is a strong association between the
healthiness of the diet and the proportion of organic foods in such
an observational data material. Revealing causality between organic
food consumption during pregnancy and childhood asthma addresses
questions related to confounding and complexity understanding. Pa-
per IV [75] document this confounder challenge based on the Danish
National Birth Cohort.

These examples highlight the complexity of the nature that we for
example through data try to reveal. In the following I will present dif-
ferent approaches to three stages of the data analytical process. The
first stage called Basis truncation refer to the handling of variation
sources through projection, stratification or variable selection and is
here seen as an initial step to focus the model. The second stage called
Uncertainty estimation refer to estimation of the relevant uncertainty
related to the parameters of interest, and especially the issue of mul-
tiple testing is presented. The third stage called Interpretation refers
the process of inferring biological connections and relevance from the
model. Here issues of bias and visualization are discussed. The three
parts are connected as a data analytical chain, but are here presented
as independent sections. Throughout the thesis small examples based
on simulated data are presented in gray boxes in order to substantiate
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the argumentation. Results based on real data are presented in the
published work and are grossly omitted from this thesis.





Chapter 2

Basis truncation

One task in data analysis is to focus on the relevant part of the varia-
tion. Focusing is here seen as the process of including specific variation
while excluding the rest. This process can be approached from both
the sample and the variable direction, and can hence be seen as a row
(sample) space basis truncation or a column (variable) space basis
truncation. Handling of confounders or covariates is a row space ba-
sis truncation, where stratification is truncation of the diagonal basis,
and handling through projections is a truncation of a rotated basis.
Imagine for example gender as a confounding variable. Narrowing the
analysis to only include e.g. women, corresponds to sample stratifica-
tion, while subtracting the response difference related to gender cor-
responds to collapsing the gender dimension and is hence truncation
by projection. Likewise variable selection is truncation of the diago-
nal basis in the variable space. Projections to latent structures (such
as PCA and PLS) are examples of truncation of a rotated basis in
both sample and variable space. In the following different truncation
techniques are presented, and some advantages are discussed.

13
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2.1 Row space truncation

Identification and estimation of different sources of variation in re-
lation to a certain response is a discipline anchored in the analysis
of variance (ANOVA) [35]. These ideas have been extensively elab-
orated within the statistical community and models like analysis of
covariance, mixed effect models, split plot designs etc. are today of
the shelf methods implemented in statistical software and used widely
for analysis of research data from various fields. Within the field of
chemometrics similar approaches are used in methods like ANOVA
Simultaneous Component Analysis (ASCA) [83], PARAFASCA [55]
for X block only models and External Parameter Orthogonalization
(EPO) [79], Orthogonal Signal Correction (OSC) [101], Direct Orthog-
onalization (DO) [3] for calibration optimization.

Source of variation has basically two faces. Take a scalar response
y and let it be normally distributed. Let y be dependent of two (di-
chotomous) factors x1 and x2 such that y ∼ N (µ(x1, x2), σ2(x1, x2)).
Imagine a setup where y reflects the weight of an animal, x1 reflects the
age of the animal with the levels 10days and 1year and x2 correspond
to some treatment. Deviance between means (µ(x1, x2)) is referred to
as systematic offset. Differences in covariance structure (σ2(x1, x2))
is a random effect. For this example it is likely that the variance or
uncertainty in weight for the animals of age 1year is higher than vari-
ance for the animals of age 10days. This is reflected as differences in
the diagonal elements of σ2 and is referred to as heteroschedasticity.

Methods based on projections are solely related to handling and
estimation of variation due to offsets related to systematic effects.
That could for example be handling of differences between gender or
differences between subjects in cases of repeated measures. In such
cases the variation related to gender or subject can be removed by
collapsing of the dimension related to gender or subject respectively.
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Differences in variance structure can sometimes be handled by pre-
treatment of data e.g. logarithm transformation. This field is however
not as extensively elaborated as handling and estimation of variation
related to systematic offset. In the following a walk through of varia-
tion handling via projections is given.

Orthogonalization

The core of orthogonalization splitting procedures is based on projec-
tion of a vector onto two orthogonal subspaces. The projection step
is a variable wise operation. Therefore, it is sufficient to consider the
univariate case. In order to make life simple, imagine a response (y)
dependent of two factors (x1 and x2). Using the setup from above,
the dependent variable (y) can be expressed as an additive model with
homoschedastic error.

y = β1x1 + β2x2 + e (2.1)

Where e = [e1, . . . , en] ∼ N (0, σ2) and β1, β2 and σ2 are the model
parameters. y, x1 and x2 are centered.

Let x1 be the factor of interest (e.g. treatment) and x2 be a nui-
sance factor. Correction of x2 on y can be done through a projection
of y onto the null space of x2. That is:

yo =
(
I −Dx2

(
Dx2

TDx2

)−1
Dx2

T
)

y (2.2)

where Dx2 correspond to a design matrix for categorical x2. If x2
is continuous and assumed linearly related to y, Dx2 = x2. The part
of y related to x2 is hence:

yx2 = y− yo =
(
Dx2

(
Dx2

TDx2

)−1
Dx2

T
)

y (2.3)
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If x1 and x2 are orthogonal e.g. from an experimental design, yx2

will be the least squares estimates for β2 in equation 2.1 and regression
of yo on x1 will likewise produce the least squares estimates for β1.

Under such optimal circumstances data can be interpreted with
respect to one factor at a time. ASCA, PARAFASCA and EPO rely
on this design orthogonality condition.

The orthogonality condition is however not always fulfilled. Exam-
ples of such could be: Observational studies and designed experiments
with exclusion of samples.

If x1 and x2 are correlated (〈x1,x2〉 6= 0 for centered vectors)
the projection in equation 2.2 will unintentionally remove information
from y related to x1 corresponding to the degree of correlation be-
tween x1 and x2. This complicates interpretation from such a filter
and potentially damage the predictable performance in a calibration
setting. An alternative is to correct y only using the unique part of
x2. That is to sustain all the information related to x1. This can be
achieved through two projection steps first estimating the part of x2
in the null space of x1.

x2o1 =
(
I −Dx1

(
Dx1

TDx1

)−1
Dx1

T
)

x2 (2.4)

Then use x2o1 for projection of the response variable.

yo =
(
I − x2o1

(
x2o1

Tx2o1
)−1

x2o1
T
)

y (2.5)

x2o1 is orthogonal to x1 and shorter than x2 (|x2|2 > |x2o1|2),
hence the variation removed is smaller and information related to x2
still occurs in y. I refer to this as restricted orthogonalization. For a
graphical illustration see Figure 2.1

In Figure 2.2 are shown how much of the relevant variation, that
is; the part of the response (y) that is related to the factor of interest
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Figure 2.1: Left panel: Two orthogonal factors x1 and x2 with an empty
space intersection. Right panel: Two correlated factors x1 and x2, with an
intersection. The unique part of x2 is shown as the vector/space x2ox1

(x1), that is removed by orthogonalization with the nuisance factor
(x2) for full (-) and restricted (-) orthogonalization. It is evident that
the higher the correlation between x1 and x2 the choice of orthogo-
nalization impacts the results. In Hansen et al (2010) (Paper XI) and
Kjeldahl et al (2011) (Paper VII) are shown applications of restricted
orthogonalization [46]. In Paper I (Case I) full orthogonalization is
used for handling of variation related to differences between patients
in a longitudinal phase I trial examining safety biomarkers.

In terms of interpretability the choice of either total- or partly
deflation of variation related to a nuisance factor (here x2) is difficult,
and it is important to emphasize that single factor conclusion is related
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Figure 2.2: Variation removed (SSe/SStot) by orthogonalization as func-
tion of correlation between x1 (factor of interest) and x2 (nuisance factor)
(ρx1,x2)). |x2o1|2 correspond to the length of the vector used for the orthog-
onalization (see equation 2.5)

to the uniqueness and hence the subspace overlap/correlation between
other factors, measured or not.

Relation to Least Squares

For orthogonal factors, the corresponding least squares estimates of β1
and β2 in equation 2.1 can be calculated from a joint model, via (two)
univariate regressions or by successively orthogonalization followed by
regression. All of these approaches will produce exact identical results.
For correlated factors (ρx1,x2 6= 0) this is not the case. In compari-
son with the two orthogonalization strategies described above, where
either the length of the factor to be removed or the length of the
remaining factor is preserved, estimation by least squares is a compro-
mise between the two. The intersect between the two spaces spanned
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by x1 and x2 (the blue square in Figure 2.1) is split between the two
parameters β1 and β2.

Stratification for handling of confounders

Confounders are defined as intermediate factors that modulate the
relation between response and dependent variable. An example of a
confounder could be the general healthiness of the diet in a study
comparing the degree of organic food consumption with some out-
come. Confounders handled via model expansion (i.e. including the
confounder as independent variable in a linear model) rely on correct
representation of confounder-response association (linear, log, poly-
nomial, ordinal, categorical etc.). Furthermore, the response pattern
for the variable of interest should be homogeneous across the entire
confounder space. Imagine that we wish to estimate the impact of
broccoli intake in relation to the risk of strokes from an observational
cohort. Here, a natural confounder could be the general healthiness of
the diet such that healthy diet is strongly correlated with high intake
of broccoli. In this context a homogenous response pattern means,
that regardless of how healthy you are, the impact on risk of strokes
of broccoli intake is the same. This is referred to as exchangeabil-
ity. Exchangeability is the idea that for one factor the individuals can
exchange groups without changing the covariance in relation to the pa-
rameter of interest. In the present context it means that all the healthy
becomes unhealthy (exchange) and vice versa without changing the
correlation between intake of broccoli and healthiness. An obvious
demand is that intake of broccoli and healthiness are independent and
uncorrelated. Optimally the covariance structure is broken by an ex-
perimental design, from which answers concerning broccoli and strokes
can be drawn unambiguous in relation to healthiness [44, 43, 67]. If
these assumptions are violated the estimation of relevant effect size is
biased depending on the degree of confounding [98]. Sample stratifi-
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cation is a way to surpass these issues.

Stratification is the process of partitioning the distribution to get a
more homogeneous (sub-) sample. For example, patients for a clinical
trial have to meet certain criterions based on age, comorbidity, BMI
etc. This can be seen as a priory stratification. Another example
is gender stratification where e.g. cases are compared with controls
for males and females respectively. In the small example above it
means that risk of strokes are compared between high intake of broccoli
and low intake of broccoli only for subjects with the same level of
healthiness. Mathematically effect estimation by stratification can be
formulated as:

yi = βCxi + ei (2.6)

Where i = IC (the indicator for stratum C), yi is the response
variable, xi is the variable of interest and βC the corresponding effect
estimate. ei ∼ N (0, σ2

C)

Example: Stratification vs. model expansion

This example compares stratification with model
expansion for handling of confounder related variation.

Let x be the variable of interest and z be a con-
founder variable. The ”correlation” between the two
variables are between zero and one (0 < ρx,z < 1).The
response variable (y) is constructed such that it is re-
lated to z through a second order polynomial but not
related to x. Both x and z are truly continuous, but
due to practical circumstances measured as two level
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categorical variables. Formally data are constructed as
follows with 500 observations:

x ∼ U(0, 2)

e ∼ U(0, 2)

z = ρx + (1− ρ) · e

ey ∼ N (0, 1.52)

y = x · 0 + z2 · 3 + ey

The observations we actually see:

x∗ = dxe

z∗ = dze

Where d·e is the ceiling operator.

In Figure 2.3 are shown the effect estimate calcu-
lated using normal confounder adjustment (equation
2.7) and stratification based on the level of the
confounder (equation 2.8).

Linear model

yi = β0 + β1x
∗
i + β2z

∗
i + ei (2.7)

for i = 1, . . . , 500

Stratified models

yi = β0 + β1x
∗
i + ei (2.8)
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for i = I(z∗ = 1) respectively i = I(z∗ = 2)

β0, β1 and β2 are estimated by least squares
(min(‖e‖2

2)).

From Figure 2.3 it is registered that normal
confounder adjustment assuming exchangeability, i.e.
independence between confounder and variable of
interest, when this is not the case, bias the solution.
On the other hand when the assumption is valid the
estimates are less uncertain.
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Figure 2.3: Effect size estimation (mean ± std) based on confounder ad-
justment and confounder stratification (one for each strata) (number of
simulation = 100)

Here an example with a single confounder is presented. These ideas
can be extended to the multivariate confounder case using methods for
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clustering of samples in order to construct strata. An example where
these issues are relevant can be found in Paper IV (Case IV) [75],
where effect of organic food consumption is highly confounded with the
general healthiness of the diet. This complicates inference estimation
between degree of organic food consumption during pregnancy and
some relevant outcome e.g. development of childhood asthma for the
offspring.
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2.2 Variable selection

Variable selection has two main purposes. To improve predictive per-
formance and to enhance interpretability. All prediction models are
based on minimization of an error term and hence have a well de-
fined cost function. Improvement of performance is straightforward,
as model selection based on a valid error term (e.g. by cross- or test
set validation) will have enhanced performance. Interpretability on
the other hand do not have a well defined cost function and can not
be formalized as a pure mathematical optimization problem. There-
fore, caution must be taken when interpreting performance optimality
as causality.

Outlined, variable selection techniques like Forward Step wise Re-
gression, Lasso, iPLS, Genetic Algorithms etc. results in two groups:
Active and passive variables. The group of active variables consists of
variables related (directly or indirectly) to the outcome and variables
that by chance have spurious correlations with the outcome, either
alone or in combination with other active variables. The passive group
consists of variables irrelevant for prediction of the outcome and rel-
evant but redundant variables. Vaguely formalized the cost function,
with respect to interpretability, should result in only removal of the
irrelevant and spurious correlated variables.

With the change of oversimplification selection techniques can be
grossly divided into four categories:

Forward techniques which successively add variables that in-
crease the performance. These are for example: Forward Stepwise
Regression, iPLS (with forward selection), the different Lasso types
(see section 2.2), etc. Common for these techniques is, that redun-
dant information in the passive set will remain passive.
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Backward techniques. Based on a model using all variables, suc-
cessively elimination of single variables or variable groups are done as
long as performance increases. Examples of algorithms are: Backward
Elimination and iPLS (with backward elimination). These techniques
remove irrelevant variables but retain the spurious.

Model assessment. Based on a model using all variables, vari-
ables are excluded via assessment of model characteristics such as hard
thresholding of (small) regression coefficients, Variables Important for
Prediction (VIP), Selectivity Ratio (SR) etc. [2].

Model space search paths. Assessment of all combination of
variables (All Subsets) is practically impossible for more than app. 20
variables (220 > 106). Furthermore, exhaustive search strategies like
All Subsets suffer from increased selection bias (see section 4.3). Alter-
native methods searching the model space is e.g. Genetic Algorithms,
where parent models are mated producing children model. The parent
model performance is used as a prior probability of selection, such that
good models are up weighted and bad models are down weighted in
the breeding process through model generations. For further details
on genetic algorithms see Leardi and Gonzalez (1998) [60]. Forward
Selection and Backward Elimination are highly restricted search paths
and are hence a subcategory of model space search paths techniques.

For most of these generic methods, the ability to deselect irrelevant
and spurious variables while sustaining redundant information is sac-
rificed in the optimization process. From an algorithmic point of view
backward elimination techniques are the only techniques intrinsically
sustaining redundant information while excluding irrelevant variables.
None of the methods are capable of handling spuriously correlated
variables.
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A note on the Lasso

The Least Absolute Shrinkage and Selection Operator (Lasso) is a
biased regression method that embeds variable selection. Since it was
discovered in 1996 by R. Tibshirani it has received a lot of attention,
and might be one of the most influential statistical methods of the last
twenty years [92].

Lasso is a penalized regression operator [91] constraining the Or-
dinary Least Squares (OLS) solution. The OLS solution can be ex-
pressed as regression of y (n×1) on X (n×p) minimizing the squared
residuals:

β̂OLS = argminβ
n∑
i=1

(yi − β0 − 〈xiβ〉)2 (2.9)

This produces the unbiased solution. However future prediction
performance can be improved from a biased solution adding a penalty
to the minimization problem in equation 2.9 [54]. Examples of some
popular biased solutions are Ridge Regression (RR), Principal Com-
ponent Regression (PCR) and Partial Least Squares regression (PLS).
Ridge Regression puts a bound on the L2 norm of the regression coef-
ficients (‖β‖2

2 ≤ λ) [49], PCR truncates the rank of X to only include
the largest principal directions [39] and PLS reduces the dimension of
X using the basis estimated as eigenvectors to the matrix XTyyTX,
successively replacing y with the current residuals [19]. The Lasso
penalizes the L1 norm of the regression coefficients (‖β‖1

1 ≤ λ). For
feasible values of λ this penalty produces sparse solutions (i.e. a num-
ber of the regression coefficients are exactly zero) and hence embeds
variable selection [91]. Several variants of the Lasso are known/used.
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Lasso. The OLS solution is scale invariant, as variables with high
variance obtain correspondingly lower regression coefficients. Due to
the bound on the L1 norm of the regression coefficients, the Lasso is
scale variante, and under normal circumstances the dependent vari-
ables (columns of X) are hence scaled to equal variance.

Adaptive Lasso. In the normal formulation the predictors are
scaled to equal variance in order not to favor selection of variables
with high variance. The Adaptive Lasso puts prior emphasis on the
variables with high OLS regression coefficients through a priory scaling
of the predictors with

∣∣∣β̂OLS∣∣∣ followed by Lasso on the scaled predic-
tors [103].

Fused Lasso. The Fused Lasso utilizes any ordering of the vari-
ables, that is, if xi and xi+1 is related in e.g. time or as wavelength,
m/z ratios etc. Under such circumstances it might make sense to
bound βi − βi+1 (i = 1, . . . , p− 1). Bounding the L1 norm of the gra-
dient of β (∑p−1

1 |βi − βi+1|11 ≤ λ) is referred to as the Fused Lasso [93].

Group Lasso. The Lasso is unable to select two highly correlated
predictors which is known to be an advantage for e.g. spectral data.
The intuition is that, inclusion of two highly correlated variables have
a high price in terms two regression coefficients compared to just one.
The grouped Lasso combines the selection properties of the Lasso and
the shrinkage properties of RR and keeps or kills predefined groups of
variables in the estimation [62].

For estimation, the Least Angle Regression (LARS) algorithm effi-
ciently produce the entire solution from β̂Lasso = −→0 to β̂Lasso = β̂OLS

for Lasso and the Adaptive Lasso [29]. Cyclical coordinate descend
algorithms including a soft threshold operator can efficiently compute
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L1 penalized solutions for a grid of penalties and is hence a more gen-
eral approach for solving different Lasso type of problems [40].

Is the Lasso a forward- or a backward procedure?

In the estimation of solution path by LARS or coordinate descend,
the algorithms start at β̂Lasso = −→0 and then increase the penalty (λ),
which results in inclusion of more and more variables. From this per-
spective it can hence be seen as a forward procedure. Nevertheless
this is only due to computational circumstances. For n > p problems,
starting at the OLS solution (λ =

∥∥∥βOLS∥∥∥1

1
) followed by decrease of

the penalty, would produce the exact same solution path, as the Lasso
criterion is a convex optimization problem, which has an unique solu-
tion. Due to the similarities with Forward Stagewise Regression (see
Efron et al (2004) for details on this technique), and the fact that the
largest solution only contains r active parameters (r = rank(X)), the
Lasso is more similar to forward- than backward procedures [29].

Example: Variable selection techniques

This is example is included in order to compare
different variable selection techniques for linear models
with respect to performance and which variables that
are included for different models.

The setup is X (n× p) with n = 50 and p = 30 and
y (n× 1).

X ∼ Np(µ,Σ)
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y = Xβ + ey
Both µ and β are drawn from a Gaussian with mean

0 and variance 1 and diag(Σ) = 1, offdiag(Σ) = 0.3.
The error on the dependent variable (ey) is defined as:
ey ∼ N (0, 102)

Model search paths (a sequence of models ranging
from sparse models with few active variables to dense
models with all variables being active) are estimated
using five different techniques - Three MLR methods:
Forward Stepwise Regression, Backward Elimination
and All Subsets and two shrinkage methods: Lasso
and Adaptive Lasso.

The different models are evaluated with respect to
performance on a test set with 5000 samples (see Fig-
ure 2.4c). For comparison of search paths, the regres-
sion vectors are arranged in a three-way array with the
dimensions:

1. The five algorithms

2. The regression coefficients (β1, . . . , β30)

3. How many active variables (1, . . . , 30)

As some of the algorithms produce several models with
the same number of active variables, the following re-
striction is incorporated. For All Subsets, the best per-
forming solution with v active variables (v = 1, .., 30) is
chosen. For Lasso and Adaptive Lasso the shortest so-
lution (in terms of the L1 norm) with v active variables
(v = 1, .., 30) is chosen.



30 CHAPTER 2. BASIS TRUNCATION

This array is decomposed by Tucker3 [11] using cen-
tering in first and second mode and scaling in second
mode. The first mode components are plotted for
exploration of search path similarities (see Figure 2.4a).

Forward Stepwise Regression was programmed
using the Statistics ToolboxTM (v7.4) for
Matlabr(v7.11.0.584 R2010b). Backward Elimi-
nation was programmed using in house algorithm
for Matlabr. All Subsets Selection was estimated
using the R package leaps in R (v2.11.1). Lasso and
Adaptive Lasso were calculated using glmnet package
for Matlabr. Tucker3 decomposition was calculated
using the PLS toolbox (v6.0.1) for Matlabr.

The results indicate that the five methods can
be partitioned into two groups both depending on
predictive performance (see Figure 2.4c) and regres-
sion coefficient estimates (see Figure 2.4a). The
MLR group with least squares solution for the active
variables (Backward Elimination, All Subsets and
Forward Stepwise Regression) and the shrinkage
methods, with shrunken (compared to least squares)
estimates for the active variables (Adaptive Lasso and
Lasso). Obviously, the start and end of the solution
path are similar across all five methods. Investigation
of the first component in the third mode of the Tucker
model, related to how many variables that are in-
cluded, suggests that it is especially models with 15 to
25 active variables that are different between the two
groups (MLR vs. shrunken), where the MLR methods
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obtain larger regression coefficients (see Figure 4.2b).
The difference between the MLR models (Forward
Stepwise Regression vs. All Subsets and Backward
Elimination) seen in the second component (first
mode) is likewise mostly related to first component,
third mode. There do not seem to be a pattern
reflecting which regression coefficients (small or large)
that cause this difference (second mode of Tucker
model, results not shown).

From this it seems to make a difference which
variable selection strategy that is used. Although
different approaches produce models with equally
good predictive performance, the single regression
coefficient estimates and variables included, might
differ significantly.

Interpretability

Beyond predictive performance, enhancement of interpretability by
variable selection is partly related to the ability of the human brain
to grasp complex patterns. In this context variable selection serves as
a method to condensate the complexity into a few factors which the
human brain can grasp. Imagine for example that we wish to compare
the degree of physical activity with the change in a high number of
different pathways of the metabolism. An oracle tells us, that actually
everything is affected by change in the level of physical activity and
furthermore that the different pathways also affect each other. Some
of the pathways might only show small changes, whereas others show
high dependency but none of them are independent of change in level
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Figure 2.4: Results from comparison of different variable selection tech-
niques. (a) and (b) First- and third mode scatter plot of Tucker3 de-
composition of regression coefficients from; Forward Stepwise Regression
(FSR), Backward Elimination (BE), All Subsets (Allsub), Adaptive Lasso
(AdaLasso) and Lasso. (c) Test set performance versus number of active
variables for different variable selection techniques; Forward stepwise re-
gression, Backward elimination, All subsets, Lasso and Adaptive lasso.
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of physical activity. If the entire system is analyzed in accordance
with the oracle knowledge, the inference might be extremely hard to
interpret. In order to reduce the complexity and focus only on the
pathways that are highly affected, a model with variable selection
can be used. This reductionist process is not necessarily to get a more
correct model of the system but merely a way to surpass the deficiency
of cognitive capacity1.

1Cognitive capacity is the total amount of information the brain is capable of retaining
at any particular moment.
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2.3 Derived responses

In latent component models like PCA and PLS the idea of compress-
ing the n by p matrix into a few components (k << min(n, p)) can
be seen as a way to surpass mathematical problems in fitting a re-
gression vector and is in this perspective a similar approach as other
multivariate regression techniques such as Ridge Regression (RR) [49].
From a predictive point of view, RR and regression through principal
components (Principal Component Regression (PCR)) are fairly simi-
lar. Where RR shrinks all the eigenvalues with a constant term, which
have highest impact for low variance (eigenvalue) components, PCR
deselects these components. This results in fairly similar models in
terms of predictability [39]. Boulesteix and Strimmer (2006) discuss
the advantages of PLS modeling in a genomic setting, with respect to
statistical efficiency, diversity of applications (survival, classification
etc.), computational cost etc. [9]. Beyond these advantages latent
component models have the components as additional features. In
most medical research the aim is firstly to obtain higher degree of
knowledge and secondly to build models with good predictive perfor-
mance.

Interpretation of single components or combinations of compo-
nents, through graphical visualization may lead to simple and mean-
ingful patterns. Eriksson et al (2006) use PLS to analyze Quantita-
tive Structure Activity Relationship (QSAR) from which the derived
latent variables could be interpreted as fundamental chemical charac-
teristics as lipophilicity, polarity etc. [33]. In the work of Rasmussen
et al (2012) (Paper II) PLS is equally used for estimation of mainte-
nance dose of vitamin K antagonists (VKA) for treatment of patients
at risk for arterial or venous thrombosis. The predictors consisted
of selected relevant genetic polymorphisms and measures of lifestyle,
health status and diet. Compression of data into components revealed
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patterns describing the relation between health related behavior and
diet. Interpretation of these patterns leads to a biological intuitive
understanding of the interplay between the factors relevant for esti-
mation of the maintenance dose of VKA [78]. Rasmussen et al (2010)
(Paper I) and Carson et al (2012) (Paper VI) present work where
PCA has been used to derive interpretable and medically meaningful
components, which in addition are less uncertain than the individual
variables [77, 15].
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2.4 Power enhancement

Statistical power refers to the probability of finding a difference (re-
jecting the null hypothesis) given that there is a difference. Statistical
power is hence directly related to effect size, residual variance and
number of test samples. Increasing the number of hypothesis tests
in a single trial, increases the probability of rejecting a true null hy-
pothesis at a given significance level by chance. As a consequence the
significance level for rejection is lowered with resulting loss of power.
Prosaically speaking, testing costs. Hence, as the number of vari-
ables/tests conducted increase, the power decrease.

Consider X being a matrix of p variables and n samples. Of in-
terest is, which variables that can be considered significantly differ-
ent for some covariate. The setup is hence the same as for multiple
testing (see section 3.1). From these methods (False Discovery Rate
(FDR) control and Family Wise Error Rate (FWER) control), it is
evident that p (the number of variables) has impact on the significance
level used for splitting the variables into nulls and non nulls. These
methods are subjected to the assumption of independence between
variables. In several applications this is seldom the case. E.g. for
spectroscopic data this is never the case, as several variables reflects
signal from the same analyte, why the relevant rank (r) is (almost)
always less than the number of variables (r < p). Even for biological
data, different chemical compounds are connected through pathways
such as the immune response system or certain metabolic pathways.
It is evident, that different phenomena reflected by the system are a
combination of different variables. The relevant rank for such a system
might be just as high as the number of variables, but is not uncovered
by independent univariate tests across the p variables.

Control of the type I error, assuming independence between vari-
ables, results in too conservative error rates, when data are dependent.
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To circumvent this problem, we have considered two different strate-
gies. One, which enhances the standardized effect size through error
reduction by derived components and one, which aims at the relevant
rank, i.e. the number of tests conducted.

Standardized effect size enhancement

Let x1, . . . , xn and y1, . . . , yn be two connected effect responses mea-
sured across n individuals. For computational ease let them both be
Gaussian with the same variance (σ2) and with a correlation of ρ. Of
interest is the population effect estimate (µx and µy) and especially
if these can be rejected to be equal to zero. The test power is here
related to σ, or its estimate (σ̂), estimated effect size (µ̂x and µ̂y) and
the number of samples n. The scalars of interest are:

µ̂x
σ̂
√
n

and µ̂y
σ̂
√
n

Lets assume that x and y are reflecting to some extend the same
condition, e.g. different biomarkers related to the same pathway. From
this perspective it makes sense to construct a single derived response
(z) based on both x and y from a linear combination/weighted average
of the two. Let

zi = αxi + (1− α)yi
where 0 < α < 1.

From calculus z1, . . . , zn is normal distributed with mean:

µz = αµx + (1− α)µy
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and variance

σ2
z = α2σ2 + (1− α)2σ2 + 2α(1− α)σ2ρ

= σ2(1 + 2(1− ρ)(α2 − α))
≤ σ2.

As µz is between µx and µy the expectation of the test measure
E
(

µ̂z

σ̂z
√
n

)
will be more powerful than at least one of the test measure

for x or y [45].
In addition to a more powerful test, the number of tests conducted

is reduced (from two to one) leading to more power due to issues
related to multiple testing [21].

The derived measure (z) is here set by a defined combination of x
and y. If the derived measure for example is based on results from a
principal component analysis via scores, the same arguments are valid.

Example: Power of components

A small simulation study on a Gaussian mixture with 2
to 1000 variables is setup to investigate the association
between correlation (ρx1x2) and test power (µ̂/σ̂µ̂). The
setup is a paired test and the data are constructed as
follows:

X0 ∼ Np(µ0,Σ) +Np(0, I)

X1 ∼ Np(µ1,Σ) +Np(0, I)

where µ0 = −→0 , µ1 = −→0.5, diag(Σ) = 1 and
offdiag(Σ) = ρ.
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Univariate test is a paired t-test.

Multivariate decomposition via SVD[
X0
X1

]
= 1 · xT +

[
U0
U1

]
DVT

Where x is the mean of
[

X0
X1

]
, D is diagonal, V is the

right eigenvectors and
[

U0
U1

]
is the left eigenvectors.

The first component, i.e. the first coloum of U0
and U1 is used as single variable entries in a paired
t-test. The results are shown in Figure 2.5. These
results confirm that principal components effectively
reduce uncertainty and enhance test power compared
to single variables especially when the data covaries.

Paper I (Case I) examines safety biomarker profiles from a clinical
phase I study via principal component analysis. Here, five biomarkers
related to liver toxicity clearly exhibit similar patterns [77]. Paper V
examine levels of 18 different cytokines and chemomkines in neonates.
Grossly these 18 different biomarkers exhibit the same pattern, and
are hence sufficiently described by a few principal components [37].

Power through effective rank

In multiple testing (see chapter 3.1) the aim is to control the type I er-
ror, i.e. the number of false rejections. Under assumptions concerning
(in-)dependency etc. analytical methods can be derived for estima-
tion of the relevant threshold [7]. In the work by Laursen et al (2011)
(Paper IX) on multivariate statistical process control (MSPC), we use
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Figure 2.5: Test of difference, based on raw data or on first component from
SVD with 2, 5, 20 and 100 variables. Covariance matrix is 1 in diagonal
and ρx1x2 outside diagonal. Number of simulations = 1000

a data driven bootstrap procedure to estimate an entire distribution
of statistical control charts at different threshold limits [24]. Exami-
nation of these distribution on independent null samples reveals a dis-
tribution of false discovery frequencies in relation to threshold limits.
Recursively the threshold bound can be estimated. In this application
the data driven procedure produces less conservative thresholds, com-
pared to the analytical derived (assuming independence), and high-
lights that the rank of the system is less than the number of variables
measured.

The two approaches (Standardized effect size enhancement and
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Power through effective rank) use the covariance structure to effec-
tively increase the power and hence decrease the error rate.





Chapter 3

Uncertainty estimation

Models preferably should be accommodated with some sort of relevant
uncertainty estimate. That could e.g. be a hypothesis test probability
of some relevant hypothesis or a confidence interval for the accuracy of
the estimate. Uncertainty estimation in most of the work conducted
for this thesis relies on widely accepted uncertainty estimation tech-
niques like e.g. cross validation for component selection, analytical
methods for test probability and confidence intervals or permutation
testing for test probabilities where there is no simple analytical ex-
pression for such. In the work by Laursen et al (2011a, 2011b) (Paper
VIII and IX) and Kjeldahl et al (2011) (Paper VII) we use a multiple
testing framework for uncertainty estimation [59, 58]. As this is quite
novel in the scientific field of chemometrics, this section solely focuses
on the methodology of type I error control in case of multiple testing.

43
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3.1 Multiple testing

In the beginning of the 20th century, agriculture experimentation led
Fisher to develop analysis of variance for testing of single response
association with design factors [35]. High throughput techniques like
microarrays today produce numerous (often > 104) responses simulta-
neously. This data structure is far from optimally suited for classical
frequentist theory, as developed by Neyman, Pearson and Fisher [28].
This fact has in parallel emerged a statistical discipline for testing of
multiple hypothesis simultaneously.

Let X (n× p) be a matrix of p variables and n samples. Of inter-
est is which variables can be considered significantly different for some
covariate (y). A normal approach is to produce a statistic for each of
the p variables. Depending on the nature of the covariate (categorical,
e.g. treatment and control or numerical) and the distribution of the
p variables, of the shelf methods like unpaired t-tests, regression with
the possibility of including covariates or similar test for the non para-
metric cases can be used to produce one statistic (z) for each of the p
variables (z1, . . . , zp). The variables, obtaining the largest statistic in
terms of distance to the null hypothesis, are considered the most in-
teresting. The end goal is to split the p variables into a significant part
and a non significant part solely based on zi (i = 1, . . . , p). This split
can be done controlling different error rates. The two most common
types are control of the False Discovery Rate (FDR), where the rate
of wrong rejections is controlled, or Family Wise Error Rate (FWER)
control, where the possibility of at least one wrong rejection is con-
trolled.
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Control of type I error

Let (p1, . . . , pp) reflect null hypothesis test probabilities for the p vari-
ables and let zi = Φ−1(pi) be the corresponding z value (Φ(·) is the
Gaussian operator with mean 0 and variance 1). The largest z′is (posi-
tive and negative) are reflecting the most interesting variables, whereas
z′is close to 0 do not show deviation from the null hypothesis.

Family Wise Error Rate

For ease, let z1, . . . , zk, zk+1, . . . , zp and p1, . . . , pk, pk+1, . . . , pp be or-
dered such that z1 and p1 reflect the most significant- and zp and
pp reflect the least significant variable. zk, pk and zk+1, pk+1 reflect
the statistics for the smallest significant and the largest non signifi-
cant variable respectively. Olive Jean Dunn developed the well known
Bonferoni method for controlling the FWER [22]:

FWER = P (X ≤ 0)

Here, X is the number of falsely rejected hypothesis. This leads to
rejecting all the hypothesis for which pi ≤ α/p, where FWER ≤ α.

The Bonferoni correction is conservative, where the trade off be-
tween type I and type II error is in favor of type I, as the number of
falsely accepted hypothesis is high. This is especially relevant when
the number of tests is high, and is primary due to the prior assumption
of all hypothesis being null and independent [6, 88].
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False Discovery Rate

An alternative to FWER control is control of the false discovery rate
(FDR). FDR is defined as:

FDR = E(X)/nrej

where X is the number of falsely rejected hypothesis and nrej is the
number of rejected hypothesis.

A number of methods calculate the FDR, especially Benjamini and
Hochbergs method is widely used [6]. This might be due to the simple
analytical form. Let p1 < p2 < . . . < pp be ordered null hypothesis
test statistics: Let q be a fixed FDR and N the number of tests. Then
find the largest i for which:

pi ≤ i/Nq

Among others Efron (2004) [26] and Storey (2002) [88] have derived
methods for calculating the FDR, assuming that the p test statistics
(z1, . . . , zp) come from a mixture density:

F (z) = π0F0(z) + π1F1(z)

where π0 and F0(·) refer to the proportion of true null hypothesis
and its cumulative distribution respectively. π1 and F1(·) are the
corresponding for the true non null hypothesis. For further details
see [26, 88]. Laursen et al (2011a, 2011b) (Paper VIII and IX) and
Kjeldahl et al (2011) (Paper VII) incorporate this methodology for
inference estimation in cases of multiple testing [59, 58].
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3.2 Multiple testing vs. multivariate models

Let X (n× p) be a matrix of p variables and n samples and y (n× 1)
be a response. Of interest is:

• Is there information in X which is relevant for y?

• Which of the p variables can be considered significant?

Two approaches revealing this association are considered:

1. p univariate test.

2. One multivariate model which include variable selection.

Do these two approaches produce similar results in terms of in-
teresting variables? In order to answer this question an example is
conducted on real microarray data for investigation of inflammatory
diseases (Case III).

Example: Multiple testing vs. Multivariate
model

This example is included to compare the set of selected
variables based on either multivariate modeling or
multiple testing methodology.

Two datasets with microarray samples from white
blood cells from patients suffering from the inflamma-
tory diseases systemic lupus erythematosus (SLE) (#48
case #21 control) and rheumatoid arthritis (RA) (#34
case #21 control) are used. The data have 37202 and



48 CHAPTER 3. UNCERTAINTY ESTIMATION

17491 variables respectively.

Univariate model

p two sided t-test were conducted. The probability
under the null hypothesis of no difference was used for
sorting the p variables.

Multivariate model

A logistic regression penalized by elastic net. Elas-
tic net is a combination of two penalties on the
regression coefficients: A ridge penalty bounding
the L2 norm of the β which handles problems due
to colinearity and a Lasso penalty bounding the L1
norm of β for variable selection (see section 2.2)
[104]. In this example the balance between the two
penalties was set to 1:9 (L1:L2), as colinearity, due
to the #variable/#sample ratio, dominates these data.

Figure 3.1 shows the relative overlap between the
two methods (in terms of variables selected) as a func-
tion of how many variables that are included. Let Smulti
and Suni denote the set of included variables for the
multivariate and univariate model respectively. Let |S|
be the number of active variables for S. The relative
overlap RO is defined as:

RO = |(Smulti ∩ Suni)|
min(|Smulti| , |Suni|)

Comparing the selection path for the two methods,
it is obvious and beyond any doubt that these are not
independent. Nevertheless, for models including more
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than 30-50 variables, the search path deviates and
hence produces different results. The model spaces
highlighted here correspond to non overfitted models
(tested by 10 fold cross validation for the multivariate
case) and FDR < 10−8 (SLE) and FDR < 10−6 (RA)
(tested by Benjamini and Hochbergs method [6]).
Elastic net was computed using glmnet package for
Matlabr.
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Figure 3.1: Comparison of two strategies for selecting important variables;
A univariate (t-test) and a multivariate (elastic net). The proportion of
common variables (RO) by the two strategies is reflected by the color. (a)
corresponds to microarrays comparing cases of systemic lupus erythemato-
sus with healthy controls. (b) corresponds to microarrays comparing cases
of rheumatoid arthritis with healthy controls.





Chapter 4

Interpretation

After modeling and uncertainty estimation, the results are interpreted
in terms of scientific findings. This task relies on understanding the
model restrictions and assumption limitations. Hence, this process
can be a cradle for introduction of biases.

Interpretation of results is a task that can be supported by proper
representation of results, e.g. through visualization.

This chapter is constructed with a discussion on pit-falls in inter-
pretation of single estimates from a multivariate model. Following
this, a section discussing data visualization is presented. The chap-
ter is closed with discussion of possible biases induced throughout the
scientific process.

51
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4.1 Interpretation of regression coefficients

Multivariate models with several independent variables (X) for esti-
mation of a single response (y) are often used for estimation of in-
ference between single independent variables and response simply by
evaluation of the corresponding regression coefficient. This effect is
formulated as the marginal effect (on the response), and relies on the
assumption, that the independent variables are independent.

Brown and Green (2009) investigated stability of regression coef-
ficients from multivariate PLS models with dependent (X) variables.
Their results indicate that regression vector estimates based on con-
secutive draws from the same population diverge both in magnitude
and sign, while having fairly similar predictive performance [13]. It
is hence the minimization problem that becomes constant, but not
necessarily the regression vector estimates. That means that all the
models work equally well, but interpretation of the different regression
vectors leads, wrongly, to different conclusions. The study of Brown
and Green (2009) simulates a fairly simple system, like vibrational
spectroscopy where the signal (X) is indeed a sum of the pure signals.
Even under such idealized conditions regression vector interpretation
is shown problematic [13].

In cases where a linear model is known to be a simplistic model
of the truth, where e.g. interactions and non measurable quantities
are omitted from the model, these issues might be even more limiting
with respect to single variable interpretation.

In the work by Rasmussen et al (2012) (Paper II) [78] the aim is
to explore the relation between health related behavior with partic-
ular emphasis on diet and genotypes for determination of vitamin K
antagonist (VKA) treatment. Especially the relation between intake
of vitamin K from the diet and the dose of VKA is of interest. Here
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the regression coefficient (the marginal effect) for dietary vitamin K
intake from a joint model is negative, which is intuitively non-sense
from a cause and effect point of view. Nevertheless it can be shown
that dietary vitamin K intake is related to physical activity and body
weight. This explains the observed results, where low intake of vita-
min K is connected to higher body weight. Also it highlights that it is
impossible to make marginal conclusions from multi factorial studies
based on observational data, and that truncation of results into one
dimension (a regression vector, a single OPLS component, etc.) can be
hazardous in terms of interpretability when crucial data assumptions
concerning independence are violated [31, 32].
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4.2 Complexity understanding - Exploration and
visualization

The discipline of proper examination of data, in order to understand
behavior between response-, design- and covariate variables, distribu-
tion of samples and samples with outlying behavior, is a process which
goes ahead of modeling and parameter estimation. This task is often
suppressed in reporting of results and might be considered as low-fi
science, but is nevertheless crucial, as model choices depend on this.
Dealing with few variables, this task can be conducted, using simple
graphical techniques as scatter- and line plots with color/marker labels
according to categorical variables [48]. In modern science, the num-
ber of variables measured can be extremely high, which complicates
usage of simple scatter plots for data investigation. E.g. microarrays,
reflecting the transcriptional level of genes, often come in vectors of
10000− 50000 numbers per sample. Scatter plots of all combinations
exceeds 107 and are therefore not a manageable option. Furthermore,
subsequent to modeling the number of parameter estimates from such
studies can be > 100.

This obviously demands techniques that can enhance the inter-
pretability. Visualization of empirical data has been used for at least
200 years, mostly in forms of graphs and spatial representation of infor-
mation [99, 10]. Information visualization techniques within computer
science is a growing field, where the subfield concerned with empirical
data has publications tracking back to the early 1960’s. Especially the
work by J. Tukey, The Future of Data analysis (1962) and Exploratory
data analysis (1977), has had major impact [95, 96]. In the exploratory
data analysis, visualization is one, but likely the most powerful, tech-
nique, and whole journals are devoted to the subject of visualization
(e.g. Information visualization - from 2002). Data graphics as a sci-
entific discipline is thoughtfully reviewed and further developed by E.
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R. Tufte, a statistician devoted to proper presentation of data. One
contribution by Tufte is a list of principles for graphical excellence
(see box below) [94]. Among a variety of concepts, Tufte talks about
Data Ink Ratio which derive from splitting graphics into data ink -
the graphical part with information and non data ink - a disturbing
part which should be minimized. In Figure 4.1 an example of two
presentations of the same data is given. One with high data ink ratio
and one with low data ink ratio [94].

In Figure 4.1 A) non data ink is used for a large number of axis
labels, grid borders etc. In B) the data markers have appropriate size,
tick marks are used for highlighting of the data range and there is no
disturbing grid.

Data mining techniques, such as PCA and PLS in combination
with graphics, offer a window into data as a starting point in the data
analytical process, guiding sample characterization and model selec-
tion. In chemometrics, visualization of estimated components by sim-
ple scatter plots, e.g. score plot for sample distribution and loading
plot for covariance structure between variables, is the most funda-
mental visualization technique. From a chemical, biological or phar-
maceutical point of view these graphics reveal intuitive valid patterns
and highlights novel connections. From a strictly mathematical point
of view, 2d score- and loading plots are information truncation only
highlighting the variation accounted for by the components, which is
seldom 100%, while the undescribed part often is a combination of
systematic variation (true rank > 2) and a random noise part. Hence,
conclusion based on such graphics can correctly be argued as incom-
plete, with a demand of total systematic variation exploration, e.g.
by exploration of higher components, but incorrectly be accused for
data stretching and overfitting as component models should be prop-
erly validated like every other data derived statistics such as mean
differences, odds ratios etc.
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Figure 4.1: Two representation of the same data. a) Low data ink ratio. b)
High data ink ratio

Figure 4.2 shows three exactly similar loading plots based on the
work in Rasmussen et al (2010) (Paper I). Only 30% of the total vari-
ation is described. So, are these results of any significance? In Figure
4.2 A, the different variables are denoted by numbers, which, from a
purely mathematical point of view, is sufficient. It can be concluded
that e.g. variable 1 and 41 have a correlation coefficient at r2 ∼ 0.3
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(r2 = cos(α) · EV , where α is the angle between the two vectors,
and EV is the variance explained by the two components). This is
not much, and arguably close to random. The data originate from a
clinical trial with variables being efficacy and safety biomarkers, so in
order to biologically utilize the results, some labeling can be consid-
ered (see Figure 4.2 B). Prior mechanistic understanding of the system
suggests that sCD25, a surrogate marker for the drug activity and C
reactive protein, an acute inflammatory precursor, should exhibit simi-
lar patterns. This is in accordance with the results, as these are closely
positioned in the loading plot. Sub grouping of the biomarkers based
on medical knowledge further reveals an ordered clustering pattern,
where immune activation biomarkers cluster opposite to biomarkers
for white blood cells and electrolytes etc. (see Figure 4.2 C). This
simple incorporation of prior knowledge on the graphical presentation
strengthens the interpretability and helps the biological validation of
the results.

In connection to Tufte’s principle of graphical excellence (see box
below) and as an extension, this loading plot (and score plot); handles
large data sets, presents many numbers in small space, encourages the
eye to compare different pieces of data etc. Tufte discusses the issue of
graphical redundancy as e.g. presenting a bar plot with legends corre-
sponding to the height of the bars. In PCA mathematical redundancy
between variables is handled by low rank representation of data. Ar-
guably this lowers the number of plots needed, and hence improves
the clarity.
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Tufte’s principle of graphical excellence

• show the data

• induce the viewer to think about the substance
rather than about methodology, graphic design,
the technology of graphic production, or some-
thing else

• avoid distorting what the data have to say

• present many numbers in small space

• make large data sets coherent

• encourage the eye to compare different pieces of
data

• reveal the data at several levels of detail, from a
broad overview to the fine structure

• serve a reasonably clear purpose: description, ex-
ploration, tabulation, or decoration

• be closely integrated with the statistical and ver-
bal descriptions of a data set.

[94]

Case II concerning disease understanding and progression are treated
in Paper II, Paper III, Paper VI and Paper X [78, 82, 15]. In these
papers loading plots from PLS and PCA models are used for visual-
ization of the covariance structure between variables of different na-
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ture (biomarkers, genetic polymorphism, physical activity, food intake
etc.). Indeed this leads to intuitive biological patterns that easily com-
municate a rather complex story.
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Figure 4.2: Three similar loading plot with different labeling (Loading plot
A: Numbers, Loading plot B and C: Variable names), and coloring (Loading
plot A and B: No coloring, Loading plot C: Colored according to variable
subgroups).
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4.3 Bias

Bias is the systematic deviation from the true distribution parame-
ter. Several sources of bias exist originating from different stages of
the scientific procedure; formulation of questions, experimental de-
sign, collection of data, analysis of data, selection of selling points,
submission and publication.

An objective and rigorous approach throughout the scientific pro-
cedure is the upfront stated methodology. Nevertheless, when finan-
cial or personal career issues are involved, some stretching of data is
observed. It is a documented fact, that numerous high impact discov-
eries are proven misleading in terms of effect size [51]. Winner’s curse,
where the low lying fruits are selected, is a well known source of bias in
case of large number of simultaneous hypothesis tests (see section 3.1),
and is therefore bias related to the formulation and analysis of mul-
tiple questions. Especially in genome wide studies this is an obstacle
in estimation of the effect size [65], but this problem is also significant
within other fields as e.g. metabolomics [12]. The problem is, that
the significant variables are selected based on a large observed effect
size, which is partly due to a true association and partly by chance. In
the below example Winners curse, the relation between the number of
tests conducted (number of variables) and the difference between the
observed and the true effect size for the most significant hypothesis, is
shown for a simulation study.

Example: Winners curse

This example is included to show the bias that occurs
when multiple hypothesis is tested simultaneously.
The setup is p null hypothesis tested with unpaired t-
tests from independent data X0(n× p) and X1(n× p).
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X0 ∼ Np(µ0, I)

X1 ∼ Np(µ1, I)

where µ0 = −→0 and µ1 = [0, 1
p− 1 , . . . ,

p− 1
p− 1]︸ ︷︷ ︸

p

with the t-test statistics:

ti = x̄1i − x̄0i

spooledi

√
2
n

where

s2
pooledi

= 2n
n− 2

(
n∑
1

(x0ij − x̄0i)2 +
n∑
1

(x1ij − x̄1i)2
)

for i = 1, . . . , p

The largest absolute value of ti is considered the
most interesting. In Figure 4.3, the true effect size
(µ1 − µ0) is compared with the observed effect size
(x̄1 − x̄0) for this element.

In this simulation n = 30 and p =
(2, 10, 40, 100, 400, 103, 4 · 103, 105). 1000 simula-
tions were conducted for each combination.

The presence of selection bias due to multiple testing is obvious
and transparent as highlighted by this small example (see Figure 4.3),
and different mathematical methods for unbiased effect size estima-
tion in such situations have been developed [102, 90]. Bias due to
the inflation of human obsession of success is more of a delicate mat-
ter. Scientific work is, like everything else, based on optimization of
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Figure 4.3: Bias (mean±std) for most significant variable as function of
number of tests (number of simulations = 1000)

some cost function. This cost function could be, for example: Num-
ber of publications, number of publications in high impact journals,
personal h-index, high academic positions, working with nice people,
good student evaluations and so forth. In breeding of e.g. animals,
it is known that optimizing certain criteria will consequently decrease
performance for other criteria. Realizing this fact, in the frame of
scientific work, seeds for bias.

Publication bias

Publication bias is heavily reviewed by J.P.A. Ioannidis [53, 52, 57].
Ioannidis (2005) [51] shows that 31% (14/45) of highly cited results (>
1000) presented in the major clinical journals (New England Journal of
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Medicine, JAMA and Lancet) are concluded to reflect too optimistic
effect size estimates. Dickersin et al (1987) and Dwan et al (2008)
[20, 23] have investigated publication bias within clinical trials. Their
findings show higher degree of negative studies among unpublished
results, compared to published. The cause is primary identified as
an author responsibility, as studies investigating review bias propose
no difference between journals willingness to publish negative results
compared to positive results [72].

Question bias

Question bias relates to the initial stage of the scientific process, where
relevant questions are raised followed by design of an experiment that
is powered to answer these questions. From a commercial or personal
point of view, questions can be split into three types;

1. Need to know.

2. Nice to know.

3. Don’t need to know.

The first category includes safety evaluation in a clinical trial,
where registration of phenotypic characteristics as nausea, vomiting,
head ache etc. and dichotomous registration of safety biomarkers ac-
cording to reference interval reflecting normal-/non range in a purely
descriptive fashion are used for addressing questions related to safety
issues and site effects. An example of such is given in [18].

The second category could in a clinical trial setting comprise effi-
cacy and related beneficial effects of treatment, and is addressed with
relevant statistics based on pre clinical discoveries.

In the last category, ”Don’t need to know”, it is my personal experi-
ence, from work within clinical drug development, that e.g. systematic
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response patterns of safety biomarkers are positioned. It is less com-
mercially severe to report a drug having sporadic safety signals, than
a systematic pattern, even though biochemical knowledge can support
such findings. This is not deliberately withholding of information, but
more likely conscious lack of eagerness to pursue such questions in con-
nection with excuses as statistically underpowered data. From a pure
data analytical point of view there is no difference between surrogate
markers for safety and efficacy. Efficacy on the other hand is in the
category of ”nice to know”, and great effort is put into pursuing bio-
logical mechanisms. For an example see e.g. Elishmereni et al (2011)
[30]. In any case, both areas can rightly be accused of question and
publication bias.





Chapter 5

Discussion

The presented methods in this thesis are only a subset of what is
available for proper analysis of data. What is presented, is what relates
to (some of) the work I have been doing for this thesis. The discussion
will focus on issues related to choice of methods and the probability
of success given the data and the questions.

5.1 Selecting the model search path

The data analytical approach in divergent scientific areas is differ-
ent, and depending on who a given data set with given questions is
presented for, different techniques are applied. This data analytical
discrepancy is related to educational background, geographic regions
and tools made available within software. For example statistical data
analysis within clinical drug development is often conducted in SAS R©.
For advanced analysis, combining several standard tools, this platform
requires highly specialized users. Furthermore, the graphical presenta-
tion of results in SAS R© fails in terms of Tufte’s principles of graphical
excellence (see section 4.2). There is no golden standard of which
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tools or methods to use, unless defined by an oracle such as regulatory
authorities, and different approaches might reveal different interesting
trends or obstacles to be handled in data, due to the different nature
of the tools. Bayesian statistics, an area of statistics roughly speak-
ing opposite to frequentist statistics, uses prior knowledge concerning
parameters of interest, in data based estimation. The philosophy of
Bayesian statistics is, that any additional valid knowledge concern-
ing the system will improve the estimation. The different methods
presented here are just a minor subset of methods capable of han-
dling the same kind of data structures, and the choice of method will
eventually inflate the results. Based on the questions asked and the
prior knowledge concerning the system, selection of an appropriate
algorithm will enhance the probability of success, just as prior distri-
butional knowledge will improve results [85, 54, 27, 25]. In order to
exemplify the difference between solutions from different algorithms,
linear regression techniques are explored.

Example: Model search path

In order to compare how the choice of model/algortihm
inflate the subsequent results, six different model
search path algorithms (PLS, Ridge Regression, Lasso,
Adaptive Lasso, Elastic net and Forward Stepwise Re-
gression) are compared on the same data. The aim is
to explore method similarities in terms of regression
vector estimates.
The setup is:

X = X∗ + E

X∗ ∼ Np(0,Σ)
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E ∼ Np(0, Iε2
X)

y = X∗β + ey
ey ∼ N (0, ε2

y)

where the covariance matrix of X, Σ has 1’s in the
main diagonal and 0.3 everywhere else. The regression
coefficients β are drawn from a gaussian with zero
mean and variance one. The noise parameters are:
εX = 1 and εy = 5 which correspond to a signal to
noise ratio of SNy = 0.7 and SNX = 1.1. The number
of samples and parameters are n = 30 and p = 40.
Data is centered.

The aim is to estimate b from:

y = Xb + e

The methods are described in section 2.2 (Ridge
Regression, Lasso, Adaptive Lasso and Forward Step-
wise Regression). The Elastic net penalty is split 1:9
between L1 and L2. For details on Elastic net see Zou
and Hastie (2005) [104]. For details on PLS see de Jong
(1993) [19].

Each method produces a model search path (a
sequence of regression vectors (b̂)) ranging from a
highly penalized models (one component PLS, high
penalty on the norm of the regression vectors for
Ridge Regression, Lasso, Adaptive Lasso and Elastic
net, and one variable selected for Forward Stepwise
Regression) to close to unconstrained models (full rank
PLS, non active bounds on the regression vector norm
and OLS solution for Forward Stepwise Regression).
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The model search paths are arranged in a matrix as
stacked regression vectors, and analyzed by PCA.

In Figure 5.1, the score plots for the first three com-
ponents are shown. The first component in general de-
scribes how much the X data is used, i.e. a measure
of degrees of freedom. This variation between different
solutions is therefor trivial. Forward Stepwise Regres-
sion and to some extend the Adaptive Lasso obtain
results quite different from the other models. In PC3
difference between the Lasso and the group consisting
of PLS, Ridge Regression and Elastic net, is registered.
PLS and Ridge Regression obtain comparable solutions
in accordance with [39].

The example highlights the differences between methods for esti-
mation of a regression vector. A comparison with methods beyond
linear regression, such as regression trees, neural networks, support
vector machines etc. might reveal even higher discrepancy between
results. Hence, some thoughts concerning the choice of algorithm in re-
lation to variable selection, shrinkage of coefficients, underlying latent
structure, normality, non-linearity etc. based on system knowledge,
and to some extend a justification of these choices seem appropriate
in order to fully utilize the data. Stepping even further back in the
scientific process, system knowledge can help selecting the operational
level.
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5.2 Selecting the operational level

In 2001, the human genome was fully sequenced [97], which prospec-
tively raised the possibility of uncovering relation between genetics
and health. This led to high expectations in terms of development of
better drugs for the benefit of the entire humanity. Evaluation of the
achievements so far leads to the conclusion that there is still a large
degree of unexplained variation, and a shift in the drug development
paradigm is delayed [38]. The work of Kjeldahl et al (2011) (Paper
VII) represents an example of how difficult it is to compare genetics
with environmental factors from an uncontrolled observational cohort.
The aim of the work was to investigate the relation between plasma
profiles and a selected single nucleotides polymorphism (SNP), known
to be related to obesity. The response variable is a SNP (rs9939609)
that is related to genetics and is therefor constant throughout life. On
the other hand the markers in plasma indicate a snap shot of the dy-
namic metabolism, which reflects a number of variation sources such
as gender and age, but also environmental variables related to eating
habits, physical activity etc. Hence, it is evident that there is a long
distance, in terms of a chain of cause and effects, between the response
variable and the predictors. Elaborating on the genetic part, it is the
level of gene expression, in terms of translation to RNA and further to
specific proteins/enzymes, that is likely to cause a change in plasma
profiles. Hence, the higher the degree of people with non active genes,
the more the effect size difference (between different genotypes) is
shrunken. Likewise quantifying plasma profiles by 1H-NMR have lim-
itations in terms of sensitivity of low concentration compounds and
signal suppression for certain molecules. Furthermore, the profiles are
inflated by a number of quantifiable (e.g. gender, age, etc.) and in-
quantifiable (e.g. diet prior to sampling) factors. These factors in
combination reduce the power of such data. One way to surpass the
issue of power is to include a higher number of samples. This, however,
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only guarantees validity under the assumption of independence, which
is highly unlikely as environmental- and genetic factors are connected.

In order to increase the probability of success there is a need for
incorporation of detailed system knowledge in planning, collection and
evaluation of the data.
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Figure 5.1: Score plot of model search paths for six models: PLS, Ridge
Regression, Lasso, Adaptive Lasso, Elastic net and Forward Stepwise Re-
gression. (a) PC1/PC2 for all six search paths, (b) PC1/PC2 for five search
paths (Forward Stepwise Regression removed), (c) as (b) for PC2/PC3.





Chapter 6

Perspectives in Drug
development

In 2004, the US Food and Drug Administration (FDA) announced a
paper ”Innovation or Stagnation: Challenge and Opportunity on the
Critical path to New Medical Products” [38] quoting, that despite
the revolution in biomedical science with increase in high through-
put molecular techniques, such as microarrays, gene sequencing, etc.,
yielding ever higher number of basic findings, these are not translated
into new drugs. In FDA’s opinion the problems is addressed as:

What is the problem? In FDA’s view, the applied sci-
ences needed for medical product development have not kept
pace with the tremendous advances in the basic sciences.
The new science is not being used to guide the technology
development process in the same way that it is accelerat-
ing the technology discovery process. For medical technol-
ogy, performance is measured in terms of product safety
and effectiveness. Not enough applied scientific work has
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been done to create new tools to get fundamentally better
answers about how the safety and effectiveness of new prod-
ucts can be demonstrated, in faster time frames, with more
certainty, and at lower costs. In many cases, developers
have no choice but to use the tools and concepts of the last
century to assess this century’s candidates. As a result, the
vast majority of investigational products that enter clinical
trials fail. Often, product development programs must be
abandoned after extensive investment of time and resources.
This high failure rate drives up costs, and developers are
forced to use the profits from a decreasing number of suc-
cessful products to subsidize a growing number of expensive
failures. Finally, the path to market even for successful can-
didates is long, costly, and inefficient, due in large part to
the current reliance on cumbersome assessment methods.
[38]

The new tools demanded here are e.g. biomarkers for early detec-
tion of safety and efficacy in combination with mechanistic and data
driven models for effectively integration of current knowledge [1, 66].
In recent years more advanced mathematical methods have been ap-
plied to explore and confirm drug action [41, 16]. This development is
highly appreciated with a demand for further development [16]. Ras-
mussen et al (2010) (Paper I) is an example of an explorative data
analytical approach that reveals systematic safety issues related to
liver toxicity early in phase I [77].

From a scientific point of view these methodological tendencies are
a natural consequence of novel data types produced and the multiplex
of questions addressed. Commercially the bundle of techniques can
be rather scary, as it is now possible to uncover delicate questions
related to side effects. The (un-) willingness to pursue certain type of
questions consequently results in a bias (see section 4.3).
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6.1 Who have the responsibility? - The Ph part
of PhD

Classically drug development aims at confirming direct medical utility
and estimating degree of registered side effects. This results in a data
structure optimally suited for analysis by classical frequentist meth-
ods. With development of biomedical platforms, surrogate biomarkers
for both efficacy and safety are nowadays used as early signs of safety
and efficacy. In combination with screening for e.g. relevant genetic
polymorphisms, these data potentially characterize the heterogeneity
of the patient population, both initially (at baseline) and in relation to
treatment. Obeying the complex nature of biology by applying com-
plex data analytical tools, potentially reveal the systematic patterns
of this system. This is nevertheless not trivial, as choices concern-
ing modeling and presentation of results are complex, compared to
results from e.g. an unpaired t-test. In order to fully achieve the po-
tential, more acceptance and knowledge of the complex bioanalytical
platforms and the advanced mathematical methods for information
extraction, have to be present throughout the entire drug develop-
ment chain. The pharmaceutical companies have a responsibility of
pursuing relevant issues throughout the entire drug history, in order
to enhance understanding of drug action for better labeling. In con-
nection the regulatory authorities have a responsibility of accepting,
that higher degree of knowledge results in early potential warnings,
which might be a major obstacle, but maybe is an optimally trade off
between benefits and risks. Academia has a responsibility of communi-
cating the biological complexity and multi factorial relations between
causes and effects in order to clarify, that life is a gray balance and a
highly constrained optimization problem, and not dichotomous black
and white.





Bibliography

[1] G. An, J. Bartels, and Y. Vodovotz. In silico augmentation of
the drug development pipeline: examples from the study of acute
inflammation. Drug Development Research, 72:1–14, 2010.

[2] CM Andersen and R. Bro. Variable selection in regression - a
tutorial. Journal of Chemometrics, 24:728–737, 2010.

[3] C.A. Andersson. Direct orthogonalization. Chemometrics and
Intelligent Laboratory Systems, 47(1):51–63, 1999.

[4] C. J. Appellof and E. R. Davidson. Strategies for Analyzing Data
from Video Fluorometric Monitoring of Liquid Chromatographic
Effluents. Analytical Chemistry, 53:2053–2056, 1981.

[5] E. Beltrami. Sulle funzioni bilineari [on bilinear functions]. Gior-
nale di Matematiche ad Uso degli Studenti Delle Universita,
11:98–106, 1873.

[6] Y. Benjamini and Y. Hochberg. Controlling the false discov-
ery rate: a practical and powerful approach to multiple testing.

79



80 BIBLIOGRAPHY

Journal of the Royal Statistical Society. Series B (Methodologi-
cal), 57(1):289–300, 1995.

[7] Y. Benjamini and D. Yekutieli. The control of the false discov-
ery rate in multiple testing under dependency. The Annals of
Statistics, 29(4):1165–1188, 2001.

[8] J.M. Bland and D.G. Altman. Regression towards the mean.
BMJ: British Medical Journal, 308(6942):1499, 1994.

[9] A. Boulesteix and K. Strimmer. Short title: Partial Least
Squares for Genomics Analyses. 2006.

[10] W.C. Brinton. Graphic methods for presenting facts. The Engi-
neering magazine company, 1914.

[11] R. Bro. PARAFAC. Tutorial and applications. Chemometrics
and intelligent laboratory systems, 38(2):149–171, 1997.

[12] D.I. Broadhurst and D.B. Kell. Statistical strategies for avoid-
ing false discoveries in metabolomics and related experiments.
Metabolomics, 2(4):171–196, 2006.

[13] C.D. Brown and R.L. Green. Critical factors limiting the inter-
pretation of regression vectors in multivariate calibration. TrAC
Trends in Analytical Chemistry, 28(4):506–514, 2009.

[14] J.D. Carroll and J.J. Chang. Analysis of individual differences in
multidimensional scaling via an N-way generalization of ”Eckart-
Young” decomposition. Psychometrika, 35(3):283–319, 1970.

[15] C.G. Carson, M.A. Rasmussen, J.P. Thyssen, T. Menné, and
H. Bisgaard. Phenotyping atopic dermatitis in children by fi-
laggrin status. Submitted for British Journal of Dermatology,
2011.



BIBLIOGRAPHY 81

[16] A.F. Cohen, Y.K. Loke, A. Ferro, L.D. Lewis, A. Somogy, and
J.M. Ritter. Editors’ report, November 2010. British Journal of
Clinical Pharmacology, 71(1):1–2, 2011.

[17] A.D. Dangour, K. Lock, A. Hayter, A. Aikenhead, E. Allen, and
R. Uauy. Nutrition-related health effects of organic foods: a
systematic review. The American journal of clinical nutrition,
92(1):203, 2010.

[18] I.D. Davis, B.K. Skrumsager, J. Cebon, T. Nicholaou, J.W. Bar-
low, N.P.H. Moller, K. Skak, D. Lundsgaard, K.S. Frederiksen,
P. Thygesen, et al. An open-label, two-arm, phase I trial of
recombinant human interleukin-21 in patients with metastatic
melanoma. Clinical cancer research, 13(12):3630, 2007.

[19] S. de Jong. SIMPLS: an alternative approach to partial least
squares regression. Chemometrics and Intelligent Laboratory
Systems, 18(3):251–263, 1993.

[20] K. Dickersin, SS Chan, TC Chalmersx, HS Sacks, and
H. Smith Jr. Publication bias and clinical trials. Controlled
Clinical Trials, 8(4):343–353, 1987.

[21] J. Dien, D.J. Beal, and P. Berg. Optimizing principal com-
ponents analysis of event-related potentials: matrix type, factor
loading weighting, extraction, and rotations. Clinical neurophys-
iology, 116(8):1808–1825, 2005.

[22] O.J. Dunn. Multiple comparisons among means. Journal of the
American Statistical Association, pages 52–64, 1961.

[23] K. Dwan, D.G. Altman, J.A. Arnaiz, J. Bloom, A.W. Chan,
E. Cronin, E. Decullier, P.J. Easterbrook, E. Von Elm, C. Gam-
ble, et al. Systematic review of the empirical evidence of



82 BIBLIOGRAPHY

study publication bias and outcome reporting bias. PLoS One,
3(8):3081, 2008.

[24] B. Efron. Bootstrap methods: another look at the jackknife.
The annals of Statistics, 7(1):1–26, 1979.

[25] B. Efron. Why isn’t everyone a bayesian? American Statistician,
pages 1–5, 1986.

[26] B. Efron. Large-scale simultaneous hypothesis testing. Journal
of the American Statistical Association, 99(465):96–104, 2004.

[27] B. Efron. Bayesians, frequentists, and scientists. Journal of the
American Statistical Association, 100(469):1–5, 2005.

[28] B. Efron. Large-Scale Simultaneous Inference. 2010.

[29] B. Efron, T. Hastie, I. Johnstone, and R. Tibshirani. Least angle
regression. The Annals of statistics, 32(2):407–499, 2004.

[30] M. Elishmereni, Y. Kheifetz, H. Søndergaard, R.V.
Overgaard, and Z. Agur. An integrated dis-
ease/pharmacokinetic/pharmacodynamic model suggests
improved interleukin-21 regimens validated prospectively
for mouse solid cancers. PLoS Computational Biology,
7(9):e1002206, 2011.

[31] R. Ergon. PLS post-processing by similarity transformation
(PLS+ ST): a simple alternative to OPLS. Journal of chemo-
metrics, 19(1):1–4, 2005.

[32] R. Ergon. Finding Y-relevant part of X by use of PCR and
PLSR model reduction methods. Journal of Chemometrics,
21(12):537–546, 2007.



BIBLIOGRAPHY 83

[33] L. Eriksson, P.L. Andersson, E. Johansson, and M. Tysklind.
Megavariate analysis of environmental QSAR data. Part I–A ba-
sic framework founded on principal component analysis (PCA),
partial least squares (PLS), and statistical molecular design
(SMD). Molecular diversity, 10(2):169–186, 2006.

[34] L. Euler. A complete theory of the construction and properties of
vessels: with practical conclusions for the management of ships,
made easy to navigators. Translated from Théorie complette de
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WHAT IS ALREADY KNOWN ABOUT
THIS SUBJECT
• Analysis of data from clinical trials is often

performed using univariate statistics.
• In early phases of clinical drug

development, interpretation of rare clinical
events can be difficult by univariate
methods.

• Principal component analysis has proven
successful within related scientific areas
such as, for example, genomics and
metabonomics, where compression of data
and extraction of maximum information are
of utmost importance.

WHAT THIS STUDY ADDS
• This study reveals that multivariate

chemometric methods coupled with
visualization gives a comprehensive
overview of early clinical trial data to guide
dose and regimen selection and provides
additional findings overlooked by traditional
univariate methods.

• This method revealed novel
pharmacological patterns in the treatment
of metastatic melanoma with recombinant
interleukin-21.

AIMS
Evaluation of the utility of multivariate data analysis in early clinical drug
development.

METHODS
A multivariate chemometric approach was developed and applied for
evaluating clinical laboratory parameters and biomarkers obtained from two
clinical trials investigating recombinant human interleukin-21 (rIL-21) in the
treatment of patients with malignant melanoma. The Phase I trial was an
open-label, first-human dose escalation safety and tolerability trial with two
separate dosing regimens; six cycles of thrice weekly (3/w) vs. three cycles of
daily dosing for 5 days followed by 9 days of rest (5+9) in a total of 29 patients.
The Phase II trial investigated efficacy and safety of the ‘5+9’ regimen in 24
patients.

RESULTS
From the Phase I trial, separate pharmacological patterns were observed for
each regimen, clearly reflecting distinct properties of the two regimens.
Relations between individual laboratory parameters were visualized and shown
to be responsive to rIL-21 dosing. In particular, novel systematic
pharmacological effects on liver function parameters as well as a bell-shaped
dose–response relationship of the overall pharmacological effects were
depicted. In validation of the method, multivariate pharmacological patterns
discovered in the Phase I trial could be reproduced by the dataset from the
Phase II trial, but not from univariate exploration of the Phase I trial.

CONCLUSIONS
The new data analytical approach visualized novel correlations between
laboratory parameters that points to specific pharmacological properties. This
multivariate chemometric data analysis offers a novel robust, comprehensive
and intuitive tool to reveal early pharmacological responses and guide selection
of dose regimens.
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Introduction

Clinical drug development is a stepwise, time-consuming
and complex process during which an increasing amount
of data is collected across numerous trials with different
end-points and aims. In controlled clinical trials, subjects
are carefully evaluated with respect to predefined clinical
and laboratory end-points and closely monitored with
respect to unexpected effects. In clinical drug develop-
ment it is important to extract as much information
as early as possible to establish the foundation for the
selection of regimen, dose, and patient population for
subsequent large-scale clinical trials.Traditional analysis of
clinical data is often univariate in nature. Multivariate
analysis is capable of finding patterns that are only
revealed by relations between variables. Chemometric
data analysis tools coupled with visualization provide an
opportunity for a rapid and comprehensive overview of a
given biological experiment such as a clinical trial. For
example, principal component analysis (PCA) allows
visualization of a multivariate dataset through so-called
principal components. The principal components are vari-
ables that are weighted averages of the original variables
and found in such a way that they optimally (in a least
squares sense) represent the major part of the variation in
the data in as few components as possible. Each compo-
nent can be considered as a descriptive fingerprint of the
intrinsic underlying latent variations of the data in the
sense that it contains information from all variables simul-
taneously (for review, refer to Wold et al. [1] and Christie
[2]). Unlike more deductive approaches that typically need
verified or hypothesized relevant measurements [3], PCA
makes it possible to perform an exploratory analysis
including many variables, even those that are not a priori
known to be relevant. The exploratory analysis can then
provide means for assessing to which degree such vari-
ables are indeed relevant. Chemometric methods have his-
torically been developed for chemical analysis, but have in
recent years proven valuable in other areas, such as
genomics and metabonomics [4–7].

In the present study we applied PCA in early clinical
pharmacology trials investigating recombinant human
interleukin-21 (rIL-21) in the treatment of malignant mela-
noma. IL-21 is a cytokine with pronounced antineoplastic
properties, primarily exerted by stimulation of natural killer
(NK) cells and cytotoxic T-cell subsets to kill tumour cells
(for review, see Skak et al. [8]). Currently, rIL-21 is in the
development for the treatment of various neoplastic
conditions, including malignant melanoma. Early clinical
investigations have revealed that rIL-21 was generally well
tolerated with signs of antineoplastic effects in a subset of
patients [9, 10].

The most common adverse events encountered in the
first-human dose trial were fatigue, fever, nausea, and
headache and the maximal tolerable dose was declared to
be 30 mg kg-1 [9]. Moreover, serum levels of soluble CD25

(sCD25) were shown to reflect rIL-21-mediated systemic
immune activation and distinct pharmacodynamic
responses of individual dosing regimens [9, 11]. In addi-
tion, several other molecular biomarkers of NK and T-cell
activation have been investigated, including mRNA expres-
sion of the effector molecules granzyme B and perforin in
CD56+ NK cells and CD8+ T cells [9, 12].

Here we propose a multivariate approach to analyse
clinical laboratory parameters that can provide valuable
information on pharmacological responses complemen-
tary to univariate methods when applied in early clinical
pharmacology trials.

Methods

Data material
The present study is based on an early clinical develop-
ment programme including a Phase I and Phase II trial.The
Phase I data are from an open-label, two-armed dose esca-
lation study, investigating the safety and tolerability, biom-
arkers, pharmacokinetics, and efficacy of increasing doses
of rIL-21 administrated as an intravenous (i.v.) bolus injec-
tion in two different dose regimens: dosing at three times
weekly (3/w) (Monday, Wednesday and Friday) in a period
of 6 weeks (a total of 18 doses across six cycles) with four
different dose levels (1, 3, 10 and 30 mg kg-1) and daily
dosing for 5 days followed by 9 days without treatment
(5+9) in a period of 6 weeks (a total of 15 doses across three
cycles) with six different dose levels (1, 3, 10, 30, 50 and
100 mg kg-1). In the Phase I trial, a total of 29 patients with
histologically confirmed surgically incurable metastatic
stage IV malignant melanoma were enrolled [9].The Phase
II trial was an open-label, single-armed, fixed-dose study
investigating the efficacy, safety and biomarkers of
30 mg kg-1 rIL-21 administered as i.v. bolus injection in the
‘5+9’ dose regimen for a period 6 weeks. A total of 24
patients were enrolled and 12 patients were continued on
extension treatment for assessment of progression-free
survival [10]. According to the Phase I and Phase II proto-
cols, a total of 43 variables encompassing clinical labora-
tory parameters and biomarkers were assessed in both
trials. The half-life of rIL-21 is approximately 1–4 h [9]. The
plasma levels of rIL-21 were hence not detectable at the
time points when the majority of samples for laboratory
parameters and biomarkers were collected, and pharma-
cokinetic data were therefore not included in the present
analysis.

All patients were treated at the Austin Hospital, the
Peter MacCallum Cancer Centre, the Royal Melbourne Hos-
pital, Cabrini Health (all in Melbourne, Australia),Westmead
Hosital (Sydney, Australia) or Sir Charles Gairdner Hospital
(Perth, Australia). All patients provided written informed
consent before any study-specific procedures. The trial
protocols were approved by the Human Research Ethics
Committees of the participating hospitals and were imple-
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mented under the Australian Therapeutic Goods Adminis-
tration Clinical Trials Notification scheme. The clinical trials
were sponsored by Novo Nordisk A/S.

Data analysis
The data were analysed using a modified version of PCA.
PCA is a model where the multivariate dataset is com-
pressed into a few orthogonal/uncorrelated principal com-
ponents (PC) holding the systematic variation of the
dataset. Each component is simply a new variable com-
puted as a weighted average of all the original variables
and can be considered a descriptive fingerprint in the
sense that it contains information from all variables simul-
taneously. The weights are determined so that the first
component explains as much as possible of all the vari-
ables. Subsequent components are determined similarly,
explaining as much as possible of the yet unexplained part
of the variation in data. Results from PCA are presented as
components, each containing a score and a loading vector.
Each loading vector has as many elements as variables and
the elements are the weights for calculating the new vari-
ables – the scores. Hence, a numerically high weight
implies that the specific variable is important for the com-
ponent. The sample specific scores explain how the obser-
vation behaves with respect to the component. A high
score value means that the specific observation has high
values on the variables with high loading elements [1].

As expected from clinical trial data, the analysed
datasets contain substantial variation across patients (data
not shown).The influence of this variation is not of primary
concern initially as the focus is on the overall treatment
effect within each dose regimen. In order to focus on treat-
ment effects in the PCA analysis, filtering is performed by
removing the average level from each subject and each
variable. This way, all individual patient data will have the
same average level for every variable. Mathematically,
removing patient-specific effects is done by orthogonal-
ization and can be considered as a way to focus the analy-
sis on the part of the data specific to treatment-related
effects. As a consequence of this, no patient covariates was
included in the analysis, as these effects would be removed
in the orthogonalization step. Note that no use is made of
treatment information in the orthogonalization, which is
important in order to avoid spurious correlations (for
details see Appendix).

The PCA solution is a least squares solution over all the
variables and can therefore be overly influenced by
individual variables that are given in numerically large
numbers. The variables are hence scaled (and centred) to
have equal variance prior to PCA. According to the proto-
col, not all laboratory or biomarker parameters were
assessed on all trial visits. Values for such visits, i.e. for
samples that were not obtained, are in PCA defined as
‘missing values’. These data are hence not deviating from
the trial protocol but merely just collected as planned, i.e.
at different time points compared with most other vari-
ables. Expectation maximization provides means for fitting
the model without introducing biased estimates due to
such ‘missing values’ [13]. Using expectation maximization,
the amount of missing values in the data is irrelevant, as
these do not affect the resulting model. Only the amount
of determined information present in the data is critical.

Outliers
Outliers are single measurements or samples identified as
statistically irregular in the model, i.e. samples that influ-
ence the model in a way that is potentially detrimental to
use of the model. The outliers are determined by model
residuals (Q-residuals) and distance to model centre
(Hotellings T2), and further examined for general pattern
deviation and/or single variable measurement deviation
[1]. One out of 212 data points was removed as an outlier
from the Phase I ‘3/w’ dataset. A single extreme measure-
ment was removed from the Phase I ‘5+9’ dataset. No
outliers were removed from the Phase II dataset. The
characteristics for the outliers are listed in Table 1. It is of
utmost importance to emphasize that outliers are not nec-
essarily wrong and hence should be medically evaluated
for clinical relevance and eventually be examined properly
by other methods. However, this is not described further as
it is beyond the scope of the present paper.

Model post-processing
The result of the first step is a PCA model of filtered data
that contains a score and a loading vector for each com-
ponent.The score vector has as many elements as there are
time–patient points. The model can be further elaborated
by re-arrangement of the scores into a matrix with as many
rows as doses and as many columns as time points as
written in step 4 of the Model description (Appendix,
Model description). For each score vector a matrix is made

Table 1
Overview of removed outliers. If identifiable, the diverging measurements are listed

Patient ID Removed data points Outlier values
Number of recorded values
(out of 43) Clinical observations

105 – ‘3/w’ All data points at day 2 2 No clinical observations observed

112 – ‘5+9’ Band Abs at day 8 Band Abs – 0.8 12 No clinical observations observed
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where the average score for a given dose and time is given
in the corresponding element. This matrix provides infor-
mation on the time–dose information of that particular
component and is analysed with a subsequent PCA model
providing an even further condensed approximation of
the variation in the data useful for understanding, e.g. the
time-dependent variation. This will be exemplified in the
Results section. An algorithm for the complete data
analysis is described in the Appendix.

All calculations are conducted using in-house algo-
rithms written in MATLAB® ver. 7.6.0.324. The function can
be downloaded from www.models.life.ku.dk.

Results

Pharmacological responses of the ‘5+9’
dose regimen
By applying PCA to the ‘5+9’ datasets, two significant
(P < 0.001) components appeared. For the ‘5+9’ regimen,

components 1 and 2 describe 20.0% and 9.7%, respec-
tively, of the total variation across all variables (Figure 1a,b).
The structure of the pharmacological response described
by the scores in the first component clearly reflected an
underlying signature of the ‘5+9’ dose regimen (Figure 1a).
During the course of 5 days of treatment, a pronounced
decrease in score values was observed in each treatment
cycle. This response was fully reverted during 9 days of
treatment pause. The pattern described by the second
component did not display a similar signature of the ‘5+9’
dose regimen. However, the score values increased to
some extent during the course of three treatment cycles,
indicating an accumulation of the pharmacological effect
reflected by the variables expressed in this component
(Figure 1b). Tentatively, and based on the shape of the
curves, the two components describe the acute and the
cumulative pharmacological effects, respectively. In order
to illustrate dose-dependency of these distinct pharmaco-
logical responses, score values as function of day and dose
were analysed with a subsequent one-component PCA
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as described in the Appendix (Figure 1c,d). For both
components of this subsequent PCA model, a bell-shaped
dependency of dose peaking at 30 mg kg-1 was observed,
indicating a maximal pharmacological response at this
dose level.The observation of a bell-shaped pharmacology
is novel and was not found in the original univariate analy-
ses of these data [9].

Potential relationships between the pharmacological
responses of the individual laboratory parameters and
biomarkers were assessed by a scatter plot of the first and
second loading vector of the initial PCA model across all
dose levels (Figure 1e). Based on the positions, the indi-
vidual parameters could be divided into several categories.
Parameters far from the origin are those most influential in
the model and parameters close to each other are corre-
lated with respect to the variation reflected by the compo-
nents. One group of laboratory parameters (upper right
quadrant) was composed of haematology parameters, e.g.
peripheral blood lymphocyte counts (Lymphocyte ABSB).
These parameters showed high scores for both compo-
nents and hence behaved as a combination of the two, i.e.
decreased during the 5 days of treatment, increased during
the 9 days of rest, and slightly accumulated during the 6
weeks of treatment. Opposite to this group (lower left
quadrant) was a group composed of biomarkers of NK cell
activation, e.g. perforin mRNA expression of purified
peripheral blood CD56+ NK cells (PerforinCD56p). These
parameters were negatively correlated to the group in the
upper right quadrant and hence increased during treat-
ment, decreased during rest, and slightly decreased during
the 6 weeks of treatment,reflecting rIL-21-mediated effects
on NK cell function. In general, variables with high positive
or negative loading values for the first component, e.g.
peripheral blood lymphocyte counts (Lymphocyte ABSB)
and sCD25, respectively, reflected the signature of the ‘5+9’
dose regimen and were thus qualified as biomarkers for the
overall pharmacological effects. Pharmacological effects
on these NK and T-cell activation biomarkers is an expected
finding and was also described in the original reports of
these data [9, 12]. However, the inverse relation between
peripheral blood lymphocyte and T leucocyte counts vs. NK
cell and T-cell activation markers that is clearly reflected in
Figure 1e has not previously been described and supports
rIL-21-mediated immune activation as the primary cause of
changes in these blood cell counts.

Variables with high (positive or negative) loading values
for the second component indicated an accumulation/
decreasing pattern registered during the 6 weeks of treat-
ment. Parameters with numerically low loading values for
both components, e.g. mean corpuscular haemoglobin
concentration (MCHCB) did not match the overall pattern of
the dataset and were hence inadequately described by this
model. However, this does not imply absence of clinical
relevance of such lab parameters,but merely indicated that
the overall patterns observed in the two components were
not reflected in these parameters.

Parameters with high loading values for the second
component and low loading values for the first, such as the
liver function parameters, e.g. gamma glutamyl transferase
(GGTS) behaved opposite to parameters with low second
component and high first component loading values such
as serum albumin (AlbS). The finding that these and other
liver function parameters systematically decreased and
increased, respectively, during treatment cycles is novel
and was not described in the original univariate analyses of
this dataset [9]. Moreover, a subsequent PCA clearly reveals
that this underlying pharmacological effect on liver func-
tion parameters is visible already at the third dose-level
(10 mg kg-1) tested during the dose-escalation part of the
Phase I trial (Figure 2).

Pharmacological responses of the ‘3/w’
dose regimen
Components 1 and 2 of the ‘3/w’ regimen described 12.7%
and 13.2% of the total variation, respectively (Figure 3a,b).
In contrast to the cyclic signature of the‘5+9’dose regimen,
a more continuous pharmacological effect was observed
for the ‘3/w’ regimen. This difference in pharmacological
effects between the regimens has previously only been
described by univariate analysis of sCD25 and hence not as
a general phenomenon across all assessed laboratory
parameters [9]. In the ‘3/w’ regimen the first component
showed large variability in the first few days of treatment,
followed by a decrease to a constant yet fluctuating level
from day 5 and onwards. Component 2 showed ascending
score values for the first 2–3 weeks followed by a stable
plateau for the rest of the treatment period, indicating that
steady state was reached for the pattern of variables
described in component 2. As for the ‘5+9’ regimen,
maximal pharmacological responses were observed for
the first component at 30 mg kg-1 (Figure 3c). However, due
to dose-limiting toxicities, dose levels >30 mg kg-1 were not
tested with the ‘3/w’ regimen [9]. For the second compo-
nent the pharmacological effect was observed to peak at
the 3 mg kg-1 dose level (Figure 3d).

Comparisons of pharmacological responses
between dose regimens
For the ‘3/w’ dose regimen both differences from and simi-
larities to the ‘5+9’ regimen were observed for the indi-
vidual laboratory parameters and biomarkers when
presented as a scatter plot of loading values correspond-
ing to components 1 and 2 (Figure 3e). As for the ‘5+9’
regimen, the liver function parameters, e.g. GGTS, clustered
opposite to AlbS in the direction of component 2, indicat-
ing an impact on the liver function for both regimens.
However, for the ‘3/w’ regiment the distance between
serum albumin and other liver parameters such as GGT
and alkaline phosphatase (APS) was less pronounced, indi-
cating similar but a more gradual effect on the liver func-
tion with the ‘3/w’ regimen compared with the ‘5+9’
regimen. For activation of NK cells, differences were
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observed between the two dose regimens. In the ‘3/w’
regimen, perforin mRNA expression of purified peripheral
blood CD56+ NK-cells (PerforinCD56p) and lymphocyte
ABSB clustered in a single quadrant (Figure 3e, upper left).
In the ‘5+9’ regimen, these parameters were clearly sepa-
rated in opposite directions, indicating a more pro-
nounced effect on NK cells compared with the ‘3/w’
regimen (Figure 1e). None of these pharmacological differ-
ences between the regimens was found by the univariate
methods in the original reports of these data [9, 12].

Clinical efficacy and adverse events
During treatment, tumour size was registered as a second-
ary end-point for efficacy. In this trial, sporadic antitumour
responses were observed in <10% of patients [9]. Analysis
of change in tumour size vs. score values (for both compo-
nents and regimens) did not reveal systematic variation in

laboratory parameters and biomarkers that correlated
with tumour shrinkage (data not shown). A similar analysis
for the two most commonly reported adverse events, i.e.
fatigue and pyrexia, revealed a positive correlation
between score values for component 1 and number of
fatigue events (P < 0.001) and pyrexia events (P = 0.02) for
regimen ‘5+9’, indicating a rIL-21 treatment-related
response (Figure 4 and Appendix, Analysis of adverse
events).

Validation of the model in an independent
clinical trial
A total of 43 variables were included in the ‘5+9’ regimen
datasets from both the dose-escalation Phase I trial and
the fixed-dose Phase II trial. A training model composed of
the ‘5+9’ Phase I dataset and a validation model of the
Phase II dataset was built. The training model from Phase I
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was analysed for the ability to predict score values from
the Phase II data (Figure 5a,b). Although there were minor
differences in magnitude of the pharmacological
responses, with a trend towards higher responses in the
Phase I trial, the pattern reflecting the signature of the‘5+9’
regimen was clearly sustained for component 1 (Figure 5a)
and to some extent also for the less descriptive second
component (Figure 5b). Significant correlations were
found between Phase I and II scores for each component
(PC1, R2 = 0.95, P < 0.0001; PC2, R2 = 0.75, P = 0.02).1 Simi-
larities between the Phase I and Phase II models were
further verified by visual comparison of loading values
from two independent PCA models (Figure 6). Mathemati-
cally, the loadings were rotated and superimposed in order
to see if the two models capture the same variation. This
revealed that most parameters clustered close together

1Calculated on scores from days represented in both trials.
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within the individual quadrants. Loading values for both
components were found to be significantly correlated
between the two trials (PC1, R2 = 0.94, P < 0.0001; PC2,
R2 = 0.40, P = 0.008). However, some parameters shifted
between the trials such as PerforinCD56p, GGT and
albumin, indicating an effect of the dose-escalation vs. a
fixed-dose trial.

Discussion

Analysis of individual laboratory parameters from a single
or groups of trials can be an exhaustive process in which
rare clinical events and/or unexpected pharmacological
responses may not be clearly emphasized until relatively
late in the development process. Moreover, such responses
may be more clearly reflected in a pattern of several vari-
ables rather than individual ones. We hypothesized that
multivariate chemometric data analysis coupled with visu-
alization would provide an opportunity for a rapid and
comprehensive overview of clinical trial data in revealing
novel pharmacological findings.The nature of multivariate
data analysis is to grasp the common variation of the data
and hence the variation common across several variables.
We developed a multivariate chemometric data analysis
tool based on PCA for visual inspection of pharmacological
responses in clinical pharmacology trials. The tool is an
unsupervised data analysis tool, which in an assumption-
free manner enables visualization of the main variation
present in data. It combines methods for handling data
collected at different time points as well as methods for
focusing on variations relating to dose–time effects rather
than interindividual effects. We utilized the tool to show
distinct signatures of pharmacological responses of clini-
cal laboratory and biomarker parameters in a Phase I and a
Phase II trial investigating rIL-21 in the treatment of
patients with malignant melanoma. The responses
reflected acute (first component) and cumulative (second
component) effects of two different dosing regimens. For
both regimens, a maximal pharmacological response was
for the first component observed at 30 mg kg-1 and sup-
ports the notion that additional pharmacological effect
cannot be achieved at doses >30 mg kg-1. However, for the
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second component of the ‘3/w’ regimen the response was
observed to peak at the 3 mg kg-1 dose level (Figure 3d).
Moreover, the response observed for this component
gradually increased throughout the trial, indicating accu-
mulation of some of the variables with the ‘3/w’ regimen
(Figure 3b). Interestingly, dose-limiting toxicities were
observed only at the 30 mg kg-1 dose level with the ‘3/w’
regimen and not the ‘5+9’ regimen, suggesting different
safety profiles of the two regimens [9]. Nevertheless, the
30 mg kg-1 dose level was during dose escalation in the
Phase I trial declared by clinical criteria as the maximal
tolerable dose for both regimens, supporting the utility of
chemometric approaches for selection of dose levels [9].
Moreover, the bell-shaped appearance of the phar-
macological effects observed with the ‘5+9’ regimen
(Figure 1c,d) has not previously been described and indi-
cates that additional pharmacological activity may not be
achievable at dose levels >30 mg kg-1. However, whether
doses >30 mg kg-1 will be feasible is still under consider-
ation [11].

In previous clinical investigations of rIL-21, serum levels
of sCD25 have been shown to reflect rIL-21-mediated sys-
temic immune activation and distinct pharmacodynamic
responses of individual dosing regimens [9, 11]. These
univariate sCD25 responses clearly resemble the observed
multivariate patterns of acute (first component) responses
across all the assessed laboratory and biomarker param-
eters and point to sCD25 as a robust surrogate for acute
pharmacological responses to rIL-21 (Figures 1e and 3e).
Other biomarkers also closely linked to the rIL-21 mecha-
nism of action such as perforin mRNA expression of NK
cells and numbers of peripheral blood lymphocytes have
also previously been described by univariate methods [9,
12].Here, we have shown more distinct responses between
the two regimens for these biomarkers, indicating more
pronounced effects with the ‘5+9’ regimen on NK cell acti-
vation.This difference between the two regimens is a novel
finding that was not identified during the original analyses
of the datasets based on univariate methods and supports
the utility of the multivariate approach in regimen
selection for subsequent late-stage clinical trials [9, 12].
However, these differences may at least in part also be
related to different sample time points and inclusion of
higher dose levels in the ‘5+9’ regimen.

In addition to mechanistic patterns of biomarker
responses, the multivariate approach also revealed novel
correlations between clinical laboratory parameters
related to the safety of this novel compound. In particular,
rIL-21 induced changes in liver function laboratory param-
eters that were clearly visualized by inverse clustering of
Albs and liver enzymes [GGTs, serum glutamic oxaloacetic
transaminase (SGOTs), serum alanine aminotransferase
(ALTs) and APs]. The observation that these liver function
parameters systematically changed and inversely clus-
tered is novel and was not detected during the original
univariate analyses of these data.However, sporadic events

of elevated liver enzymes were originally reported by
univariate analysis in a subset of the patients [9]. By apply-
ing the multivariate approach it clearly becomes visible
that these sporadic adverse events reflect a systematic and
more general underlying pharmacological adverse effect
on liver function parameters. Simultaneous analysis of
available data as they are reported reveals that this trend,
i.e. similar clustering of GGTs, SGOTs, ALTs and APs vs. Albs as
illustrated in Figure 1e, becomes evident already at the
third dose level (10 mg kg-1) in the regimen ‘5+9’ of the
dose-escalation Phase I trial (Figure 2c). This clearly sup-
ports the notion that the multivariate approach provides
additional information to univariate methods and this at
an earlier stage in the clinical development process. More-
over, differences between the dose regimens may indicate
a more gradual effect on liver function with the ‘3/w’
regimen compared with the ‘5+9’ regimen. This important
information was also not captured in the original univari-
ate analyses of the data, further supporting the utility of
multivariate approaches for regimen selection [9].

The systematic variation explained by the models is
approximately 30% for both regimens in two components.
There are 43 variables and hence if these were completely
independent of each other (orthogonal) each component
in a PCA would explain 2.33% of the variation. That 30% is
explained in two components therefore directly implies
that the variables have a large common underlying struc-
ture. It is also expected that the percentage of variance
explained is well below 100%. Otherwise, the measured
variables would have been completely redundant and all
information could have been implicitly obtained from
measuring just two variables rather than the present 43.
Hence, there is additional information in these variables
probably reflecting idiosyncratic phenomena that are not
related to treatment.

Variables that do not correlate with the variation in the
rest of the data material, i.e. data with low loading values
for both component 1 and 2, are insufficiently described by
the models. For example, the MCHCB was inadequately
described by the models. Evaluation of these types of vari-
able should be supplemented by additional univariate sta-
tistical analysis in order to ascertain whether such variables
have a different important clinical relevance.

According to the clinical trial protocols the individual
laboratory and biomarker assessments were collected at
different sample time points. For example, laboratory bio-
chemistry and urinalysis were assessed on days 1, 2, 3 and
5 in the first week of dosing, whereas sCD25 was assessed
on days 1, 2 and 5. In chemometric terms such sample
collection schemes create ‘missing values’. In the model,
such values are estimated by expectation maximization
(see Methods). Consequently, variables with a high
degree of ‘missing values’ are estimated with higher
uncertainty. For this reason, pharmacokinetic data were
not included in the present analysis. As for other cytok-
ines, the half-life of rIL-21 is very short, i.e. approximately
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1–4 h [9]. Hence, plasma levels of rIL-21 were undetect-
able at the time points when all other laboratory param-
eters were assessed. Future investigations of the
proposed multivariate approach in clinical pharmacology
trials investigating compounds with longer half-lives will
reveal any potential value of integrating pharmacokinetic
data into this model.

The robustness of the multivariate approach was tested
by comparing a Phase I data model with an independent
Phase II data model.This validation revealed that the phar-
macological pattern depicted in the Phase I trial was strik-
ingly reproducible and predictive of the response in a
subsequent and independent trial. This finding further
supports the utility of the multivariate approach in extract-
ing additional information from early Phase I trials to facili-
tate decision making and planning for late-stage clinical
development.

The presented multivariate models were not able to
reveal correlations between laboratory variables and clini-
cal end-points for efficacy using the present datasets.
Also by univariate methods, parameters predictive of effi-
cacy have not previously been reported and may at least
in part be related to the fact that the overall proportion
of patients that experienced measurable clinical antitu-
mour responses in these early trials was <10% [9, 10]. In
addition, these limited data were rather variable among
the individual patients, and lack of association to the sys-
tematic PCA components is therefore not surprising. In
other therapeutic areas such as diabetes, where clinical
efficacy end-points are more frequently encountered, the
multivariate model may have a higher potential in reveal-
ing correlations to efficacy. In support, the model did
reveal significant correlations between the first compo-
nent for the regimen ‘5+9’ and the more frequently
encountered clinical safety end-points for fatigue and
pyrexia, emphasizing that these events are related to the
acute (component 1) treatment response. By univariate
methods, increased levels of serum IL-10 have actually
previously been reported in patients experiencing dose-
limiting toxicities [14]. Since measurements of IL-10 and a
large number of other serum biomarkers were not
included in the Phase II trial, these data were not included
in the present analysis. However, the lack of strong corre-
lations to infrequently observed clinical end-points illus-
trates limitations in the utility of the presented
multivariate model. This points to the notion that multi-
variate models should be applied only in conjunction
with univariate methods in order to capture all relevant
information. Future studies will reveal if multivariate
models can be applied in other areas, e.g. in diabetes
where the trial design, efficacy rates and safety measure-
ments are very different from what is used in oncology.
The presented findings warrant further investigations of
the utility of multivariate chemometric approaches in
early- and late-stage clinical drug development across
therapeutic areas.

Conclusion

Multivariate chemometric data analysis offers a compre-
hensive and intuitive tool to reveal early pharmacological
responses in clinical pharmacology trials. The multivariate
nature of the method allows simultaneous analysis of
many parameters and allows more detailed findings than
traditional univariate approaches. The present study has
revealed novel correlations between laboratory param-
eters related to liver function and biomarkers exploring
the pharmacological properties of rIL-21. Furthermore, the
presented multivariate approach can be used as guidance
in dose and regimen selections for subsequent studies.
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Appendix

Model description
In the following, the complete sequence of steps in our
multivariate approach is explained in detail. The basis for
the algorithm is a data matrix X of size I (rows) times J
(columns). Each column holds the measurements of one
variable and each row contains the data for one subject
measured at one instance. Generically, the modelling is
conducted as the following:

1 Missing individual observations (elements of X) are
imputed using expectation maximization [13]. This
means that the model is determined in a least squares
sense given the observed data without any need to
exclude either rows or columns, which would be wasteful
and potentially critical given that only few subjects are
usually available. Imputation works by iteratively fitting
the model to complete data initialized with suitable
numbers where missing data occur and then at each
iteration replacing the elements that are missing with
estimates of the data obtained from the model.

2 The data matrix X (I X J) is orthogonalized in order to
remove systematic irrelevant variation, here due to
subject-specific variation. Orthogonalization can be
written formally as Xort = (I - DD+)X where Xort is the
filtered data, I (I X I) is the identity matrix, and D (I X nsubj) is
the design matrix with respect to subject. D+ refers to the
pseudoinverse of D, nsubj refers to the total number of
subjects/patients. The matrix D is a dummy matrix that
contains ones in column n in the rows of subject n. This
orthogonalization step removes any differences in
level between subjects, i.e. similar to what can be
termed the subject-effect in analysis of variance [15].
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Orthogonalization is described in detail in the latter part
of this Appendix. Removing this variation is essential in
order to filter off subject variation that is not related to the
effect of the treatment.Note that other types of irrelevant
variation can also be removed using several orthogonal-
ization steps if needed.Also, note that the residuals of the
orthogonalization contain the subject-specific variation
that, if needed, can be further scrutinized.

3 Having removed the subject-specific variation, a PCA
model [16] is determined on the orthogonalized data. As
opposed to traditional PCA, it is crucial to use the correct
number of components, because the missing data impu-
tation in step 1 depends on the number of components.
In practice, several numbers of components are tested
and evaluated using the explained variance vs. number
of components plot as is usual in PCA [17], and number
of iterations for determination of missing values.The sta-
tistical relevance of the model is tested by permutation
testing using 1999 random permutations [18].

4 Post-processing is performed on the result of the PCA
model in order to enhance the visualization. Specifically,
the scores of the PCA model are averaged across day-
dose. Hence, instead of presenting a score value for each
subject, the scores are shown as averages for a specific
day and dose.

The algorithm
According to the above, the formal algorithm can be
written as follows.

1 Missing data elements are imputed with mean values of
the respective variables.

2 Data are orthogonalized into; Xort (matrix with informa-
tion orthogonal to D) and Xrest (matrix with information
linear correlated to D)

X I DD Xort = −( )+

X DD Xrest = +

where D+ = (D�D)-1D�

3 Data are autoscaled to equal variance [19].
4 PCA on orthogonalized and autoscaled data, decompos-

ing Xort into a score matrix (T), a loading matrix (P) and a
residual matrix (E).

X TP Eort = ′ +

5 PCA data approximation calculated

X TPmodel-ort = ′

6 Approximation de-orthogonalized

X X Xmodel model-ort rest= +

7 Approximations backscaled
8 Missing data are imputed with backscaled

approximations.

Step 2–8 is repeated until convergence of approximation
results.

Orthogonalization
X (I X J) is a data matrix, D (I X k) is matrix (or vector) with
external information such as patient id. The purpose of
orthogonalization is to split X into a part linear related to D
(XD) and a part orthogonal/perpendicular to D (XOD).

Examine the linear regression problem

X DB E= +

where B is some regression matrix and E is the part of X not
explained by D. From this B can be extracted as:

′( ) ′ = ′( ) ′( ) =− −D D D X D D D D B B1 1

and XD can be estimated to:

X DB D D D D XD = = ′( ) ′( )−1

and XOD to:

X X X X D D D D X

I D D D D X I DD X
OD D= − = − ′( ) ′

= − ′( ) ′( ) = −( )

−

− +

1

1

with D+ = (D�D)-1D� as the pseudo inverse of D.

Analysis of adverse events
The numbers obtained throughout the trial period of the
most frequent adverse events (fatigue and pyrexia) were
compared with score values from a one-component PCA
model on the initial results. In Figure 4 data are shown for
regimen ‘5+9’.

Abbreviations for Figure 6
1 ALT (alanine aminotransferase) serum
2 APTT (activated partial thromboplastin time) plasma
3 Basophils ABS blood
4 BiCarbonate serum
5 BUN (blood urea nitrogen) serum
6 Calcium serum
7 Chloride serum
8 Creatinine serum
9 C-reactive protein serum

10 Eosinophil ABS blood
11 Fibrinogen plasma
12 Glucose serum
13 GranzymeBCD56p
14 GranzymeBCD8p
15 Haemoglobin blood
16 Haptoglobin serum
17 INR (International Normalized Ratio) plasma
18 LDH (lactate dehydrogenase) serum

Multivariate evaluation of rIL-21 treatment of metastatic melanoma
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19 MCV (mean corpuscular volume) blood
20 Monocytes ABS blood
21 Neutrophil ABS blood
22 PerforinCD8p
23 Phosphorous serum
24 pH urine
25 Potassium serum
26 PT plasma
27 Reticulocyte ABS blood
28 SGOT (serum glutamic oxaloacetic transaminase)

serum
29 Sodium serum
30 Specific Grav urine
31 T Bilirubin serum
32 T Calcium serum
33 Uric acid serum
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Abstract
Purpose The vitamin K antagonist (VKA) warfarin is
effective for the prevention of thromboembolisms. Mainte-
nance doses differ greatly among patients and are known to
be primarily determined by genetic polymorphisms. The
relative impact of dietary vitamin K intake is still a matter
of debate. We hypothesize that a multivariate model is more
suitable for exploring the relation between dietary intake of
vitamin K and warfarin dose than conventional uni- or
bivariate analyses.
Methods In a cross-sectional study, we interviewed 244
patients in the maintenance phase of warfarin therapy and
detected polymorphisms in the VKORC1 and CYP2C9
genes. Dietary vitamin K intake was estimated from food
frequency questionnaires.

Results A univariate correlation analysis and the regression
coefficient from the multivariate model showed a small but
significant negative relation between vitamin K intake and
warfarin dose. A loading plot of the partial least squares
regression model illustrated this counter-intuitive observa-
tion, which might be explained by the latent structure
between variables. The variation in warfarin dose could be
divided into two significant latent variables, the so-called
components. In component one, pharmacogenetics
explained 52% of dose variation. Component two described
health-related behavior (diet, physical activity and body
weight) and explained 8% of dose variation. Here, vitamin
K intake positively correlated with warfarin dose.
Discussion This study highlights the importance of choos-
ing a statistical method that reflects the complexity of data
for interpretation of results from observational studies. The
multivariate model appears to be well suited to describe the
complex relationship between vitamin K intake and VKA
dose.

Keywords Partial least squares regression . Vitamin K .

Warfarin . Diet

Introduction

Vitamin K antagonists (VKA) have been widely used to
prevent thromboembolisms for several decades [1]. They
have a narrow therapeutic window, and the response to
treatment can be measured in terms of the international
normalized ratio (INR). Patients treated with VKA require
frequent and careful monitoring, often in the setting of
specialized anticoagulant clinics [2]. Despite recent advan-
ces, e.g., in the standardization of thromboplastins [3],
clinicians responsible for VKA treatment are still faced by

Morten Arendt Rasmussen and Jane Skov contributed equally.

M. A. Rasmussen
Department of Food Science/Quality and Technology,
Faculty of Life Sciences, University of Copenhagen,
Copenhagen, Denmark

J. Skov : E.-M. Bladbjerg : J. J. Sidelmann : J. Jespersen
Unit for Thrombosis Research, Institute of Public Health,
University of Southern Denmark,
Esbjerg, Denmark

M. Vamosi
Unit for Health Promotion, Institute of Public Health, University
of Southern Denmark,
Esbjerg, Denmark

J. Skov (*)
Department of Clinical Biochemistry, Hospital of South West
Denmark, Unit for Thrombosis Research, University of Southern
Denmark,
Finsensgade 35,
DK-6700 Esbjerg, Denmark
e-mail: skov_jane@yahoo.com

Eur J Clin Pharmacol (2012) 68:321–328
DOI 10.1007/s00228-011-1123-3



numerous challenges. One of these challenges is the large
intra-individual variation in VKA dose demands to achieve
INR values within the therapeutic range, often necessitating
adjustments of the VKA dose. One potential cause of INR
fluctuations is dietary vitamin K intake [4, 5]. Further
complicating this matter, therapeutic dose requirement
between patients may differ by more than a factor 10 [6].

The mechanism of action and metabolism of VKA
explains some of the large dose variation: vitamin K
serves as a cofactor in a hepatic transformation of glutamic
acid residues into γ-carboxyglutamic acid. This post-
translational modification is necessary for the normal
function of the vitamin K-dependent coagulation factors
(factors II, VII, IX and X and proteins C, S and Z). During
the reaction vitamin K is oxidized and must be reduced by
the enzyme vitamin K epoxide reductase (VKOR) before it
can function as a cofactor again. VKA treatment inhibits
VKOR and leads to reduced recycling of vitamin K and
thereby a reduction in the amount of functional coagulation
factors [7]. The type of VKA mostly used in Denmark and
worldwide is warfarin [1], of which the most active
enantiomer S-warfarin is metabolized by the hepatic
enzyme cytochrome P450 2C9 [8]. This enzyme is
responsible for metabolism of a wide range of xenobiotics
[9] and can be inhibited or induced by several classes of
pharmaceuticals [10]. Accordingly, about half of the inter-
individual variation in the therapeutic dose of warfarin can
be explained by single nucleotide polymorphisms (SNPs) in
the highly polymorphic VKORC1 and CYP2C9 genes [11].
Clinical variables such as age, weight, ethnicity and certain
co-medications are also responsible for dose variation, but
to a smaller degree [6].

Interestingly, patients with a low dietary intake of
vitamin K may be prone to INR fluctuations [12], and
recent studies have indicated that vitamin K supplementa-
tion can improve the stability of VKA treatment [5, 13]. In
light of these findings, it seems highly relevant to explore
the impact of vitamin K intake on VKA treatment.

Intuitively, it is expected that patients who have a large
dietary intake of vitamin K require a larger dose of VKA
than patients with a smaller dietary intake. Nevertheless,
this association was either absent [14] or shown to be very
slight [15] in two cross-sectional studies of more than 300
patients in the maintenance phase of anticoagulant therapy,
and a smaller study showed no correlation between
maintenance dose of warfarin and vitamin K intake
averaged over 28 days [16].

Conventional linear regression analyses such as those
employed in these studies are useful for determining the
quantitatively most important variables, but are not neces-
sarily the best choice for investigating relations that may
prove more complex, such as the relation between diet and
warfarin dose. The following report employs a multivariate

technique with visualization features to investigate the
relation between dietary intake of vitamin K and a
maintenance dose of warfarin. This method enables
accounting for sources of variability that directly or
indirectly affect one or both of these variables, in this
report including genetic polymorphisms, selected clinical
variables and physical activity level. Thereby, we aimed to
gain a deeper understanding of the relation between diet
and warfarin maintenance dose.

Materials and methods

Design and study participants

The participants in this cross-sectional study were patients
in the maintenance phase (duration of treatment>3 weeks at
the time of inclusion) of VKA treatment at the Department
of Clinical Biochemistry at the Hospital of Southwest
Denmark. At this nurse-managed and physician-supervised
anticoagulant clinic, dosage of VKA is computer-assisted
using the DAWN anticoagulant therapy software (4S
Information Systems Ltd, Cumbria, UK) [17]. All patients
attending the anticoagulant clinic were eligible for inclusion
in the project if they were above 18 years of age and provided
written consent. Patients were excluded if treatment with
heparin, warfarin or phenprocoumon was contraindicated or
they were undergoing cancer chemotherapy. A total of 250
consecutive patients were enrolled between May 2009 and
January 2010. Because of the explorative design of the study,
no power analyses were carried out, but the resulting
population size is comparable to those of other studies on
diet and VKA dose [14, 15]. In addition to the 250 patients
included, a total of 116 patients declined to participate. The
non-participants were older and more likely to be diagnosed
with atrial fibrillation than the participants [18].

Six patients were treated with phenprocoumon, while the
remaining took warfarin. For the present analyses, the
patients taking phenprocoumon were excluded, resulting in
a total of 244 patients. The characteristics of this ethnically
homogeneous population (except for one Asian and one
Italian, all were Scandinavian) are displayed in Table 1.

In dealing with ethical aspects the Declaration of
Helsinki was followed throughout the study and approval
was obtained from the regional Ethics Committee (project-
ID S-20080020).

Data sampling

On the day of enrollment, a structured interview was
conducted. Following the interview, anthropometric measure-
ments were taken by the interviewer. Information about VKA
dose, INR, and INR target was extracted from DAWN.
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VKORC1 and CYP2C9 polymorphism detection

On the day of the interview venous blood was sampled
from each patient in tubes containing EDTA and subse-
quently used for DNA analysis. Genomic DNA was
extracted from peripheral blood cells following centrifuga-
tion, removal of plasma and lysis of erythrocytes.

CYP2C9 genotyping was performed by PCR-RFLP
methods for detection of four SNPs rs1856908, rs9332113,
rs1934968, and rs9332238. For rs1856908, the following
primers were used: 5´CTG GGA TTG CAT GTT GGT TT
and 5`GGA ATT TTC TCA GGC AGATCA, for rs9332113
5´GTT AGA CGG AGA CGATCA CGT and 5´AGG AGA
GTT CCT TTGAGG CCAGGT, for rs1934968 5´GAT GAT
GTT AAT CTG TCA ACT TTG C and 5´ACA AGG ATC
CCC ACT GTC AC, for rs9332238 5´CCC ATC CAC CCA
TCTATC TC and 5´CCG TTT TCC TGA AAATAG CAA.
Primer sequences were found using the primer3 program
[19]. Amplification took place in a final volume of 25 μl
containing 1 U of Taq polymerase (Roche Applied Sciences,
Mannheim, Germany), 25 ng of each primer, 1.25 nmol of

each dNTP (Stratagene 200415, Agilent Technologies, Santa
Clara, CA, USA), and 2.5 μl 10* reaction buffer (Roche
Applied Sciences, Mannheim, Germany). Cycles (n=30) of
92°C for 30 s, 62°C for 50 s, and 72°C for 30 s were carried
out for all reactions.

The rs9332238 amplicon was digested by the Tfi-I
restriction endonuclease (at a temperature of 65°C for 2 h),
the rs1934968 amplicon by Bsm-I (65°C, 2 h), the
rs9332113 amplicon by Spe-I (37°C, 3 h), and the
rs1856908 amplicon by Bsr-I (65°C, 2 h).

A multiplex PCR-RFLP was used for the detection of the
*2 (rs1799853) and *3 (rs1057910) allele variants [8].

Real-time PCR followed by melting curve analysis was
performed on the Lightcycler Instrument 2.0 (Roche
Diagnostics) for detection of the VKORC1 SNP 1173C/T
(rs9934438) [20]. RFLP methods were used for detection of
the −1639G/A (rs9923231), the 689C/T (rs17708472), and
the 9041G/A (rs7294) SNP. We used the primer sequences
and restriction enzymes reported by Sipeky et al. [21].

We re-analyzed 5% of the samples (at random) and the
results were confirmed. Our internal quality control
program for DNA analysis is described in detail elsewhere
[22].

Statistical analyses

Univariate correlation analysis was performed using
Spearman’s correlation.

We used 37 variables considered to be predictors for
estimation of VKA dose for the multivariate analyses. In
our attempt to investigate the correlation between dietary
vitamin K intake and the maintenance dose of VKA, we
chose to include genetic polymorphisms, which are known
to have a significant effect on VKA dose, and clinical
variables, some of which are known to influence VKA
dose, in addition to the variables describing diet and
physical activity. We entered all ten SNPs tested. The
number of variant alleles was considered continuous (in
terms of the effect on the maintenance dose of VKA) and
the SNP genotypes were hence coded 1 (wild type), 2 (one
variant allele), and 3 (two variant alleles). The continuity
assumption was verified by individual bar plots of VKA
dose for each SNP (results not shown). The clinical
variables were age, sex, height, weight, BMI, hip circum-
ference, waist circumference, INR target (a dichotomous
variable describing whether the target was 2.5 or 3.0),
number of medications, and use of amiodarone.

Dietary habits were evaluated by a food frequency
questionnaire with 80 items, covering common components
of a traditional Danish diet such as rye bread or potatoes
and items with high vitamin K content, i.e., broccoli,
spinach, and liver. Vitamin K intake during the previous
4 weeks was estimated from the food frequency question-

Table 1 Baseline characteristics of study participants (n=244)

Characteristic Data

Agea 68 years (60–75)

Sex 134 males (65%)

BMIa 28.5 kg/m2 (25.9–32.1)

Indication for warfarin treatment Atrial fibrillation 140 (57%)

Venous thrombosis 67 (28%)

Mechanical heart valve 29 (12%)

Other 8 (3%)

Duration of warfarin
treatment>12 months

134 (55%)

INR target 2.5 (range 2.0–3.0): 234 (96%)

3.0 (range 2.5–3.5): 10 (4%)

INR within therapeutic range 161 (66%)

Warfarin dosea 31.9 mg/week (22.5–47.5)

Vitamin K scorea (arbitrary) 65 (37–109)

VKORC1 genotype (rs9934438) CC 80 (33%)

CT 124 (51%)

TT 40 (16%)

CYP2C9 genotype (2* and 3*) 1.1 159 (65%)

1.2 48 (20%)

1.3 31 (13%)

2.3 or 3.3 6 (3%)

Polypharmacy patients
(≥5 medications)

128 (53%)

Amiodarone users 21 (9%)

INR, international normalized ratio
aMedian (quartiles)
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naire focusing on 22 specific foods with a moderate to high
vitamin K content. Each food was assigned a unit value by
dividing the vitamin K content in micrograms per 100
grams by 100 [15]. For example, broccoli has a vitamin K
content of 260 μg/100 g and was assigned the unit value
2.6. The unit value was multiplied by an estimate of the
number of times the patients had ingested the food during
the last month (“a few times”=2, “a couple of times a
week”=8, “once daily”=25 and “more than once a day”=
50). These values were summed to give an estimated
vitamin K score [15]. The foods and unit values were
broccoli (2.6), watercress (2.5), beans (1.7), spring onions
(2.07), kale (2.5), white cabbage (0.59), wheat bran (0.83),
endive (2.31), chick peas (2.64), liver (1.04), mayonnaise
(0.75), parsley (7.9), chives (3.1), Brussels sprouts (2.5),
red cabbage (1.49), green salad (1.3), celery root (1), soy oil
(5.4), pointed cabbage (1.7), spinach (3.4), seaweed (13.85)
and peas (0.7).

In addition to vitamin K score, the food items were
divided into seven groups: grains and starches, fruit and
vegetables, meat, dairy products, sources of fat, sources of
sugar, and drinks. For each food group two principal
components were extracted describing the main systematic
variation of data. These 14 components were used as a
condensed measure of the 80 primary food variables.

Physical activities were described by the continuous
medical emergency team (MET) score calculated from the
short form of the International Physical Activity Question-
naire [23] and the patient’s overall classification of spare
time activities, denoted “physical activity level” (1=
sedentary, 2=moderately active, 3=participated in exercise
activities. The last category, 4=participated in competitive
sports, was not chosen by any of the patients).

In summary, the 37 variables can be divided into several
groups: 10 polymorphisms, 10 clinical variables (age, sex,
weight, height, BMI, waist circumference, hip circumfer-
ence, INR target, number of medications, and amiodarone),
food components (14), physical activity (2), and vitamin K
score.

Partial least squares regression (PLS) was used to
decompose the information from these 37 variables from
244 patients into a few underlying significant latent
variables (which are called components in the following
text) relevant for prediction of warfarin dose. Overfitting
was avoided by inclusion of only statistically significant
components, the number of which was estimated by cross-
validation (random segmentation into 10 segments, repeat-
ed five times), evaluating the cross-validated mean squared
error for different numbers of components.

In addition to the prediction ability, PLS models also
have additional visualization features. The PLS model
decomposes data into scores and loadings [24]. The so-
called “scores” are related to the samples, i.e., the patients,

and describe how different or similar they are in terms of
the variation relevant for prediction. The “loadings” are
related to variables and reflect the pattern of variables that
are responsible for the prediction. In this report, scatter
plots of component one (x-axis) and component two (y-
axis) have been used to illustrate loadings. Closely related
variables are placed closely together, while negative
associations are reflected by variables being placed oppo-
site each other in the horizontal or vertical direction. For
example, two variables that are placed closely together in
the direction of the x-axis are positively correlated in
component one, while variables placed on opposite ends of
the y-axis negatively are correlated in component two.
Variables clustering in the plot are therefore positively
correlated in both components, while other variables may
have a positive correlation through one component and a
negative in the other. In the present study, the focus of the
multivariate analysis is to use loading plots for interpreta-
tion of the relations between variables.

Results

Both vitamin K score and warfarin dose displayed great
inter-individual variation and both deviated from a
normal distribution (see Table 1). The median vitamin K
score ranged between 0 and 329 and warfarin dose
between 5 mg/week and 117.5 mg/week. The relation
between vitamin K score and warfarin dose is shown in
Fig. 1. From this crude analysis we found that there was a
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Fig. 1 Scatter plot of vitamin K score versus maintenance dose of
vitamin K antagonist (n=244). The bold line shows the best fit.
Spearman’s correlation coefficient is r=−0.16, p=0.012. The three
thinner lines show the relation for patients with no (upper line, the
patients are indicated by circles), one (middle line, the patients are
indicated by squares) or two (lower line, the patients are indicated by
triangles) variant alleles of the VKORC1 polymorphism rs9923231/
rs9934438. The data are unadjusted and should be evaluated
cautiously

324 Eur J Clin Pharmacol (2012) 68:321–328



modest but significant negative association between the
two variables (r=−0.16, p=0.012). This result is unad-
justed for any confounders known to have an influence on
warfarin dose. We stratified the patients by the VKORC1
polymorphism rs9923231/rs9934438 and found that all
three groups had a negative relation between vitamin K
score and warfarin dose, and that this was most pro-
nounced for patients with two variant alleles and thereby
the lowest dose requirements.

Next, we included relevant confounders such as weight,
height, food groups, physical activity level, genetic poly-
morphisms and variables relating to VKA treatment in a
multivariate PLSmodel with warfarin dose as the outcome and
the remaining variables as predictors. From this confounder-
adjusted analysis, the regression coefficient for dietary vitamin
K intake was still negative, albeit rather small. The largest
coefficients were observed for the two VKORC1 polymor-
phisms in complete linkage disequilibrium rs9923231 and
rs9934438, the CYP2C9 polymorphism rs1057910 (*3) and
age; all were negative (results not shown).

To further investigate the apparent counter-intuitive
relation between vitamin K score and warfarin dose, we
scrutinized the loading plot of the multivariate PLS model.
In the present model, two components (representing latent
variables, see also Materials and methods) were found to
have statistical significance. The loadings for the 37
predictors and the outcome variable are illustrated in a
scatter plot of component one versus component two
(Fig. 2a). The present data contain some redundancy of
certain predictor variables, i.e. BMI is derived from height
and weight, and BMI and waist circumference are also
expected to increase in some synchrony. Therefore, it
makes good sense that weight, BMI, hip circumference
and waist circumference are clustered closely together in
Fig. 2. When including only the patients with an INR
measurement with the designated target, the loading plot
was similar to that of all patients (Fig. 2b).

Both plots (Fig. 2a and b) show that the main variation
in warfarin dose is described by the two polymorphisms in
complete linkage disequilibrium VKORC1 SNPs rs9923231
and rs9934438, clinical variables such as weight, BMI,
waist circumference, hip circumference and to a smaller
extent the food group “drinks component 2”. These
measures span the first and most significant component in
terms of prediction of warfarin dose and comprise the
extreme x-values in the plot. In this direction, a negative
relation between vitamin K score and warfarin dose was
observed. Component one explained 52% of the variation
in warfarin dose.

The second component is primarily described by the
clinical variables weight, BMI, waist circumference, and
hip circumference. This component is spanned by the above
measures on one side and vitamin K score, ”fruit and

vegetables component 1,” and physical activity level on the
other side and make up the y-axis of the figure. In this
direction, a negative correlation between body weight and
vitamin K intake was demonstrated, while warfarin dose
was positively associated with vitamin K score. Component
two explained an additional 8% of warfarin dose variation.

Age and the CYP2C9 polymorphism rs1057910 (*3)
contribute to both component one and two and negatively
correlated with warfarin dose in both.

Discussion

The present study describes a surprising negative relation
between vitamin K intake and maintenance dose of
warfarin. This effect was most prominent in the group of
patients with the lowest dose requirements (Fig. 1). When
adjusting for a number of possible confounders in a
multivariate analysis, we confirmed that maintenance dose
of warfarin primarily depends on pharmacogenetics, impor-
tantly polymorphisms in VKORC1 and CYP2C9, and
clinical variables such as body weight and age [15, 25].
The presence of variant alleles of the rs9923231/rs9934438
or rs1057910 and higher age showed a negative correlation
with VKA dose, while body weight correlated with a higher
warfarin dose in component one and a lower dose in
component two (Fig. 2a or b). The correlations with SNPs
and age dominate the results and are hence described in
latent component one, visualized as the x-axis of the
loading plots (Fig. 2a or b). Component one can be
considered a mainly “pharmacogenetic axis” when attempt-
ing to explain warfarin dose and did, not surprisingly,
explain the greatest part of dose variation (52%).

As opposed to the paradoxical negative relation between
vitamin K score and warfarin maintenance dose initially
observed, we found a positive correlation in component
two, illustrated by the y-axis on scatter plots of the loadings
from the PLS model (Fig. 2a and b). In other words, we
observed the expected positive relation between vitamin K
score and maintenance dose in component two. Component
two cannot purely be viewed as the “health-related
behavioral axis” since pharmacogenetic and clinical varia-
bles also contribute. Nevertheless, it is in this direction that
the influence of vitamin K intake on warfarin dose is most
clearly illustrated, in addition to the correlations between
this variable, body weight, and physical activity. Compo-
nent two explains a much smaller portion of dose variation
than component one, again pointing out the huge impor-
tance of pharmacogenetics for VKA dose prediction. It may
seem a little too convenient to search for the component
showing the desired result. In the present example,
however, the pharmacogenetic variables completely over-
shadow the influence of diet in quantitatively most
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important component one. Therefore, one has to turn to
component two before the relations between vitamin K
score, physical activity, and other health-related variables
can be evaluated.

Vitamin K score obviously directly correlates with diet.
This variable was derived from the amount of intake of
certain vitamin K-rich foods, mainly leafy green vegetables
[26]. Accordingly, the loading plots highlight that “fruit and

Fig. 2 Loading plot of compo-
nent one versus component two
from a partial least squares
regression model predicting
maintenance dose of warfarin
from 37 predictor variables,
consisting of selected clinical
variables (n=10), food compo-
nents (n=14, describing con-
sumption of grains and starches,
fruit and vegetables, meat, dairy
products, sources of fat, sources
of sugar, and drinks, two com-
ponents for each), overall phys-
ical activity level classification
(dividing the patients into sed-
entary, moderately active or par-
ticipants in exercise activities)
and medical emergency team
(MET) score (reflecting time
spent on physical activities),
polymorphisms in VKORC1 and
CYP2C9 (n=10), and vitamin K
score. Labels are included for all
the clinical variables, but only
the major contributing genetic
polymorphisms and food com-
ponents. a is a loading plot for
all patients (n=244), while b
shows the 161 patients who had
an international normalized ratio
(INR) within the therapeutic
range at the date of inclusion in
the project. A loading plot is a
visual representation of the re-
lation structure between varia-
bles, where long distances in
either the vertical or horizontal
direction signify a negative re-
lation, while the clustering of
variables indicates a positive
relation between them
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vegetables 1” is closely positioned with vitamin K score.
The composition of diet is connected to the group of related
clinical variables including weight, BMI, hip circumfer-
ence, and waist circumference. Thus, a diet rich in fruit and
vegetables correlates with a lower body weight. Further-
more, the patients’ self-reported level of physical activity
was positioned close to intake of fruit and vegetables, and
opposite body weight. Since these data are cross-sectional,
the question of cause and effect among weight, physical
activity level, and composition of diet cannot be answered,
only speculated upon. The observed relations are, however,
fully compatible with what is expected from common
sense.

Number of medications and use of amiodarone nega-
tively correlated with warfarin dose in both components
and show some correlation with age. These two variables
were chosen to describe use of medications because
previous studies indicated that they affected VKA dose
[18]. Including other types of conventional and alternative
medications did not influence the loading plots in any
significant way (unpublished), which is why they have been
omitted here, for the sake of clarity.

Similar loading plots were observed for patients who had
an INR inside or outside the therapeutic range on the day of
enrolment (compare Fig. 2a and b). This result might reflect
that all participants were patients in long-term therapy, in
whom the majority of fluctuations were small, or a
limitation of the cross-sectional design. From the present
data, we could not evaluate how large a percentage of time
each patient spent within the therapeutic range.

The study is limited by the estimation of vitamin K
intake based on food frequency questionnaires, which
contain no information on serving size. We were therefore
unable to directly calculate the amount of vitamin K
ingested and have to rely on the arbitrary vitamin K score.
We acknowledge that this semi-quantitative approach does
not provide exact results, but we do not believe it is prone
to systematic errors. The large majority of vitamin K intake
in the present population came from vegetables such as
broccoli and kale, while liver was consumed much less
frequently. Since the study population was highly homoge-
neous regarding age, ethnicity, and socio-demographics
(residents of a rural or small-town region on the Danish
west coast), it may be speculated that the serving sizes of
these vegetables showed little variation, hopefully reducing
the impact of the limitations of the vitamin K score. The
vitamin K score should be viewed as arbitrary, and the
observed values cannot be extrapolated to other populations.
Furthermore, we were unable to estimate the contribution
from vitamin K produced by intestinal bacteria [26].

In the specific case of dietary vitamin K intake and
warfarin dose, we conclude that the counter-intuitive
negative (present data) or non-existing [14, 16] correlation

could very well result from an overly simplistic approach to
evaluating the problem at hand. In component two of the
PLS model, we observed the expected relation, where a
larger dietary intake of vitamin K correlates with a larger
maintenance dose of warfarin. This relation is, however,
complexly intercorrelated with body weight and physical
activity, which in themselves influence warfarin dose [6,
27]. In light of recent studies [13], we foresee a renewed
interest in vitamin K intake and vitamin K supplementation
for anticoagulated patients. The present results suggest that
it is not sufficient to evaluate dietary intake of vitamin K
without taking other variables, such as physical activity
level and body weight, into consideration. Future prospec-
tive studies should be directed at determining whether
certain patterns of health-related behavior, as opposed to
single indicators, are connected to the stability of anticoag-
ulant treatment.
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Abstract: Vitamin K antagonists (VKA) are highly effective anticoagulants but their use is hampered by multiple interactions
with food and medicine and a narrow therapeutic range. The large variation in dose requirements has led to the development
of several dosing algorithms based on pharmacogenetic and clinical variables. In contrast, evidence about the influence of
behavioural (i.e. diet and exercise) and socio-psychological factors is sparse. To investigate the impact of pharmacogenetic,
clinical, behavioural and socio-psychological factors on maintenance dose of VKA. In a cross-sectional study, we interviewed
250 consecutive patients from an anticoagulant clinic and subsequently measured pharmacogenetic and anthropometric vari-
ables. Statistical analyses were carried out using linear regression and multivariable models with visualization features. In both
types of analyses, the strongest determinants of VKA dose were polymorphisms in the VKORC1 and CYP2C9 genes and age.
Half of the variation in VKA dose could be explained by a linear regression model including four variables, while a multivari-
able model with 20 pharmacogenetic and clinical variables explained 60%. A multivariable model including 94 predictor vari-
ables was not notably better regarding predictive performance, but visualization of this model offered information about the
correlation structure between predictor variables. The strongest determinants of VKA dose are well-known pharmacogenetic
variables and age. The variables describing health-related behaviour and socio-psychological factors are strongly
inter-correlated and not useful in dosing algorithms.

Vitamin K antagonists (VKA) are effective and widely used
oral anticoagulants [1]. In Denmark, warfarin and less com-
monly phenprocoumon are prescribed for the prevention of
thromboembolic complications in patients with mechanical
heart valves or atrial fibrillation (AF) combined with
co-morbid conditions [2,3] or for preventing the recurrence
of venous thromboembolic disorders. VKA treatment has to
be monitored frequently and carefully [4], because fluctua-
tions of the international normalized ratio (INR) [5] outside
the designated range are strongly correlated with haemor-
rhagic or thromboembolic events [6–8]. On the population
level, INR control [9,10] can be improved and the number of
bleedings or thromboses reduced [11] by computer-assisted
dosage of VKA in the setting of specialized anticoagulant
clinics [12].
One of the serious challenges associated with the manage-

ment of VKA treatment is a large inter-individual variation
in maintenance dose. Much of the variability can be ascribed
to genetic polymorphisms, importantly those in the
VKORC1 gene [13], coding for the enzyme inhibited by

VKA, and the CYP2C9 gene [14] coding for the cytochrome
P450 enzyme mainly responsible for warfarin clearance. Fur-
thermore, clinical factors such as age, weight and use of cer-
tain co-medications influence maintenance dose in a robust
and predictable manner. Multiple dosing algorithms have
been developed based on genetic and clinical information
[15,16]. These algorithms are able to explain between a third
and half of the variation in dose requirements [16], much
more than algorithms based solely on clinical data [15,17].
In contrast to the abundant evidence for genetic and clini-

cal influences [15], little is known about the impact of indi-
vidual behavioural factors on VKA dose. For example, solid
evidence regarding the impact of diet [17–19] and exercise
[20,21] is sparse. Nevertheless, concerns about diet can play a
prominent role in the everyday life of an anticoagulated
patient, and a perception of life-style limitations caused by
VKA might decrease the motivation to comply with treat-
ment. Therefore, it is of high importance that clinicians are
able to make recommendations regarding nutrition, physical
activity, smoking and alcohol.
In this study, the influence of a wide range of genetic,

anthropometric, behavioural and socio-psychological vari-
ables on VKA maintenance dose in patients from a Danish
anticoagulant clinic was investigated. The non-genetic vari-
ables were expected to show strong inter-correlations in a
complex manner. By employing not only a conventional
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linear regression model, but also a multivariable approach
with additional visualization features, we attempted to esti-
mate the contribution from such variables. The study was
aimed at generating knowledge that can promote individuali-
zation of VKA treatment.

Materials and Methods

Design and study participants. The participants in this cross-sectional
study were patients in the maintenance phase (duration of treatment
>3 weeks at the time of inclusion) of treatment with a vitamin K
antagonist (VKA) at the Department of Clinical Biochemistry at the
Hospital of South West Denmark. At this nurse-managed and physi-
cian-supervised anticoagulation clinic, dosage of VKA is computer-
assisted using the DAWN anticoagulation therapy software (4S
Information Systems Ltd, Cumbria, UK) [22]. The patients attend-
ing the anticoagulant clinic were eligible for inclusion if they were
above 18 years of age and provided written consent. Patients were
excluded if treatment with heparin, warfarin or phenprocoumon was
contraindicated or they were undergoing cancer chemotherapy. A
total of 250 consecutive patients were enrolled between May 2009
and January 2010, while 117 eligible patients did not participate in
the project. Characteristics of study participants are presented in
table 1. The majority of the patients were treated with warfarin, but
six patients took phenprocoumon. These were not found to be dis-
similar from the remaining patients and were therefore included in
subsequent analyses. The majority of the patients had an INR target
of 2.5 (therapeutic range, 2.0–3.0), but 11 patients had a target of 3.0
(range, 2.5–3.5). On the day of inclusion, 37 patients (14.8%) had an
INR below therapeutic range, while 46 (18.4%) had an INR above
therapeutic range. The lowest INRwas 1.1 and the highest 7.8.

The non-participants were older than the participants (median age
71 years versus 68 years, Mann–Whitney U test: p < 0.01) and more
likely to have been in VKA treatment for more than six months
(97% versus 76%, v2-test: p < 0.01), but there were no gender differ-
ences between the two groups. Participation rates were lower for
patients diagnosed with AF or mechanical heart valves than venous
thrombotic disorders (v2-test: p = 0.027).

In dealing with ethical aspects, the Declaration of Helsinki was
followed throughout the study and approval was obtained from the
regional Ethics Committee (project-ID S-20080020).

Interview and assessment of clinical variables. On the day of enrol-
ment, an interview (see Data S1 for further details) using a standar-
dised questionnaire was conducted. Following the interview, the
patients’ height, weight, waist- and hip-circumference, systolic and

diastolic arterial blood pressure and heart rate were measured by the
interviewer.

Blood sampling and analyses. Five tubes of venous blood were
sampled from each patient. Three samples were collected in tubes
containing 0.5 ml 0.109 M sodium citrate (4.5 ml each) and two
samples in tubes containing EDTA (one 5 ml and one 10 ml). One
tube of citrated blood was used for the determination of INR, and
the 5-ml tube of EDTA blood was used for the measurement of
haemoglobin.

The tubes containing citrated blood were centrifuged within an
hour at 2000 · g for 20 min. at 20�C, and the plasma was collected
and stored at )80�C in portions of 350 ll. Citrated plasma was used
for ELISA detection (Dako, Glostrup, Denmark) of von Willebrand
factor antigen (vWF), ultra-sensitive detection of C-reactive protein
(CRP) by nephelometry (Siemens Healthcare Diagnostics, Marburg,
Germany) and measurement of D-dimer by a latex-based immunoas-
say using the STA-R equipment (Stago Diagnostica, Asni�res-sur-
Seine, France).

The 10-ml tube containing EDTA blood was used for DNA analy-
ses (see below).

VKORC1 and CYP2C9 polymorphism detection. Genomic DNAwas
extracted from peripheral blood cells following centrifugation,
removal of plasma and lysis of erythrocytes.

CYP2C9 genotyping was performed by PCR ⁄RFLP methods for
the detection of four SNPs rs1856908, rs9332113, rs1934968 and
rs9332238 (see Data S1). A multiplex PCR ⁄RFLP was used for the
detection of the *2 (rs1799853) and *3 (rs1057910) allele variants
[14].

Real-time PCR followed by melting curve analysis was performed
on the Lightcycler Instrument 2.0 (Roche Diagnostics, Mannheim,
Germany) for the detection of the VKORC1 SNP 1173C ⁄T
(rs9934438) [23]. RFLP methods were used for the detection of the
)1639 G ⁄A (rs9923231), the 689 C ⁄T (rs17708472) and the
9041 G ⁄A (rs7294) SNP. We used the primer sequences and restric-
tion enzymes reported by Sipeky et al. [24].

The SNPs tested were selected from international databases to
cover as much as reasonably possible of the variation in the CYP2C9
and the VKORC1 genes. Two SNPs (rs9934438 and rs9923231)
expected to be fully correlated were included as a measure of the reli-
ability of our genotyping. We also re-analysed 5% of the samples (at
random), and the results were confirmed. Our internal quality con-
trol programme for DNA analysis is described in detail elsewhere
[25].

Statistical analyses. Statistical analyses were performed in SPSS
version 18 (SPSS Inc., Chicago, IL, USA), and a significance level
of 0.05 was used for all tests.

We inspected Q–Q plots to determine whether variables followed a
normal distribution. Results are given as geometric mean (95% confi-
dence interval) for lognormal variables or median (quartiles) for the
remaining variables.

Chi-square-tests were used to assess deviations from Hardy–
Weinberg equilibrium at the SNP sites tested. Differences among SNP
groups were tested using the non-parametric Kruskal–Wallis test.

To sort the variables according to importance for the estimation
of therapeutic VKA dose, we used forward stepwise regression,
which successively includes variables contributing the most to the
predictive performance. The stop criterion was estimated by tenfold
cross-validation. Because of the explorative design of the study, no
power analyses were carried out.

Multivariable pattern analysis. We used 94 variables for the initial
multivariable analyses. VKA treatment was described by weekly dose
(used as the outcome variable), INR, indication [five groups: AF or
mechanical heart valves, deep vein thrombosis (DVT) or pulmonary
embolism (PE) and ‘other’], use of warfarin or phenprocoumon,
INR target and duration of treatment at the time of inclusion. Addi-
tionally, a dichotomous variable determined whether the indication

Table 1.
Baseline characteristics of study participants (n = 250).

Age–years1 68 (59–75)
Male sex 65.2%
Indication for VKA
treatment

Atrial fibrillation 56.8%
Mechanical heart valve 12.0%
Deep Vein Thrombosis 17.2%
Pulmonary Embolism 10.8%

Other 3.2%
Duration of VKA
treatment at the time
of enrolment

£3 months 13.7%
‡12 months 55.8%

BMI (kg ⁄m2)2 29.0 (28.3–29.7)
VKA dose2 31.4 mg ⁄week (29.4–33.5) Range

5–117 mg ⁄week

VKA, vitamin K antagonists.
1Median (quartiles).
2Geometric mean (95% confidence interval).
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for VKA treatment was ‘arterial’ (AF and mechanical heart valve)
or ‘venous’ (DVT and PE). The clinical variables entered were as fol-
lows: age, sex, BMI, height, weight, waist circumference, hip circum-
ference, waist-to-hip ratio, heart rate, systolic and diastolic blood
pressure. The number of medications taken by each participant was
entered, so was a dichotomous variable defining whether the patient
took a specific medication or not. Compliance was described by a
dichotomous variable (had the patient missed one or more doses or
not), so was polypharmacy (use of five or more preparations [26]).
Use or non-use of each category of the most common dietary sup-
plements was defined by six dichotomous variables. Dichotomous
variables indicated the presence of each CHADS2 risk factor except
age.

Patients were defined as current, former or non-smokers, and for
the current smokers, the daily tobacco consumption was entered.
Three variables described alcohol intake: Alcohol consumption fre-
quency during the last 12 months was scored from 1 = ‘never’ to
8 = ‘almost daily’ and the estimate of units of alcohol during the last
4 weeks was entered. A dichotomous variable indicated whether the
participant had consumed more than three units of alcohol at one
occasion. Two variables were included for physical activities: the
number of MET minutes calculated from the short form Interna-
tional Physical Activity Questionnaire, and the overall classification
of spare time activities scored from 1 = sedentary to 4 = competitive
sports. The food items were divided into seven groups: grains and
starches, fruit and vegetables, meat, dairy products, sources of fat,
sources of sugar and drinks. For each food group, a principal com-
ponents analysis (PCA) was conducted. This is an explorative data
compression technique that can be used to decompose the variation
in a large data matrix into fewer underlying latent variables, also
called principal components (PCs). The data matrix is divided into
so-called scores, relating to the samples, loadings, relating to vari-
ables, and residuals, the unsystematic variation not explained by the
model. The loadings can be plotted in a scatter diagram, thereby
illustrating the grouping patterns of variables. From each food
group, two PCs were extracted. The above principles are illustrated
in fig. 1, which is a loading plot of the first two PCs of the group
‘drinks’. Variables placed close to each other (in either the horizontal
or the vertical direction in PC one or PC two, respectively) are posi-
tively correlated, while a long distance implies a negative correlation.
Thus, in fig. 1, the first PC (shown on the x-axis) is spanned by diet
drinks and coffee in one direction and tea in the opposite one. The
second PC (y-axis) is spanned by water as one extreme and diet
drinks as the other.

The resulting 14 components (seven food groups, two PCs from
each) were used as a condensed measure of the 80 primary food vari-

ables. In addition, vitamin K intake during the previous month was
assessed by the vitamin K score (see Data S1).

The three socio-demographic variables described whether the
patient lived alone or not, his or her level of education (below or
above 7 years of primary school) and whether they worked or had
retired. Four subjective indicators of well-being were included: The
patients’ answer to question 1 of the SF-12-v1 questionnaire (‘In
general, would you say your health is excellent, very good, good, fair
or poor?’), the SF-12 Physical Health Composite Scale Score, SF-12
Mental Health Composite Scale Score and the total score on the
Perceived Stress Scale.

Finally, we entered haemoglobin, plasma concentrations of vWF,
CRP and D-dimer, and all SNPs tested. For the latter, the number of
variant alleles was considered additive and the SNP genotypes were
coded 1 (wild type), 2 (one variant allele) and 3 (two variant alleles).

We used partial least squares regression (PLS) to estimate the ther-
apeutic VKA dose from the above groups of independent variables.
PLS is, similarly to PCA, a technique that decomposes the data into
a few latent variables. Similarly to PCA, the data matrix is divided
into scores, loadings and residuals. Unlike PCA, in this type of
model, the contribution of a single variable to the response is not
estimated as it is in conventional regression models. Instead, the
number of significant components is found, to which each variable
can contribute more or less. By comprising the data matrix into a
few latent structures (components), PLS models show great robust-
ness against such problems as multicollinearity between variables. In
this study, the models were evaluated as root mean squared error
of cross-validation to find the optimal number of components. In
addition to predictive performance, PLS models offer visualization
features. In Scatter plots of loadings (so-called loading plots), the
correlation structure between variables is illuminated.

Additionally, a ‘minimal’ PLS model with only genetic polymor-
phisms and selected clinical variables (20 predictor variables) was
built as a reference model for more direct comparison between the
performance of a conventional linear and a multivariable model.

Results

Genetic polymorphisms.
A vast majority (N = 245) of the study participants reported
their ethnicity as ‘Danish’. The remaining five were as fol-
lows: ‘German’ (N = 1), ‘Faroe Islander’ (N = 2), ‘Sri Lan-
kan’ (N = 1) and ‘Italian’ (N = 1).
No deviations from Hardy–Weinberg equilibrium were

detected at the SNP sites tested, and the genotypes for
VKORC1 polymorphisms rs9934438 and rs9923231 were
100% correlated. We found that VKA dose varied signifi-
cantly among genotype groups for the rs9934438 ⁄ rs923231,
rs17708472, rs7294 (all VKORC1), rs1856908, rs1799853 and
rs1057910 (CYP2C9) SNPs (table S1).

Linear regression analysis.
The forward stepwise linear regression model estimating
VKA dose included four variables, three of them SNPs. The
first variable to enter the regression was the VKORC1 poly-
morphism rs9934438 or rs9923231. The second variable to
enter the model was age, and finally, the two CYP2C9 SNPs
were rs1057910 (*3) and rs1799853 (*2). The total adjusted
R2 for this model was 50% (table 2).

Multivariable pattern analyses.
The PLS model had two statistically significant latent vari-
ables or components. Component one explains 51% of the
variation in VKA dose, while the first two components in

Fig. 1. Loading plot of principal component one versus principal
component two for the principal components analysis of the food
group ‘drinks’.
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combination explain a total of 64%. Loading plots of compo-
nent one versus component two are shown in fig. 2. The main
variation in VKA dose is described by the variables spanning
the x-axis or component one of the model. Furthest apart
from VKA dose in this direction are the two correlated
VKORC1 polymorphisms rs9934438 and rs9923231 and age.
Age is clustered closely with variables such as retirement,
hypertension, polypharmacy, betablockers and numbers of
medications taken. In the opposite direction, on the x-axis is
a group of closely related variables including weight, BMI,
waist circumference and hip circumference. Nearby, ‘drinks
2’ is found, reflecting the consumption of diet sodas (fig. 1).
Component two or the y-axis is spanned by SNPs and the
variables reflecting body weight in one direction and those
reflecting age in the other.
Figure 3 is a loading plot similar to fig. 2, based on a

model with only 20 predictor variables. The two loading
plots are very similar regarding variables spanning the two
components. A notable difference is that age is placed on the
opposite side of VKA dose in fig. 3 in both component one
and component two. Component one explains 52%, and the
first two components combined explain 60% of the total var-
iation in VKA dose.

Discussion

For the present study, a wide range of pharmacogenetic,
anthropometric, behavioural and psycho-sociological vari-
ables were estimated in patients from a Danish anticoagulant
clinic. The influence of these variables on VKA dose was
investigated using two different statistical models, linear
regression with forward selection and partial least square
regression.
In agreement with a large body of similar studies [15,16],

we found the rs9923231 or rs9934438 polymorphism in
VKORC1, age and the *2 and *3 CYP2C9 genotypes to be
the most important predictors of VKA dose in the linear
regression model. Possession of variant SNP alleles was neg-
atively associated with VKA dose, so was higher age.
A number of variables were not selected by our linear

regression model, even though they have been found to influ-
ence VKA dose in previous reports and are included in
published dosing algorithms. These include weight (or the
related variable BMI or body surface area), sex, smoking sta-
tus and venous thrombosis as the indication for VKA treat-

ment [18,27]. The quantitatively very small contribution
from the two latter variables [27] offers a good explanation
for their absence in our model. The PLS model provides a
more detailed understanding of the somewhat ambiguous
role played by weight. We were also intrigued by the absence
of amiodarone in the linear regression model, because this
medication is known to strongly influence VKA maintenance
dose [15]. When directly comparing amiodarone users and
non-users, we found significant differences in VKA dose
[26]. Only 21 of the study participants used amiodarone, and
this example illuminates that even though amiodarone use
will profoundly affect an individual’s dose requirement, it is

Table 2.
Stepwise linear regression model of VKA dose, forward selection.

Variable

Estimated effect on
VKA dose

(confidence interval)

Adjusted
cumulative

R2 p-value

rs9934438 (VKORC1) )0.25 ()0.20 to )0.29) 0.28 <0.01
Age )0.18 ()0.13 to )0.22) 0.40 <0.01
rs1057910 (CYP2C9) )0.16 ()0.12 to )0.21) 0.48 <0.01
rs1799853 (CYP2C9) )0.10 ()0.05 to )0.14) 0.50 <0.01

VKA, vitamin K antagonists.

Vitamin K score

Polypharmacy

Betablockers

Retirement

Vitamine K-score

Fruit and vegitables 1
Physical activity level

Sex

Drinks 2

Height

Waist
Hip

Weight

Age

Hypertension
Number of medications

A

B

Fig. 2. Loading plot of component one versus component two of the
partial least square regression model with 94 predictor variables and
vitamin K antagonists dose as dependent variable. The different
groups of variables are coded by colour and the triangles mark the
variables selected by the linear regression model. (A) Illustrates the
loadings of all predictor variables, including those making minimal
contributions. (B) The variables contributing the most plus some of
high interest for interpretation are included, all marked by a legend.
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not among the most important sources of variation on the
population level.
By employing a multivariable model to explore the varia-

tion in VKA dose, we found the same variables to be most
influential as we did by the simpler linear regression. The
first two components of the full PLS model explained a sub-
stantially greater part of the variation in VKA dose (64%)
than the linear regression model (50%). The minimal PLS
model had fewer predictor variables but was about as good
at explaining the variation in VKA dose (60%) as the full
model. The small difference in percentage of VKA dose vari-
ation explained between the two PLS models is shared by
more than 70 variables. Therefore, among the variables
describing health-related behavioural and socio-psychologi-
cal factors, there is not one strong determinant of VKA
dose. As the full model with more variable groups included
was not significantly poorer, the added information is only
redundant and not necessarily irrelevant. Hence, the full
model adds knowledge concerning the entire system but does
not contribute to much additional predictive performance.
The visualization of the full model may explain the some-

what surprising role played by weight in determining VKA
dose. We expect heavier patients to require a higher VKA
dose, which is also clearly observed in component one of our
PLS models. In component two, however, weight is negatively
correlated to VKA dose, which is positively correlated to
intake of vitamin K-rich vegetables and physical activity. It
has previously been suggested that more active patients
require a higher VKA dose [20,21]. Intuitively, one would
expect a large dietary intake of vitamin K to correlate with a
large dose requirement, but our analyses did not identify
vitamin K score as an important predictor of VKA dose.
Similar weak or non-existing associations have been reported
in other studies [17–19]. All in all, it seems that behavioural
markers (intake of vegetables, physical activity) and weight
are complexly correlated and that these relations ‘overrule’
the effect of weight in component two.

The study is limited by the fact that all data describing
diet were estimated from food frequency questionnaires. We
are, therefore, unable to make any firm conclusions about
overall caloric intake or the distribution of macro- or mi-
cronutrients, and the vitamin K score is an arbitrary estima-
tion of vitamin K intake. As the population showed little
variation in terms of age and ethnicity, the impact of this
error is limited.
In conclusion, the present report suggests that health-

related behaviour, socio-demographic factors and subjective
health perceptions have very limited influence on VKA
dose. For dosing algorithms, pharmacogenetic information
is of the absolutely highest importance. Even though our
results indicate that anticoagulated patients should not
receive any different advice regarding nutrition and physi-
cal activities than other individuals, the possible impact of
health-related behaviour on INR fluctuations must not be
forgotten. The focus of future studies should therefore be
directed at the possible impact of behaviour, socio-demo-
graphic factors and subjective health perceptions on the
intra-individual stability of dose and response to VKA
treatment.
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Abstract 

Objective: To develop a basis for building models that can examine impact of organic food (OF) 

choices on maternal and offspring health, including identification of factors associated with OF 

consumption, and underlying dietary patterns.  

Design: Dietary intake was collected for the preceding month from a food frequency questionnaire 

(FFQ) in mid-pregnancy and information on socio-demographic characteristics was collected from 

telephone interviews during pregnancy. From a question about OF consumption in the FFQ, 

including six food categories, an OF preference index was calculated. Latent variables that captured 

the variability in OF choices in relation to dietary intake were defined.  

Setting: The Danish National Birth Cohort (DNBC), 1996 to 2002. 

Subjects: 60.773 pregnant women from DNBC.  

Results: We found that frequent OF use was highly associated with age, occupational status, 

urbanization, smoking and vegetarianism. By principal component analysis we identified two eating 

patterns – ‘Western dietary pattern’ and ‘Prudent dietary pattern’ that explained 14·2 % of the 

variability in data. Frequent OF users consumed a more ‘prudent’ diet compared to non-users and 

had a significantly higher intake of vegetables (+67 %), fibre (+13 %), n-3 fatty acids (+11 %) and 

less saturated fat (-8 %).  

Conclusion: Frequent OF users seemed to have a healthier lifestyle compared to non users. These 

findings highlight a major challenge in observational studies examining impact of OF consumption 

on health due to potentially irremediable confounding factors. 
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Introduction

During the past decade the demand for organic food (OF) products has grown considerably and 

various alternatives to the mainstream conventional food products and distribution have been 

developed and are increasing, especially in developed countries (1). It is difficult to identify reasons 

for this growth as studies show that OF consumption reflects a complex web of determinants 

including its availability in food stores, socio-demographic and cultural factors, and personal values 

and attitudes. Studies, however, also reveal that health considerations are a major factor behind the 

growth in OF consumption (2-12). This is noteworthy because a causal association between OF 

consumption and better health remains to be scientifically established (13-18). Several types of studies 

have been conducted to address the question, but with few or unclear answers for various reasons: 

the biological and chemical studies in the field are often incomparable, as chemical composition of 

crops is easily affected by temperature, soil and sort (14;15;17;18); few comparable animal studies exist, 

and some may not be relevant for today’s farming practice (13;17); and very few intervention studies 

or prospective observational studies have addressed the potential health benefits of OF products 
(16;19-21).  

In relation to health effects of OF consumption the observational study design is complicated by the 

role of potential confounding factors. Thus, underlying determinants of OF purchase need to be 

described and included in statistical models in order to minimize potential confounding. The Danish 

National Birth Cohort (DNBC) (22;23) is suitable for addressing this issue as it is one of the largest 

prospective cohort studies worldwide to have recorded OF preferences during pregnancy along with 

a multitude of other dietary-, health- and socio-economic factors. Furthermore, Denmark has a 

strong system for control and certification of organic farming and manufacturing, a matured organic 

market, and the highest consumption of OF per capita in Europe (24). Therefore, the DNBC offers 

unique opportunities to study the impact of OF in pregnancy on maternal and offspring health.  

The aim of this study was to develop a basis for building models that can examine the impact of OF 

choices on maternal and offspring health among Danish pregnant women. The first step was to 

identify factors associated with OF consumption. The second step was to employ multivariate 

methods to identify underlying patterns and to define latent variables that can capture the variability 

in OF choices among the study population.  
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Materials and methods

The Danish National Birth Cohort (DNBC) 

The DNBC is a cohort with information from 100.000 pregnancies (22). Women were recruited 

between 1996 and 2002 during the first antenatal visit to the general practitioner around weeks 6-10 

of gestation. The data collection in the study included four telephone interviews (two prenatal 

interviews conducted in gestational week 12 and 30 and two postnatal interviews when the child 

was 6 and 18 months old) and a semi-quantitative food frequency questionnaire (FFQ) mailed to the 

women in week 25 of gestation (22;23). It was estimated that during the study period approximately 

35 % of all deliveries in Denmark were included in the cohort (22). Some of the women are 

registered in the cohort twice or more through subsequent pregnancies during the recruitment 

period. However, in our study, only the first pregnancy for each participating woman was included 

to avoid inter-correlation within subjects. Furthermore, multiple pregnancies were excluded from 

the study. The DNBC complies with the Declaration of Helsinki and was approved by the Danish 

National Committee on Biomedical Research Ethics. 

Definition of organic food preference index

Information on OF consumption was collected through the FFQ (23). About 70 % of the women 

returned the questionnaire, which was a modified form of a questionnaire used by the Danish 

Cancer Registry (25). Of the 100.000 women in DNBC, 60.773 met the inclusion criteria and had 

answered the question about OF consumption in the FFQ. 

The FFQ covered the pregnant woman’s diet during the preceding four weeks and included one 

question about organic food consumption: “How often do you eat organic foods?”. The question 

was divided in six categories: milk products, cereals, egg, vegetables, fruit and meat. The answer 

categories were never, sometimes, regularly or always. Based on the question we calculated an 

organic food preference index. Each answer category was given a score (never = 1, sometimes = 2, 

regularly = 3, always = 4) and summarized across categories to form an organic index (OX). 

Missing values were characterized as “never eating organic”. Due to the fact that vegetarians and 

vegans in general have no consumption of meat and vegans have no consumption of meat, egg and 

milk products the meat category was excluded for both groups and the egg and milk categories were 

excluded for vegans. Based on the constructed index the women were segmented into four groups: 

non users (OX= 6), low users (6 < OX ≤ 12), moderate users (12 < OX ≥ 18) and frequent users 

(OX > 18).  

Assessment of dietary patterns 

In the FFQ the women were asked about frequencies for approximately 360 different items of foods 

and beverages. To estimate food intake standard portion sizes and standard recipes were applied for 
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all items in the questionnaire. Standard portion sizes were multiplied with the daily frequencies to 

estimate intake of each food item in grams. For more complex items standard recipes were made 

and the intakes of foods present in different items were aggregated. The estimated amount of all 

items were coupled with the Danish Food Tables (26) and corrected for loss of fat, water, vitamins 

and minerals. The 360 different items were divided into 35 main food groups and 65 more specific 

food groups representing the entire diet of the women. All nutrients were energy adjusted by the 

residual method, as described by Willett et al. (27). Only women with an energy intake > 4500 kJ and 

< 20.000 kJ per day were included in the analyses for dietary intakes to avoid unrealistic estimates. 

The FFQ used in the DNBC has been validated in a group of younger non-pregnant women (28) and 

in the DNBC for intake of fruit, vegetables and pregnancy relevant nutrients (folate, protein, retinol 

and n-3 fatty acids) by a 7-day weighed food diary and biomarkers (29;30).  

Assessment of socio-demographic and lifestyle factors 

Socio-demographic and lifestyle variables were gathered from the consent form, the FFQ and the 

telephone interviews and include age ( < 20, 20-24, 25-29, 30-34, 35-39, ≥ 40), parity (0, 1, 2, 3+), 

occupational status (high-level proficiencies, medium-level proficiencies, skilled, student, unskilled, 

unemployed), cohabitation status (single, couple/married), urbanization (capital city, capital 

suburbs, 100.000+, 10.000 – 99.999, < 10.000 citizens), smoking during pregnancy (non-smoker, 

occasional smoker, < 15 cigarettes per day, ≥ 15 cigarettes per day), alcohol intake in pregnancy 

(not at all, yes), energy intake (in quintiles), physical activity (no, light, moderate, high level), 

intake of dietary supplements in the pregnancy (no, yes), maternal pre-pregnant body mass index 

(BMI; < 18·5, 18·5-25, 25-30, 30-35, 35+), living area in Denmark (West or East part of the 

country) and vegetarianism (yes, no). Most of these variables have been described and used in 

earlier studies based on the DNBC (31-40).   

Statistical analysis  

Univariate and multivariate logistic regression was used to estimate the association between OF 

consumption and socio-demographic characteristics and linear regression was used to analyze 

differences in dietary intake between non and frequent OF users. In these analyses the focus was on 

the differences between non users and frequent users in order to obtain the biggest contrast between 

OF consumers. All analyses were performed with SAS software, version 9.1 (SAS Institute Inc., 

Cary, North Carolina).  

Principal component analyses (PCA) were used for exploration of the associations between the 65 

food groups. PCA is conducted to uncover the systematic correlation structure between variables 

while excluding the non systematic variation. PCA is a widely used method for compression of 
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large datasets, often with a large number of variables, into a few underlying latent variables 

(principal components), describing the systematic variation. The number of variables in the present 

work is manageable from a univariate point of view, and PCA is hence not applied as a second to 

none alternative compared to the univariate analysis. PCA in combination with visualization reveals 

the inter variable correlation structure and hence adds a dimension on top of what can be explored 

from univariate analysis (41). PCA models were implemented in MATLAB version 7.9.0.529 

(R2009b) using PLS toolbox version 5.2.2. (Eigenvector Research inc.) and in-house algorithms for 

plotting of results.
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Results 

The responses to the OF question are shown in table 1. The frequencies of organic consumption 

through the six food categories differed substantially. The consumption of organic eggs and milk 

was common among the women, whereas the intake of organic cereals, vegetables, fruit and meat 

was low. According to the constructed OF preference-index, 12 % of the study population were 

classified as ‘non users’, 44 % were ‘low users’, 37 % ‘moderate users’ and 7 % were ‘frequent 

users’.  

Table 2 shows associations between OF preferences and socio-demographic and lifestyle 

characteristics as odds ratios (OR) for being a frequent user as opposed to a non user. The crude 

ORs are based on univariate analyses, whereas the adjusted ORs are based on a multivariate 

analysis showing the associations with OF preferences for each explaining variable independently 

of all the other variables in the table. The women’s age had a strong and independent association 

with OF preferences and so did vegetarianism. Social group, smoking, BMI, physical activity, 

living area and urbanization were all associated with OF preferences in the crude analysis; however, 

adjusting for other factors attenuated their associations with OF preferences, though living area and 

urbanization still had strong associations. Regarding cohabitation status, adjustment tended to 

strengthen the association with OF preferences. For alcohol intake, use of dietary supplements, 

physical activity and occupational status the association with OF preferences was eliminated upon 

adjustment for the other covariates.  

Table 3 shows daily intakes of food items according to OF preferences and crude and adjusted 

increments in intake for frequent users compared to non users (reference group) of OF. Intakes 

differed significantly across OF preference for almost all foods and food groups. The most marked 

differences in intake were observed for vegetables, legumes, fruit and berries, nuts, lamb, seafood, 

plant oils and tea; all with higher intakes for frequent OF consumers. Adjustment for covariates 

attenuated the observed differences and reversed the association between OF preferences and the 

intake of alcohol and desserts (candy, ice-cream and cakes). Compared with non users, frequent 

users seemed to substitute certain items with others, e.g. margarines with oils, white bread with dark 

bread, pork with poultry, lamb and fish, coffee with tea and soft drinks with water and juice.  

Table 4 shows daily intakes of specified nutrients according to OF preferences. Nearly all 

comparisons between frequent users and non users were statistically significant. The most marked 

differences were observed for n-3 fatty acids, fibre, iodine, beta-carotene, folate and vitamin D, K, 

and C – which were higher among frequent users – and saturated fatty acids (SFA), 

monounsaturated fatty acids (MUFA), n-6 fatty and trans fatty acids, cholesterol and retinol – which 
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were lower among frequent users. Adjustment attenuated the differences, however significantly 

higher intakes of certain nutrients were still observed.  

In figure 1 results from the principal component analysis are shown. Information concerning 

distribution of samples and correlation structure of variables are highlighted. The sample/women 

distribution in relation to degree of organic consumption is exploited as four ellipsoids, one for each 

organic consumption group. The centre and half axis correspond to the mean, and standard 

deviation of the group, with respect to principal component one (PC1) and two (PC2), and cover 

approximately 47 % of the data in each group.  Though highly significant differences for almost 

every food group (see table 3) a fairly large overlap between distributions is observed. This 

indicates that the statistical significant differences are driven by large number of persons and not 

large deviations between groups. Inter food group correlation is shown as a scatter plot of the first 

two principal components for the food groups. The food groups are colored according to common 

food classes. When two variables are positioned close to each other they are correlated with respect 

to the variance explained by the two components.  

From the PCA (figure 1) two distinct eating patterns, describing 14·2 % of the total variation in 

data, can be derived. PC1 is associated with a dietary pattern comprising more vegetables, cabbage, 

root, legumes, fish etc. as these food groups obtain high positive values in PC1. We named this 

component the “prudent dietary pattern”. PC2 is characterized by a high intake of pork, 

mixed/processed meat, white bread, margarine, French fries etc, as these food groups obtain high 

positive values in PC2. This component we named the “Western dietary pattern”. The positions of 

the four distributions in relation to organic consumption (the ellipsoids in figure 1) indicate that the 

“prudent dietary pattern” is positively correlated with OF consumption, whereas the “Western 

dietary pattern” is negatively correlated to OF consumption. Nevertheless, these two components 

are not correlated but orthogonal, implying that Western dietary pattern is not the opposite of 

prudent dietary pattern.
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Discussion 

In the present study we found that OF use was an eating habit related to higher social classes and 

healthier lifestyle and diet – all characteristics that predispose OF users to lower risks of chronic 

diseases, that may affect foetal health during pregnancy. Thus, the study illustrates the major 

confounder problem that faces researchers who are seeking to tease out the relationship between OF 

consumption and health outcomes.  

Very few studies have compared the diet of non and frequent OF users and in general they are of 

poor quality. However, there seems to be an overall tendency towards higher intake of fruit and 

vegetables and lower intake of meat among OF users (42-44), consistent with our findings. It has been 

argued that the healthier diet observed among frequent OF users can be explained by differences in 

food supply and prices (45). Frequent users have a higher propensity to purchase OF products from 

speciality shops, but also from direct sales channels such as farm gates, box schemes, street stalls in 

urban areas, etc, that may affect OF product availability and consumption (46). In the beginning of 

2000 the availability of organic foods in supermarkets and discount stores was lower than today (47), 

especially for organic meat, which can explain the lower OF intake for that product category.  

A higher number of vegetarians among frequent OF users might in turn explain the lower intake of 

meat among frequent OF users in our study. However, stratification by vegetarianism showed a 

significantly lower adjusted intake of total meat (data not shown) among non-vegetarian OF users 

compared to non-vegetarian non OF users. This finding is supported by a recent survey among 515 

Danish consumers which showed that the highest quartile in relation to organic preferences 

consumed 50 % less meat compared to non-users (51). 

Several efforts have been made to describe OF consumers through descriptive, socio-economic and 

behavioural factors. However, comparisons between studies are complicated by different market 

conditions between countries and different study methods. In general, reviews across countries 

show little consistency and no clear differences or patterns between organic and conventional users 
(7;48). Nevertheless, higher OF consumption tends to be related to vegetarianism (8;43;44;49;50), 

educational level (2;45;46) and urbanization (2;45;46) which is supported by our findings.  

In previous studies frequent OF users have been described as ‘intellectuals’ from urban areas (2), and 

the most common reason not to purchase OF products was lack of knowledge or awareness (7). It has 

been hypothesized that higher educational level provides the consumer more information and 

experiences to believe that personal behaviour, including OF purchasing behaviour, and personal 

decisions affect other people (45). We found occupational status to be strongly associated with OF 
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preferences, which supports these previous studies. In relation to the higher OF use in or near the 

capital city our findings support the description of ‘intellectuals’ and the tendency to higher 

purchase in urban areas. 

In general, income does not seem to explain differences in OF purchasing behaviour (7;48), and 

income is a weak determinant in highly industrialized countries such as Denmark (45). Other 

findings suggest that OF users in some cases may have lower food expenditures than conventional 

households, despite the fact that OF products are more expensive and this can be due to differences 

in dietary habits of the households (44). Thus, higher price for OF products appears irrelevant in 

relation to other incentives underlying OF preferences. 

There seems to be a good agreement concerning incentives for OF use among countries (7;45). 

Several studies have found that health considerations are one of the most important incentives for 

organic preferences followed by concern for the environment (2;7;12;48) and concern for pesticide 

residues (10). In fact, it has been argued that frequent OF users consider the concern for health and 

environment to be one and the same thing (45). Since health apparently is a serious concern for OF 

users, it can be assumed that they follow recommendations about health and exercise to a higher 

extent than non users. This is also reflected in our results, even after adjustment for occupational 

status. 

The strength of our study is the large sample size as we have been able to include more than 60,000 

pregnant women. It can be argued that self-reported dietary intake may be prone to bias, such as 

over- or underestimation, but a FFQ is a valid method for classifying individuals according to high 

or low intake, which was the main interest with respect to OF consumption. The FFQ has been 

validated against a 7-day weighed food record and the validation showed that the FFQ was useful in 

separating high and low intake (29). The dietary calculations were based on assumptions of average 

portions, sizes and standard recipes for complex dishes, which may have introduced bias in the 

estimates. In this study we do not focuse on the accuracy of specific nutrient estimates, but instead 

one the differences between estimates. Thus, we find the dietary intake between non and frequent 

users to be valid.   

Until today, very few etiological studies about organic consumption have been published. The 

major explanation underlying this may be found in the impact of surrounding multiple factors, 

unbalance in data, low compliance, and lack of knowledge about dietary components and 

pesticides’ impact on human health. Our findings add one more parameter because OF consumers 

in general seem to have a healthier lifestyle and diet. In relation to the previous findings of OF users 
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being more conscious regarding health observational studies aiming at examining the impact of OF 

use on human health are complicated.  

It is relevant to consider whether OF consumption is part of a specific organic lifestyle including 

healthy diet, physical activity and health and environmental awareness. If this is the case it may be 

of no significance to estimate the relationship between OF use and health outcomes in observational 

studies, because the risk of chronic diseases already is lowered by the diet and exercise. However, it 

is still important to investigate whether OF products can contribute to lower risk of diseases. 

Therefore careful epidemiological modelling that can control for confounding factors is needed. 

In theory, a randomised controlled trial would be the optimal study design for investigating health 

effects of human OF consumption. However, in many cases such a trial would require a long 

intervention period and strict control of foods consumed and would be affected of long study 

period, high costs and low compliance. Measurements of biomarkers in blood, e.g. pesticide 

residues and fatty acids composition, would be desirable; however, in a study including 60,000 

women this would be financially unfeasible. Moreover, possible health effects can be related to 

other factors that are undetecable in blood. 

The DNBC gives us an opportunity to examine associations in observational studies; however, 

statistical models used to analyze these associations must be designed to manage residual 

confounding and several covariates. Our approach is to devise a stratification strategy for selecting 

exchangeable groups of women for low and high organic food consumption based on relevant 

confounders and our basis for this will be principal component analysis. This will restrict the study 

population and hence reduce the statistical power, but in return produce conservative estimates with 

reduced bias for effects under the assumption of perfect exchangeability.

In conclusion, frequent OF users in the DNBC had a healthier lifestyle and consumed a more 

prudent diet with higher intake of fruit and vegetables, fibre, vitamins, minerals, n-3 fatty acids and 

less saturated fat. Furthermore, they had a higher occupational status and were living in urban areas, 

which together indicates an impact of a social gradient on OF purchasing behaviour. Our findings 

point to a major challenge in examining the impact of OF consumption on health in observational 

studies due to potentially irremediable confounding by generally healthier food choices among 

frequent users. Thus, in future studies it is crucial to manage this particular confounder problem. 

Our detailed analyses constitute a strong basis for such later advancement of strategies for analyses 

that can allow for unbalance in data, when we compare maternal organic and non-organic food 

consumers and their offspring in relation to health outcomes.   
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Table 1: Distribution of answers in the six food categories (N = 60.773). 
Organic food Never Sometimes Regularly Always 

n % n % n % n % 

Milk 15865 26 20679 34 16366 27 7862 13 
Cereals 18666 31 26482 43 12664 21 2961 5 
Egg 15825 26 17418 29 11570 19 15958 26 
Vegetables 15162 25 31082 51 13065 22 1723 2 
Fruit 24994 36 35089 50 8630 12 1464 2 
Meat 31107 52 23468 39 4675 8 820 1 
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Table 2: Association between organic food consumption and different socio-demographic factors.  

Variable    Non user Frequent user Odds ratio (95 % CI) P #
N % N % Crude Adjusted* Trend adjusted 

Age       < 0·0001 
  Age < 20 148 2 29 1 0·43     (0·29-0·65) 0·33      (0·16-0·70)  
  20 < Age < 25 1476 21 296 7 0·44     (0·39-0·51) 0·48      (0·39-0·60)  
  25 < Age < 30 3102 43 1402 34 REF REF  
  30 < Age < 35 1901 26 1646 40 1·92     (1·75-2·10) 1·88      (1·64-2·16)  
  35 < Age < 40 491 7 692 17 3·12     (2·73-3·56) 3·56      (2·90-4·37)  
  Age > 40 47 1 81 2 3·81     (2·65-5·49) 4·49      (2·71-7·45)  
Occupational status       < 0·0001 
  High 266 4 519 14 REF REF  
  Medium 1107 17 1264 33 0·58     (0·49-0·69) 0·83      (0·67-1·04)  
  Skilled 1534 23 484 13 0·16     (0·13-0·19) 0·27      (0·21-0·34)  
  Student 543 8 654 17 0·62     (0·51-0·74) 1·01      (0·78-1·31)  
  Unskilled  2194 33 447 12 0·10     (0·09-0·12) 0·25      (0·20-0·32)  
  Unemployed 984 15 432 11 0·22     (0·19-0·27) 0·48      (0·37-0·62)  
Living area       
  West Denmark 5212 77 1617 43 REF REF  
  East Denmark 1567 23 2100 57 4·32     (3·96-4·71) 2·44      (2·05-2·90) < 0·0001 
Urbanization        < 0·0001 
  Capital city 216 4 1036 29 23·8     (20·1-28·2) 8·04      (6·23-10·4)  
  Capital suburbs 333 5 480 13 7·15     (6·07-8·44) 2·70      (2·10-3·48)  
  100·000 + 590 9 673 19 5·66     (4·92-6·52) 5·04      (4·22-6·02)  
  10·000 – 99·999 2124 34 801 22 1·87     (1·66-2·11) 1·45      (1·25-1·69)  
  < 10·000 3988 48 602 17 REF REF  
Cohabitation status       
  Couple/married 6731 98 3831 97 REF REF  
  Single 125 2 103 3 1·45     (1·11-1·88) 2·25      (1·43-3·55) 0·0001 
Parity       0·66 
  Nulliparous  3649 53 1789 45 REF REF  
  1 child 1990 29 1520 39 1·56     (1·43-1·70) 1·54      (1·34-1·76)  
  2 children 941 14 537 14 1·16     (1·03-1·31) 1·15      (0·95-1·39)  
  3+ children 278 4 89 2 0·65     (0·51-0·83) 0·43      (0·29-0·64)  
Smoking       < 0·0001 
  Non-smoker 5014 71 3210 78 REF REF  
  Occasional smoker 741 10 559 14 1·18     (1·05-1·33) 1·34      (1·12-1·61)  
  < 15 cigarettes per day 1091 15 313 8 0·45     (0·39-0·51) 0·62      (0·50-0·75)  
  > 15 cigarettes per day 264 4 33 1 0·20     (0·14-0·28) 0·28      (0·16-0·48)  
Alcohol in pregnancy       
  Not at all 3506 49 1803 44 REF REF  
  Yes 3600 51 2309 56 1·25     (1·15-1·35) 0·90      (0·80-1·01) 0·21 
Dietary habits       
  Eating meat 7172 99·7 3909 94 REF REF  
  Vegetarian/vegan 23 0·3 237 6 18·8     (12·2-28·9) 18·7      (9·77-35·7) < 0·0001 
Prepregnant BMI       < 0·0001 
  BMI < 18,5 274 4 229 6 1·15     (0·96-1·38) 1·26     (0·96-1·66)  
  18,5 < BMI < 25 4016 60 2911 75 REF REF  
  25 < BMI < 30 1604 24 561 15 0·48     (0·43-0·54) 0·68      (0·58-0·79)  
  30 < BMI < 35 594 9 127 3 0·29     (0·24-0·36) 0·51      (0·39-0·67)  
  BMI ≥ 35 252 4 39 1 0·21     (0·15-0·30) 0·31      (0·19-0·51)  
Energy intake       < 0·0001 
  Quintile 1 1573 22 668 16 REF REF  
  Quintile 2 1290 19 762 19 1·39     (1·22-1·58) 1·23      (1·02-1·49)  
  Quintile 3 1342 19 790 19 1·38     (1·22-1·57) 1·24      (1·03-1·50)  
  Quintile 4 1270 18 889 22 1·65     (1·45-1·87) 1·59      (1·32-1·91)  
  Quintile 5 1509 22 980 24  1·53     (1·35; 1·73) 1·80      (1·50-2·15)  
Physical activity       < 0·0001 
  Non 4673 68 2162 55 REF REF  
  Light 1358 20 910 23 1·45     (1·31-1·60) 1·30      (1·12-1·49)  
  Moderate 718 11 734 19 2·21     (1·97-2·48) 1·72      (1·45-2·03)  
  High 92 1 110 3 2·58     (1·95-3·42) 1·24      (0·80-1·93)  
Dietary supplements       
   No 671 10 211 5 REF REF  
   Yes 6334 90 3891 95 1·95     (1·66-2·29) 1·28      (1·00-1·64) 0·073 

* Mutually adjusted. 
#  P value for trend for exposures with >2 categories.
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Figure 1 Principal component analysis results for the first two principal components reflecting the 
sample distribution and the associations between different food groups. The distribution of the 
60.773 women is reflected as four ellipsoids associated with degree of organic food consumption (0 
= non users, 1 = light user, 2 = middle user, 3 = frequent user).  The food groups are imposed on 
this graph and are colored according to food classes. The axis correspond to factor correlations with 
the individual food groups.  
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Neonatal Cytokine Profile in the Airway Mucosal Lining
Fluid Is Skewed by Maternal Atopy

Nilofar V. Følsgaard1, Bo L. Chawes1, Morten A. Rasmussen2, Anne L. Bischoff1, Charlotte G. Carson1,
Jakob Stokholm1, Louise Pedersen1, Trevor T. Hansel3, Klaus Bønnelykke1, Susanne Brix4, and
Hans Bisgaard1

1Copenhagen Prospective Studies on Asthma in Childhood, Health Sciences, University of Copenhagen, Copenhagen University Hospital, Gentofte,

Denmark; 2Faculty of Life Sciences, University of Copenhagen, Frederiksberg, Denmark; 3Imperial Clinical Respiratory Research Unit, National Heart

and Lung Institute, Imperial College, London, United Kingdom; and 4Center for Biological Sequence Analysis, Department of Systems Biology,

Technical University of Denmark, Søltofts Plads, Lyngby, Denmark

Rationale: Heredity from mother or father may impact differently in
complexdiseases, suchasatopy.Maternalatopy isastrongerrisk factor
thanpaternal atopy for thedevelopment of atopy in the offspring.We
hypothesized that mother’s and father’s atopy would have a differen-
tial imprinting on the cytokines and chemokines in the upper airway
mucosal lining fluid of healthy neonates.
Objectives: To study parental atopic imprinting on the cytokines
and chemokines in the upper airway mucosal lining fluid of
healthy neonates.
Methods: Eighteen cytokines and chemokineswere quantified innasal
mucosal lining fluid in 309 neonates from the novel unselected Co-
penhagen Prospective Study on Asthma in Childhood (COPSAC)
birth cohort.
Measurements and Main Results: Maternal, but not paternal, atopic
status (asthma, hay fever, or eczema with or without sensitiza-
tion) was associated with general down-regulation of all 18
mediators assessed by principal component analysis (overall
P ¼ 0.015).
Conclusions:Maternalatopy,butnotpaternalatopy, showedastrong
linkage with a suppressed mucosal cytokine and chemokine signa-
ture in asymptomatic neonates, suggesting imprinting by the ma-
ternal milieu in utero or perinatal life.

Keywords: neonatal airways;parental atopicdisease; skewed immunology

Heredity from mothers or fathers may impact disease develop-
ment in the child differently in complex diseases, such as diabetes,
inflammatory bowel disease, and atopy (1–4). Thus, atopic hered-
itary disease linkage in the offspring is stronger for maternal than
paternal atopy (3–5). This suggests imprinting (i.e., an inheri-
tance process independent of the classical mendelian inheritance)
of the maternal immunologic status or milieu on the child dur-
ing pregnancy or perinatal life, which is a period of immune
immaturity.

The airway mucosa is exposed to the mother’s milieu before
birth and to allergens, pollutants, and the microbiome after birth.
The ability of the newborn to mount a balanced and appropriate
local immune response at the mucosal surfaces in response to the
exposome (i.e., the totality of exposures received by a person dur-
ing life [6]) is essential for maintaining healthy airways because
atopic diseases presumably develop from an inappropriate immune
response caused by complex interactions between genes, the expo-
some, and the host immune system. Indeed, a recent large-scale,
genome-wide study of asthma showed strong associations to genes
controlling innate and adaptive immune components (7).

The cytokines and chemokines involved in the pathogenesis
of asthma and allergic rhinitis have been studied extensively in
vitro in stimulated cord blood or peripheral blood from neonates
(8–11), whereas there is no available in vivo evidence from the
target organ, the airway mucosa. It is not known how parental
atopy may affect early immunity in the target organ, the respi-
ratory mucosa.

We hypothesized that atopic heredity from mother and father
would have a differential imprinting on the cytokines and chemo-
kines in the upper airway mucosa lining fluid of healthy neonates.
To investigate this hypothesis, we studied subjects enrolled in the
novel unselected Copenhagen Prospective Study on Asthma in
Childhood (COPSAC2010) birth cohort. Some of the results of
this study have been previously reported in the form of an ab-
stract (12).
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AT A GLANCE COMMENTARY

Scientific Knowledge on the Subject

Maternal atopy is a stronger risk factor than paternal atopy
for the development of atopy in the offspring.

What This Study Adds to the Field

Maternal atopy, but not paternal atopy, showed a strong
linkage with a suppressed mucosal cytokine signature in
asymptomatic neonates, suggesting imprinting by the ma-
ternal milieu in utero or perinatal life.



METHODS

The COPSAC2010 Birth Cohort

The neonates were part of the novel COPSAC2010 cohort, an ongoing
unselected prospective clinical study of a birth cohort of 700 children
recruited in Zealand, Denmark, during 2009–2010. Written invitations
were sent to pregnant women in Zealand. Women who were interested
in participating were interviewed by telephone and subsequently
attended the COPSAC clinical research unit for enrollment at gesta-
tional week 24, excluding women with chronic endocrinologic, nephro-
logic, or cardiac diseases. The neonates were enrolled at 1 week of age
excluding any baby with severe congenital abnormality.

Measurements of Airway Inflammatory Mediators

The neonates visited the clinical research unit at 1 month of age. Upper
airway mucosal lining fluid was collected with a pair of 3- 3 15-mm
strips of filter paper (Accuwik Ultra; fibrous hydroxylated polyester
sheets, cat no. SPR0730, Pall Life Sciences, Portsmouth, Hampshire,
UK; this product is no longer manufactured, but Leukosorb from Pall
Life Sciences is an alternative) inserted onto the anterior part of the
inferior nasal turbinate of both nostrils (see online video of the sam-
pling procedure; www.copsac.com). The strips were left for 2 minutes
(13). After removal, the filter papers were frozen at 2808C and stored
until analysis.

The levels of IFN-g, IL-1b, IL-2, IL-4, IL-5, IL-10, IL-12p70, IL-13,
tumor necrosis factor (TNF)-a, CXCL8 (IL-8), CCL11 (eotaxin-1),
CCL26 (eotaxin-3), CXCL10 (IP-10), CCL2 (MCP-1), CCL13 (MCP-4),
CCL22 (MDC), CCL4 (MIP-1b), and TARC (CCL17) in the extracted
upper airway mucosal lining fluid were analyzed in duplicate using the
Ultrasensitive Meso Scale Discovery Multi-spot Human TH1/TH2 10-
Plex cytokine assay and 9-plex chemokine assay (Meso Scale Discovery,
Gaithersburg, MD). Samples were read using the Sector Imager 6000
(Meso Scale Discovery). The lower limit of detection was set as the mean
signal from blanks 13 SD (see online supplement). For validation, IL-8
was analyzed with both cytokine and chemokine assay showing complete
correlation between the two (rho ¼ 0.98). IL-8 chemokine values are
presented in this article. As for IL-4, 55% of the measurements were
under the set detection level (1.05 pg/ml), and 20 were undetectable or
missing (i.e., 0 pg/ml) (see Table E2 in the online supplement). IL-4
has been included in the analysis because of its central role in Th2
skewing, but interpretation of these results must be done with caution.

Atopic Predisposition

Parents’ atopic status was defined from a history of doctor-diagnosed
asthma, hay fever, or atopic dermatitis independent of sensitization.
This was determined by a structured clinical interview performed by
the research doctors at the parents’ first visit to the COPSAC research
clinic during gestational week 24.

Statistical Analyses

Analyses were done by conventional statistics and by pattern recogni-
tion using principal component analysis (PCA). Mediator levels were
log-transformed before analysis. In the conventional statistics, differen-
ces in cytokine and chemokine concentrations between the offspring of
parents who are atopic versus parents who are not atopic were tested by
Student unpaired t test. Our primary outcomes were mother who is
atopic (irrespective of paternal atopic status) and father who is atopic
(irrespective of maternal atopic status). Estimates were expressed as
relative differences with the nonatopic group as reference and with
corresponding 95% confidence intervals.

For the pattern recognition analyses, PCA was used to extract un-
derlying latent variables, called principal components, which describe
the systematic part of the variation across the 18 mediators in a few un-
correlated new and latent variables. The latent variables (principal com-
ponents) reflect the distribution of samples across all variables. In this
way it can be seen how the different variables contribute to the principal
components and thereby understand what variables dominate the data-
set in biologic patterns. Scatter plots of the principal components were
used to investigate differences in overall cytokine–chemokine response
between the children with or without mothers who are atopic.

The data processingwas conducted usingMATLABR2009b v. 7.9.0.529
(MathWorks, Natick,MA)with the statistical and PLS toolbox (t test, PCA,
visualization). In PCA, the NIPALS algorithm (nonlinear iterative partial
least squares) was used to estimate the model while dealing with missing
data (14).

Additional methodologic details are given in the online supplement.

RESULTS

Baseline Characteristics

The study included the first 309 consecutive neonates from the
novel COPSAC2010 birth cohort at the mean age of 31 days (SD,
5 d). Sampling was completed in all neonates without any com-
plications or adverse events.

Atopic disease had been diagnosed in 173 of the mothers (56%
of the study group) and 142 (47%) of the fathers, and 241 (78%) of
the neonates had either a mother or a father with a history of at-
opy. Baseline characteristics of the neonates of mothers who are
atopic (with or without fathers who are atopic) did not differ sig-
nificantly from neonates of mothers who are not atopic (with or
without fathers who are atopic) with respect to fathers’ atopy,
ethnicity, household income, antibiotics in third trimester, smok-
ing, alcohol intake in third trimester, furred animals in the home
during pregnancy, gestational age, birth weight, caesarean sec-
tion, Apgar score less than 7 (15), sex, older siblings, or exclusive
breastfeeding (Table 1). Neonates of fathers who are atopic (with
or without a mother who is atopic) versus fathers who are not
atopic (with or without mothers who are atopic) and neonates of
mothers who are atopic (without fathers who are atopic) versus
fathers who are atopic (without mothers who are atopic) were
also comparable with respect to the previously mentioned char-
acteristics (see Table E1A and E1B).

Cytokine and Chemokine Levels in Neonates with

and without Parents Who Are Atopic

Mean levels and variation in cytokine and chemokine levels are
shown in Table E2.

Neonates of mothers who are atopic (with or without fathers
who are atopic) had lower levels ofmediators comparedwith neo-
nates of mothers who are not atopic (with or without fathers who
are atopic) (Figure 1A). Univariate statistical analyses showed P
less than or equal to 0.01 for eotaxin-3 and IP-10, and P less than
or equal to 0.05 for IFN-g, IL-13, IL-1b, IL-2, IL-4, IL-8, TNF-a,
eotaxin-1, MCP-1, MCP-4, and MDC. The mediators IL-10,
IL-12p70, IL-5, MIP-1b, and TARC exhibited a nonsignificant
trend of down-regulation (see Table E3). The conventional sta-
tistical approach was verified in a data-driven unsupervised
PCA. The loading plot for all mediators and maternal atopic
status shows that all variables are strongly correlated, because
the first component (PC1) describes 66.5% of the total variation
(see Figure E1). Therefore, the significant univariate associations
revealed by conventional statistics mainly reflect one general
underlying inhibitory effect in the neonates of mothers who
are atopic. This is confirmed by the separation plot (Figure 2)
showing significantly different distribution for individuals with
and without mothers who are atopic (P ¼ 0.01).

Neonates with fathers who are atopic (with or without moth-
ers who are atopic) showed similar mediator levels as fathers who
are not atopic (with or without mothers who are atopic) (Figure
1B; see Table E3). All univariate statistical comparisons were
nonsignificant except MCP-1 (up-regulated in neonates with
fathers who are atopic; P ¼ 0.02). This pattern was confirmed
in the data-driven PCA (see Figure E2).

Neonates of mothers who are atopic and fathers who are not
atopic exhibited significantly reduced levels of IL-10, IL-12p70, IL-
2, IL-4, TNF-a, eotaxin-3, MCP-1, MCP-4, and TARC compared
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with neonates of fathers who are atopic and mothers who are
not atopic. IL-8, IP-10, and MDC exhibited a nonsignificant
trend of down-regulation (Figure 1C; see Table E3). The PCA
confirmed the significant general down-regulation of mediators
(see Figure E3).

DISCUSSION

Main Findings

Healthy neonates born to mothers who are atopic have down-
regulated cytokines and chemokines in the upper airwaymucosal
lining fluid, whereas there is no association to father’s atopic
status. This suggests a maternal imprinting on the child’s im-
mune response developing during pregnancy or the first weeks
of life.

Strengths and Limitations

We developed this noninvasive method of sampling upper air-
way mucosal lining fluid by filter paper with efficient absorption
(wicking) properties, but with minimal protein binding capacity,
so that mediators can be efficiently eluted (13, 16). This simple
and noninvasive method makes it possible to assess the baseline
innate and adaptive immune responses in the airway mucosa as
reflected by a panel of cytokines and chemokines. The novel
method was feasible in all neonates and without inconvenience
to the child.

It is an advantage of this method that mediators could be mea-
sured in the upper airway mucosal lining fluid reducing the prob-
lem of dilution inherent to nasal lavage where the dilution is
a significant confounder and may reduce the mediator concentra-
tion below the detection limit of the assay (17). It is a strength that
the biologic sampling of mucosal lining fluid is from one of the
target organs of allergic disease. A further strength of the method
is that these mediators could be assessed in asymptomatic healthy
neonates at baseline without stimulation, hence avoiding the ex-
cessive response accompanying challenge models (18).

It seems probable that the in vivo mediator concentrations
are the product of networks of interactions between different
host mucosal cell types reacting with the exposome, and hence
this in vivo measure is a more complete assessment of the final
common pathway of the immune response than a response to
stimulated purified cells or cell lines determined in vitro.

The validity of the study is increased by the comprehensive
prospective data collection from personal interviews in the clinic
on potential confounders, including the pregnant mother’s use of
antibiotics, alcohol, and tobacco, mode of delivery, breastfeed-
ing, and presence of siblings or animals at home.

The statistical evidence is strong with conventional statistics
confirmed in the unsupervised, data-driven PCA (i.e., the poten-
tial issue of multiple testing by univariate analyses of each of the
18 mediators is mitigated by the overall significance in the first
principal component). This PCA analysis simultaneously ana-
lyzes variation in all cytokines and chemokines, and allows test-
ing for difference between groups by one single test. This
revealed significantly different cytokine and chemokine levels
for neonates with and without mothers who are atopic.

It is a limitation of the study that the definition of parents who
are atopic did not include an objective measure, such as specific-
IgE or skin prick test.

It may be a limitation to our conclusions that, despite being an
unselected birth cohort, 78% have at least one parent who is
atopic compared with the Danish population where 54% of chil-
dren have been reported to have at least one parent who is atopic,
reflecting a bias toward the afflicted population even in unse-
lected cohort studies (19). It is well-known that parents with
atopic disease tend to avoid certain behaviors or environments
(20). Therefore, the home environment, maternal dietary habits,
and the exposure to allergens in these families might differ from
families without atopic predisposition, which may have affected
the maternal imprinting on the child’s immune response.

Interpretation

The in vivo airway cytokine and chemokine concentrations in
neonates with mothers who are atopic presented a general
down-regulation compared with mothers who are not atopic
and compared with fathers who are atopic, whereas there was
no influence from the fathers’ atopic status compared with
fathers who are not atopic. This general suppression in all medi-
ators may be interpreted as a delayed maturation of the immune
response.

The immune response is generally immature in early life as
recently demonstrated in the experiment by nature, where the
H1N1v pandemic caused more severe disease in neonates and
young infants than in older children, all unprotected from passive

TABLE 1. BASELINE DEMOGRAPHICS

All % (N)

Mothers Who Are

Atopic % (N)

Mothers Who are Not

Atopic % (N) P Value

Baseline 309 56 (173) 44 (136) —

Prenatal exposure

Father who is atopic 47 (141) 43 (73) 52 (68) 0.16

Race—white 95 (293) 96 (165) 94 (128) 0.32

Household income—high* 35 (108) 31 (53) 40 (55) 0.37

Antibiotics in third trimester 18 (56) 19 (32) 18 (24) 0.85

Furred animals during pregnancy 34 (104) 35 (60) 32 (44) 0.77

Maternal smoking during pregnancy 5 (15) 3 (6) 7 (9) 0.20

Alcohol .1 unit/wk during third trimester 6 (18) 6 (10) 6 (8) 0.97

Postnatal exposure

Gestational age† 5 (16) 5 (8) 6 (8) 0.62

Birth weight (,2,500 g) 1 (3) 2 (2) 1 (1) 0.74

Male 50 (154) 48 (83) 52 (71) 0.46

Apgar score ,7 at 1 min 4 (13) 5 (9) 3 (4) 0.53

Caesarian section 12 (37) 12 (20) 12 (17) 0.26

Older sibling 48 (148) 47 (82) 49 (66) 0.84

Exclusive breastfeeding until study day 90 (279) 90 (156) 90 (123) 0.45

*High; above V110,000 a year.
yBefore 37 weeks.
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Figure 1. Ratios of cytokines and chemokines in the

upper airway mucosal lining fluid in healthy neonates.

Means with 95% confidence interval. (A) Ratio: Neo-

nates with mothers who are atopic versus mothers
who are not atopic. (B) Ratio: Neonates with fathers

who are atopic versus fathers who are not atopic. (C)

Ratio: Neonates with mothers who are atopic (fathers

who are not atopic) versus neonates with fathers who
are atopic (mothers who are not atopic). eotaxin-1 ¼
CCL11; eotaxin-3 ¼ CCL26; IFN-g ¼ interferon-g;

IL ¼ interleukin; IL-8 ¼ CXCL8; IP-10 ¼ CXCL10;

MCP-1 ¼ CCL2; MCP-4 ¼ CCL13; MDC ¼ CCL22;
MIP-1b ¼ CCL4; TARC ¼ CCL17; TNF-a ¼ tumor

necrosis factor-a.
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immunity to this novel virus (21). This illustrates the neonatal
period as a period of immune immaturity and it is our interpre-
tation that the milieu of the atopic mothers causes a further
delay of the child’s immune maturation.

Previous reports on the effect of maternal atopic status on
neonatal immune profiles are ambiguous probably because of
the limitation of in vitro studies including use of different stim-
ulation regimens, problems with the harvesting of cells, use of
single-cell lines with absence of epithelial–immune cell cross-
talk, and different laboratory practices. In agreement with our
findings, in vitro studies stimulating the innate immune cells
from cord blood reported a reduced response of the Th1-type
cytokine IFN-g in children of mothers who are atopic (8, 9, 22–
24). Likewise, regulatory T cells and their suppressive function
and associated cytokines (IL-10) were found suppressed (24),
together with reduced levels of Toll-like receptor (TLR) 2,
TLR4/CD14, and TLR9 expression in cord blood from high-
risk infants (10, 25). A linkage between maternal atopy and
reduced Th1 (IFN-g) response toward fetal histocompatibility
complex antigens was previously reported (26), thus indicating
that maternal atopy may impact fetal immune programming by
immune regulatory processes at the maternofetal interface. To-
gether these in vitro studies support our in vivo data suggesting
that that maternal heredity delays the immune maturation in
the offspring. One previous in vivo study assessed cytokines
directly in the cord blood from 20 high-risk infants and 36 con-
trol subjects reporting detectable levels of the chemokines
IP-10, I-TAC, MDC, and TARC with no significant correlations
to the atopic status of the mother, whereas other Th1- and Th2-
associated cytokines were undetectable (11). Other studies
found no association between atopic heredity and the in vitro
immune response to nonspecific stimulation of cord blood cells
(27, 28). Studies have even reported enhanced levels of IFN-g
and IL-12 in cord blood from high-risk infants on stimulation of
the innate immune system (29), and enhanced IL-13 response in
stimulated cord blood (28).

Maternal specific imprinting has also been reported for other
complex diseases, such as diabetes (1) and Crohn’s disease (2).
The mechanism behind maternal imprinting cannot be deter-
mined by our data. It may be speculated to arise from the
maternal immune system signaling to the developing fetus

during pregnancy or may involve epigenetic mechanisms (30).
Alternatively, exposure to environmental immune activators,
such as maternal nutrition during pregnancy (e.g., omega-3 fatty
acids and vitamin D intake) or the microbiome of the mother, is
imprinting the fetal immune response toward the atopic status.
We recently reported an association between abnormal bacte-
rial colonization of the upper airways of neonates and later
development of asthma suggesting that, post or propter, the
human microbiome is associated with the skewing of the im-
mune balance in people with asthma (31).

CONCLUSIONS

Maternal atopic disease was associated with a general down-
regulation of cytokine and chemokine levels in the upper
airway mucosal lining fluid in healthy neonates. There was
no paternal linkage to the mucosal immune response pattern,
suggesting maternal programming of the fetus or neonate is
causing an aberrant local airway immune profile in the newborn
child.
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Torkil Menné, Hans Bisgaard

Submitted for British Journal of Dermatology

155





Giwercman Carson 1 

Endotyping Atopic Dermatitis Children by Filaggrin Gene Mutation Status in a Prospective 1 

Cohort Study. 2 

3 

Charlotte Giwercman Carson1, Morten Arendt Rasmussen2, Jacob P. Thyssen3, Torkil Menné3, 4 

Hans Bisgaard1 5 

1Copenhagen Prospective Studies on Asthma in Childhood; COPSAC, Health Sciences, University 6 

of Copenhagen, Copenhagen University Hospital, Gentofte, Ledreborg Alle 34,Gentofte 7 

2820,Copenhagen, Denmark 8 

2Faculty of Life Sciences, University of Copenhagen, DK-1870 Frederiksberg, Denmark 9 

3National Allergy Research Centre, Department of Dermato-Allergology, Copenhagen University 10 

Hospital Gentofte, DK-2900 Hellerup, Denmark 11 

12 

Address for correspondence: 13 

Copenhagen Prospective Studies on Asthma in Childhood 14 

Danish Pediatric Asthma Center 15 

Copenhagen University Hospital, Gentofte 16 

Ledreborg Alle 34 17 

DK-2820 Gentofte 18 

Copenhagen 19 

Denmark 20 

Tel: +45 39 77 73 60 21 

Fax: +45 39 77 71 29 22 

E-mail: bisgaard@copsac.dk23 

Website: www.copsac.com24 



Giwercman Carson 2 

Sources of funding25 

COPSAC is funded by private and public research funds. Grants above 100.000 Euro were donated 26 

by The Lundbeck Foundation; the Pharmacy Foundation of 1991; Augustinus Foundation; the 27 

Danish Medical Research Council; The Danish Pediatric Asthma Centre.  28 

The funding agencies did not have any role in study design, data collection and analysis, decision to 29 

publish, or preparation of the manuscript. 30 

31 

Disclosure 32 

The guarantor of the study is HB who has been responsible for the integrity of the work as a whole, 33 

from conception and design to conduct of the study and acquisition of data in COPSAC, analysis 34 

and interpretation of data and writing of the manuscript. The contributors of the study include CGC, 35 

MRA, JPT and TM who contributed to the analyses and interpretation of the data and writing of the 36 

manuscript. All contributors have contributed important intellectual input and approval of final 37 

version of the manuscript.  38 

Data from this manuscript has not been presented previously except in abstract form. 39 

40 

Short title: Endotyping atopic dermatitis by filaggrin  41 

Article Type: Original article 42 

Word count: 2842 (abstract 200) 43 

Figure count: 6 44 

Tables: 0 45 

Supplementary data, text: 206 words 46 

Supplementary data, figures: 3 47 

Supplementary data, tables: 1 48 



Giwercman Carson 3 

Abbreviations 49 

AD: Atopic dermatitis 50 

FLG: Filaggrin 51 

COPSAC:  The Copenhagen Prospective Studies on Asthma in Childhood 52 

53 



Giwercman Carson 4 

Abstract 54 

Filaggrin null mutations result in impaired skin barrier functions and increase the risk of atopic 55 

dermatitis. We wanted to characterize the clinical presentation and course of atopic dermatitis 56 

associated with filaggrin null mutations within the first 7 years of life in our prospective, clinical 57 

birth cohort study (COPSAC) of 411 children born to mothers with asthma followed with scheduled 58 

visits every 6 months as well as visits for acute exacerbations of dermatitis. Atopic dermatitis was 59 

defined in accordance with international guidelines and described at every visit using 35 predefined 60 

localizations and 10 different characteristics. A total of 170 (43%) of 397 Caucasian children 61 

suffered from atopic dermatitis. R501X and/or 2282del4 filaggrin null mutations were present in 26 62 

(15 %) children and were associated with an early age at onset of dermatitis (128 vs. 299 days, 63 

p<0.0001), a higher number of unscheduled visits (3.6 vs. 2.7; p=0.04), more severe (moderate-64 

severe SCORAD 44 % vs. 31%; p=0.14) and widespread dermatitis (10 % vs. 6 % of the body area, 65 

p<0.001), with predilection to exposed areas (hands, feet, extensor areas, cheeks), and lesions 66 

characterized by an up regulation in both acute and chronic morphologically. This indicates a 67 

filaggrin specific endotype of atopic dermatitis. 68 

69 
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Introduction 70 

9-10% of the general population carry at least one null mutation in the filaggrin (FLG) gene (Irvine, 71 

2007). Normal gene expression results in intracellular FLG proteins which aggregate keratin 72 

filaments leading to keratinocyte compaction and formation of the stratum corneum. The cornified 73 

cell envelope is crucial for the skin barrier function as it prevents epidermal water loss and 74 

penetration of microbes, toxic chemicals and allergens (Candi et al., 2005). Heterozygous, and 75 

especially homozygous or compound heterozygous, carriers of FLG null variants such as R501X 76 

and 2282del4, may experience dry, scaly and fissured skin (Thyssen and et al, 2011a;Sergeant et al., 77 

2009). Furthermore, it has repeatedly been shown that FLG null mutations are major predisposing 78 

factors for atopic dermatitis (AD), a condition that affects up to 20% of children (Palmer et al., 79 

2006;Marenholz et al., 2006;Weidinger et al., 2006;Irvine, 2007;1998). FLG null mutations are also 80 

associated with early onset of AD, persistence of AD into adulthood and asthma and allergic 81 

sensitization (Palmer et al., 2006;Marenholz et al., 2006;Barker et al., 2007;Brown et al., 82 

2007;Bonnelykke et al., 2010). Clinical studies have shown that most homozygous individuals 83 

develop dermatitis very early in life whereas heterozygous individuals may experience a milder 84 

course or no symptoms at all (Thyssen and et al, 2011b;Smith et al., 2006).  85 

Phenotyping based on FLG null mutations represent a novel endotype with known underlying 86 

molecular causes and presumably distinct clinical features and treatment responses. Endotyping of 87 

AD is important for segmentation of patients and future investigations of individualized treatment 88 

possibilities. Also, it may help us to improve disease prediction and perform research into novel 89 

preventive approaches. Phenotypical characterization based on prospective data collection has not 90 

been reported previously for the FLG null mutations. Therefore, we meticulously characterized the 91 

pattern of atopic dermatitis in the Copenhagen Prospective Birth Cohort during the first 7 years of 92 

life and performed stratification by FLG mutation status.  93 
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Results 94 

Twenty six (15.3 %) of 170 AD children and 15 (7.1 %) of 211 non-AD children were FLG null 95 

mutation carriers. The lifetime prevalence of AD was 63 % in children with the FLG null genotype 96 

and 43 % in children with the wild type (p= 0.011).97 

98 

Severity 99 

The skin was examined at 905 separate visits of which 276 (30.5 %) were unscheduled visits for 100 

acute skin symptoms.  101 

Children with the FLG null mutations had more unscheduled visits than wild type children (mean 102 

3.6 vs. 2.7 visits, p=0.036) (figure 1) and FLG null children presented with higher SCORAD score 103 

than wild type children, albeit not statistically significant (44 % vs. 31 % with moderate-severe 104 

SCORAD, p=0.14). Similar, non-significant trends were found in SCORAD values at unscheduled 105 

and scheduled visits separately (results not shown). 106 

FLG null carriers had earlier onset of dermatitis (median age 128 vs. age 299 days, p<0.0001), but 107 

FLG null children did not have more chronic dermatitis judged from the yearly point prevalence 108 

ratio (figure 2) and the prevalence by age 7 did not differ significantly (dermatitis in 33% of 109 

children with FLG null genotype compared with 24 % of wild type children; p=0.36).  110 

Anatomical dermatitis localizations 111 

FLG null children had more widespread dermatitis at each visit compared to wild type children 112 

(median 10% vs. 6% of the body, p<0.001). A similar difference was seen at both scheduled and 113 

unscheduled visits (results not shown). 114 

The anatomical localization of dermatitis stratified by FLG mutation status (affected per visit) is 115 

presented in figure 3. Here, 35 predefined areas were grouped into 11 (for details, please see table 116 

S1 in the Supplementary data). The analysis showed that involvement of the palm and back of the 117 
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hands, the flexor and extensor extremities, the feet and the cheeks was associated with the FLG null 118 

genotype. PLSDA analysis of the original 35 regions confirmed this positive association with a 119 

tendency to higher number of different localizations for the FLG null children, as all score values 120 

were positive in the first component, mainly driven by affection of the cheeks and the back of the 121 

hands, whereas no differences were seen for the flexural area (p<0.01) (figure S1 in the 122 

Supplementary data). Figure 4 summarizes the localizations that were more often affected in FLG 123 

null children (red and blue areas), with the red areas illustrating the localizations significantly 124 

selected by the PLSDA (cheeks and back of the hand). To investigate whether the anatomical 125 

localizations associated with the FLG null genotype were dependent on age further stratification 126 

was performed (0-3 and 3-7 years). However, we found no change in predilection of dermatitis 127 

(data not shown). 128 

129 

Morphology:  130 

First, three regions were excluded from the analyses due to a low number of registrations (eye area, 131 

foot (sole) and nose). Second, two components describing 58% of the total variation were extracted 132 

by PCA (component 1 and 2). The PCA loading plot separated chronic signs of dermatitis such as 133 

fissures, lichenification and crusting (x-axis) from acute signs of dermatitis such as edema and 134 

erythema (y-axis). Characteristics closely positioned exhibited similar pattern, i.e. high scores for 135 

erythema track with high scores for edema and vesicles etc (Figure 5a). Third, this information was 136 

combined with information about the morphology at the separate skin localizations to make a score 137 

plot (figure 5b). At the score plot, the positions in truncated principal component space of the 138 

dermatitis lesions are shown. Each region is shown as two points (● FLG wild type, ● FLG null) 139 

connected with an arrow from FLG wild type to FLG null. This plot showed that the majority of 140 

arrows pointed up or towards the right, i.e. pointing the same directions as the acute and chronic 141 
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markers at the loading plot, which means that a general up-regulation of both acute and chronic 142 

markers was observed in FLG null children when compared to wild type children. Interpretation of 143 

single region differences between the two groups revealed a pattern with certain regions up-144 

regulated in acute markers (extensor areas, extremities flex areas, truncus, hand (palm/back)) and in 145 

chronic markers (feet area, wrist (front/back), hand back). At figure 5b the localizations are grouped 146 

according to table S1 (Supplementary data). For original plot see figure S2 in the Supplementary 147 

data. 148 

149 

150 
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Discussion 151 

Main finding 152 

This study showed that FLG null children with atopic dermatitis represents an endotype 153 

characterized by 1) high frequency of dermatitis episodes (as illustrated by more unscheduled visits 154 

to our clinic due to dermatitis, 2) more generalized, and 3) severe dermatitis (higher SCORAD) 155 

when compared to FLG wild type children with atopic dermatitis. In addition, FLG null children 156 

more often had dermatitis at anatomical localizations that tend to be exposed to drying conditions 157 

(e.g. wind, cold, sun and radiations from indoor heating), especially the back of the hands and the 158 

cheeks (figure 4). Finally, dermatitis lesions were characterized by an up regulation in both acute 159 

and chronic markers in FLG null children when compared to wild type children.  160 

161 

Strengths and limitations 162 

The COPSAC cohort consists of prospective collection of data including detailed description of 163 

dermatitis morphology, anatomical localization, area in percent of the total body surface, and the 164 

severity of the dermatitis episode defined by the SCORAD severity score; all collected during the 165 

first 7 years of life. The diagnosis, detailed phenotype and management of skin lesions have been 166 

controlled solely by the clinical research unit physicians from standard operating procedures and 167 

treatment algorithms, and not by the general practitioner or others. Hence, the specificity of the AD 168 

diagnosis is high and the risk of misclassification expected to be low. This is of particular 169 

importance in the clinical evaluation of AD where inter-observer variation may be a 170 

problem(Williams et al., 1994). The children were followed every 6 months and in case of acute 171 

flare-up of dermatitis. Such prospective data collection reduces the risk of recall bias. 172 

Our study is limited by all children being of Caucasian descent and being high-risk children with 173 

mothers suffering from asthma, thereby risking interaction with asthma genetics. Therefore, our 174 
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results need replication in an unselected population. Because of the project protocol with the 175 

children being followed closely by trained physicians when having acute flare ups, these children 176 

are likely to be treated better than the general population. This optimized care can be a confounder 177 

diluting the differences between FLG null and wild type children with AD.  178 

We used classic bar charts to illustrate our main findings and confirmed them by multivariate 179 

pattern analysis, i.e. PLSDA and PCA. This approach facilitates the handling of many variables in 180 

the same analysis, which is especially important for complex phenotypic data. Multivariate pattern 181 

analysis makes it possible to study the systematic variation, while filtering out uncorrelated random 182 

variation and hence observe patterns not otherwise recognized by traditional univariate statistical 183 

analysis. We were able to extract plausible acute and chronic components from the morphological 184 

data and characterize different skin regions. In this way, we use a data analytical approach more in 185 

line with the clinicians approach to clinical problems, often characterized by pattern recognition 186 

rather than any single markers.  187 

188 

Interpretation 189 

AD has traditionally been classified as acute vs. chronic, intrinsic vs. extrinsic, associated with 190 

ichtyosis vulgaris, based on morphology (nummular, atopic prurigo, lichen planus-like, pityriasis 191 

alba) or based on localization (hand, juvenile plantar and palmar, eyelid, cheilitis, nipple, 192 

periorificial). However, none of these classifications seem to be satisfying because patients often 193 

experience dynamic changes between the suggested categories and with affection of different 194 

sites.(Pugliarello et al., 2011) We showed that FLG null children had more severe dermatitis 195 

characterized by a higher number of visits in the clinical research unit, a more generalized 196 

dermatitis and a non-significant trend of higher SCORAD value. Also, FLG null mutations were 197 

associated with an earlier onset of disease. These observations are in agreement with previous 198 
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cross-sectional reports (Brown et al., 2009;Pugliarello et al., 2011;Barker et al., 2007;Brown et al., 199 

2007) and suggest that FLG genotyping should be considered in the initial diagnostic work of 200 

patients suspected with AD and that it may be useful for classification.  201 

Our study suggests an association between FLG null carrier status and dermatitis on the hands. In 202 

line with this, a recent general population study showed that the FLG null genotype significantly 203 

increased the risk of hand dermatitis in individuals with atopic dermatitis and that it was associated 204 

with early onset before age 6 years and persistence into adulthood (Thyssen et al., 2010b). 205 

Furthermore,  the clinical observation was recently made that adult patients with the FLG null 206 

genotype had a distinct phenotype of hand dermatitis characterized by fissured eruptions on the 207 

back of the hands and wrists with only sparse involvement of the palmar aspects, similar to the 208 

clinical description of hand dermatitis among atopic individuals previously described by other 209 

groups (Thyssen et al., 2010a;Simpson et al., 2006). It was interesting that we could partly confirm 210 

this finding in our cohort of children as FLG null carriers mainly had dermatitis location on the 211 

back of the hands. Furthermore we found that skin fissures, but also the other morphological 212 

characteristics, were up regulated in FLG null children compared to wild type.  Finally, our data 213 

suggests that FLG null mutations are associated with dermatitis at other “exposed areas”, besides 214 

the back of the hands, such as the feet, extensor areas and cheeks. These sites are typically exposed 215 

to drying and irritant factors such as water, soap, sun, wind, children playing, changes in 216 

temperatures and radiation from indoor heating. It is possible that these may act as a local triggers 217 

resulting in dry skin and then dermatitis. Supporting this interpretation, FLG deficient flaky tail 218 

mice bred in cages with contact to the environment had a higher level of dermatitis and skin 219 

inflammation compared to mice bred in cages with no environmental contact (Fahy et al., 2011). In 220 

contrast, dermatitis in wild type children was not located on these rather exposed sites. Another 221 
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mechanism must be responsible for their dermatitis, e.g. changes in immunomodulatory factors, 222 

heat or bacterial growth.  223 

224 

Conclusion 225 

Children with AD and FLG null mutation status have a genetically defined endotype, characterized 226 

by early onset of dermatitis, a more severe course with more generalized dermatitis resulting in 227 

more frequent medical consultations, and with dermatitis often located to exposed areas of the body, 228 

in particular hands and cheeks. These findings will hopefully help us to segment patients and 229 

promise individualized treatment in the future as well as improved disease prediction and research 230 

into novel preventive approaches. However, future studies including replication in an unselected 231 

population and bigger cohorts with more FLG homozygotes/compound heterozygotes represented 232 

are needed to confirm our phenotype findings. 233 

234 
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Materials and methods235 

Participants 236 

The Copenhagen Study on Asthma in Childhood (COPSAC) is a prospective, clinical, birth cohort 237 

study including 411 children born to mothers with asthma. The study was conducted in accordance 238 

with the guiding principles of the Declaration of Helsinki, and approved by The Danish Data 239 

Protection Agency (2002-41-2434) and the Ethics Committee for Copenhagen (KF 01-289/96). 240 

Data validity was assured by compliance with “Good Clinical Practice” (GCP) guidelines and 241 

quality control procedures. Data were collected on-line and locked after external monitoring and an 242 

audit trail was run routinely. Informed written consent was obtained from parents. The children 243 

were enrolled at one month of age and visited the clinical research unit at scheduled visits every six 244 

months as well as for any acute skin symptoms. The main recruiting area of the cohort was greater 245 

Copenhagen, Denmark and all children were born between August 1998 and December 2001. The 246 

study was previously detailed (Bisgaard et al., 2007;Bisgaard, 2004;Bisgaard et al., 2006). In this 247 

study, we included data from Caucasians only, i.e. 397 of 411 enrolled children. Among these, 172 248 

(43 %) were diagnosed with AD before age 7 years. For 2 children, information about FLG 249 

mutation status and registration of dermatitis were missing leaving 170 children for analyses. Two 250 

homozygous/compound heterozygous children were grouped with the heterozygous children. Skin 251 

examinations, diagnoses and treatment of dermatitis were handled by medical doctors employed for 252 

this purpose in the clinical research unit.  253 

254 

Risk assessments 255 

AD was stratified by FLG mutation status and the groups were analyzed for differences during the 256 

first 7 years of life. AD was defined based on the criteria of Hanifin and Rajka(Hanifin JM and 257 

Rajka G, 1980) and FLG genotyping was performed for R501X and 2282del4 (Palmer et al., 2006). 258 
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At each visit, the following observations were registered: 259 

• Anatomical localization of dermatitis lesions were divided into 35 predefined areas: 260 

abdomen, ankle (back), ankle (front), back (lower), back (upper), cheek, chest, chin, ear, 261 

elbow (back), elbow (front), eye area, foot (back), foot (sole), forearm (back), forearm 262 

(front), forehead, hand (back), hand (palm), knee (back), knee (front), lower leg (back), 263 

lower leg (front), nappy region, neck (back), neck (front), nose, perioral, scalp, upper arm 264 

(back), upper arm (front), upper leg (back), upper leg (front), wrist (back) and wrist (front). 265 

• Morphology of the single dermatitis lesion was based on the following characteristics: area 266 

(in percent of the total body surface area), erythema, lichenification, crusts, dryness, 267 

vesicles, squamation, fissures, edema and excoriations (graduated from 0 (none) to 3 268 

(severe)). 269 

• Severity of the dermatitis episode was assessed using the Scoring Atopic Dermatitis index 270 

(SCORAD)(1993). 271 

272 

Statistical analysis 273 

Associations between FLG mutation status (null vs. wild type) and different variables were 274 

investigated using the following analyses: chi-square test (PROC FREQ) (AD diagnosis & age at 275 

end of diagnosis), log-rank test (PROC LIFETEST) (age at onset of AD), the non-parametric 276 

Wilcoxon Rank-Sum Test (PROC NPAR1WAY) (number of visits in the clinical research unit), 277 

and GEE-model (PROC GENMOD) (SCORAD & total area of the body involved pr visit). All 278 

analyses were done in SAS version 9.1(SAS Institute Inc, Cary, NC). The overall significance level 279 

used was 0.05. 280 

281 
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A multivariate approach was employed to detect clinical patterns related to FLG null mutation 282 

status. We applied Partial Least Squares Discriminant Analysis (PLSDA) (Barker and Rayens, 283 

2003) to describe the anatomical location of dermatitis and Principal Component Analysis (PCA) to 284 

describe dermatitis morphology, in both cases stratifying by FLG mutation status.  285 

   286 

1) Anatomical location: The number of registrations (continuous) was used as predictors. The 287 

pattern of 35 different regions was visualized including how they were associated with the FLG 288 

genotype both individually and compared to the other regions. The component consists of a primary 289 

score matrix with samples distribution followed by a loading matrix where the relation between the 290 

predictors (regions) was created and displayed.  291 

2) Dermatitis morphology: For each region (n=35) and each FLG mutation type (wild type and 292 

null), the morphology parameters (erythema, lichenification, crusts, dryness, vesicles, squamation, 293 

fissures, edema and excoriations) were represented by a weighted average across all registrations 294 

taking the different registration frequencies into account. This resulted in a 70 by 9 matrix. PCA 295 

with two components and varimax rotation was then conducted on this matrix to make a loading 296 

and score plot, respectively, visualized by a scatter plot (Kaiser Henry F, 1958). 297 

PLSDA and PCA were conducted using the PLStoolbox ver. 6.0.1 (Eigenvector Inc, Manson, 298 

Washington, USA.). In addition inhouse algorithms were used for visualization. All analysis where 299 

conducted in Matlab® R2010b version 7.11.0.584.  300 

301 

Additional methodological details are given in the Supplementary Materials and Methods. 302 

303 
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Figure legends 394 

395 

Figure 1: Frequency of unscheduled visits in the clinical research unit in relation to the FLG null 396 

mutations. 397 

Figure 2: The yearly point prevalence ratio of dermatitis cases observed at children having the FLG 398 

null mutations compared to the number of dermatitis children with the FLG wildtype.399 

Figure 3: Frequency of localizations in relation to the number of visits at the clinical research unit, 400 

0-7y, grouped. 401 

Figure 4: The figure summarizes the localizations more often affected in children with FLG null 402 

mutations compared to wild type children (red and blue areas), with red areas illustrating the 403 

localizations specifically selected by PLSDA as driving sites.404 

Figure 5a: PCA loading plot for the first two varimax rotated principal components. Morphological 405 

characteristics such as fissures, lichenification and crust were grouped at the x-axis (component 1, 406 

chronic markers), whereas edema, erythema and vesicles were grouped at the y-axis (component 2, 407 

acute markers).408 

Figure 5b: PCA score plot showing the morphology of the individual localizations. Each region is 409 

shown as two points (● FLG wild type, ● FLG null) connected with an arrow from FLG wild type 410 

to FLG null. E.g. hand (back) obtained higher values with respect to chronically inflammatory 411 

markers than e.g. forearm (front). A general up-regulation of both acute and chronic markers was 412 

observed for FLG null children across almost all regions.  413 
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Materials and methods 29 

Statistical analyses 30 

We applied Partial Least Squares Discriminat Analysis (PLSDA) and principal component analysis 31 

(PCA) which may be regarded as extensions of the multiple linear regression model (y=ax+b). In 32 

the latter model, one can make reasonable estimates (predictions) for new observations based on the 33 

linear relationship between variables (e.g. between height and weight). The PLS is to some degree 34 

related to the linear regression model as it also aims to identify a linear model based on observed 35 

and expected values, but in contrast, these variables are projected into a new space. The PLS model 36 

can be regarded as a dimension reduction approach that is coupled with a regression model. It is 37 

typically used in situations where the matrix of predictors has more variables than observations or 38 

when there is multicollinearity among the x-values (this is when two or more predictor variables are 39 

highly correlated). The PLS model has for these reasons also been used for analysis of high-40 

dimensional genomic data where expression of thousands of genes is evaluated. In general, PLS can 41 

be regarded as a robust statistical model suited for a large number of variables and which also takes 42 

into account the interdependencies that may exist among the variables. 43 
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Truncus  Flexur 
area 

Hand 
area, 
back 

Hand 
area, 
front  

Head  Cheeks  Extremities, 
extensor  

Nappy 
region  

Perioral  Feet  Extremities 
flexor  

Abdomen  Elbow, 
front  

Hand, 
back  

Hand, 
palm  

Chin  Cheek  Elbow, back  Nappy 
region  

Perioral  Foot, 
back  

Lower leg, 
back  

Back, 
lower  

Knee, 
back  

Wrist, 
back  

Wrist, 
front  

Ear    Knee, front      Foot, 
sole  

Upper arm, 
front  

Back, 
upper  

  Forearm, 
back  

Forearm, 
front  

Eye area    Lower leg, 
front  

    Ankle, 
back  

Upper leg, 
back  

Chest        Forehead    Upper arm, 
back  

    Ankle, 
front  

  

        Nose    Upper leg, 
front  

        

        Scalp              
        Neck, 

back              
 47 

Table S1: Grouping the 35 predefined localizations into 11 groups. 48 

49 

50 



51 

Figure S1A: PLSDA score plot 52 

53 

Figure S1B: PLSDA loading plot 54 



PLSDA score- (A) and loading (B) plot for having dermatitis on a given localization in relation to 55 

number of visits in the clinic. Ellipsoids are centered at population mean with half axis 56 

corresponding to the standard deviation and under normality assumption hence cover ~50% of data. 57 

58 

59 

60 

Figure S2: Original PCA score plot showing the morphology of the individual localizations. Each 61 

region is shown as two points (● FLG wild type, ● FLG null) connected with an arrow from FLG 62 

wild type to FLG null. E.g. hand (back) obtained higher values with respect to chronically 63 

inflammatory markers than e.g. forearm (front). A general up-regulation of both acute and chronic 64 

markers was observed for FLG null children. 65 
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Abstract In this paper it was investigated if any genotypic
footprints from the fat mass and obesity associated (FTO)
SNP could be found in 600 MHz 1H CPMG NMR profiles
of around 1000 human plasma samples from healthy Dan-
ish twins. The problem was addressed with a combination
of univariate and multivariate methods. The NMR data was
substantially compressed using Principal Component Anal-
ysis (PCA) or Multivariate Curve Resolution (MCR) with
focus on chemically meaningful feature selection reflecting
the nature of chemical signals in an NMR spectrum. The
possible existence of an FTO signature in the plasma sam-
ples was investigated at the subject level using supervised
multivariate classification in the form of Extended Canon-
ical Variate Analysis (ECVA), classification tree modeling
(CART) and Lasso (L1) regularized linear logistic regres-
sion model (GLMNET). Univariate hypothesis testing of peak
intensities was used to explore the genotypic effect on the
plasma at the population level. The multivariate classifica-
tion approaches indicated poor discriminative power of the
metabolic profiles whereas univariate hypothesis testing pro-
vided seven spectral regions with p < 0.05. Applying false
discovery rate (FDR) control, no reliable markers could be
identified, which was confirmed by test set validation. We
conclude that it is very unlikely that an FTO-correlated sig-
nal can be identified in these 1H CPMG NMR plasma metabolic
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profiles and speculate that high-throughput un-targeted genotype-
metabolic correlations will in general be a difficult path to
follow.
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Lasso · CART

1 Introduction

The quantitative genetic contribution to body mass index
variation and hence to obesity is well established [32,34]
and has been confirmed in the population used for the present
study [26]. Several obesity candidate genes have been dis-
covered, among which the most consistent associations have
been found between body weight and single nucleotide poly-
morphisms (SNP) in the fat mass and obesity associated
(FTO) gene [8,20,17,?]

The FTO gene is located on chromosome 16. To date,
the locus with the strongest association with obesity is the
rs9939609 [32], which is a cluster of 10 SNP located in the
first intron of the gene. The verification of the association
between the FTO gene and body mass strongly supports the
suggestion that this gene has common variants (the AA and
AT genotypes) that predispose to obesity, relative to the wild
(TT) genotype. Varying effect sizes of the FTO locus have
been reported [19] but a number of studies states an effect
size in the area of 0.35 kg/m2 (0.1 z-score units for BMI)
per susceptibility allele.

Expression studies indicate that FTO is widely expressed
in many tissues, but has its highest expression in the brain,
particularly the arcuate nucleus of the hypothalamus [8],
where it is believed to be involved in energy uptake rather
than energy expenditure [14,?]. The findings of Wardle [33]
that the FTO risk allele was associated with reduced satiety
responsiveness in children support this putative functional
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role, whereas another study [13] found no association be-
tween FTO and increased energy intake or food preferences.
The study of Wahlen et al [31] indicate a role of FTO in fat
cell lipolysis.

Gerken et al. [11] suggested that FTO catalyzes demethy-
lation of 3-methylthymine in DNA, with concomitant pro-
duction of succinate, formaldehyde, and carbon dioxide, but
a direct functional role of the FTO gene in obesity devel-
opment remains unsolved. It is likely that the FTO variants
are in linkage disequilibrium with the true causative variant
[24].

As part of the Danish nationwide GEMINAKAR study
which took part 1997-2000 fasting blood samples were col-
lected from healthy Danish twins and analyzed for a number
of constituents. Genotyping with respect to the FTO locus
rs9939609 was also conducted for a subset of the twins, and
at a later stage, Nestlé (Lausanne, Switzerland) subjected the
plasma to 1H NMR analysis for metabolomics studies.

The purpose of the present study was to combine these
two datasets and investigate whether the FTO (rs9939609)
genotype is reflected in the blood composition as measured
with 600 MHz 1H NMR.

In this paper, we attempted to identify metabolic asso-
ciations between FTO polymorphism and metabolic signa-
tures through the interrogation of 1H CPMG NMR gener-
ated metabolic profiles with a combination of multivariate
and univariate statistics.

2 Materials and Methods

The GEMINAKAR study regarded the relative influence of
environmental and genetic factors on especially the metabolic
syndrome, and was based on data from 756 healthy Dan-
ish twin pairs. The details of the GEMINAKAR study are
described elsewhere [26,27,5,12]. The blood samples were
collected during the years 1997-2000, added NaF as an anti-
coagulant and preservative and stored at −80◦C until 2005
when the plasma was subjected to NMR analysis, whereby
individual fasting metabolic profiles were obtained. SNP data
was obtained from the same blood samples. Combined NMR
and SNP data was available for 1116 individuals.

Data handling and analysis was performed using the com-
mercial software package MATLAB R, ver. 7.10.0 includ-
ing PLS Toolbox ver. 5.5.1.

2.1 NMR profiles

NMR Acquisition

For each plasma sample, a Free Induction Decay (FID) was
acquired in 1.98 seconds on a Bruker DRX 600 MHz NMR

instrument using a 5 mm probe (Bruker Biospin, Rheinstet-
ten, Germany). The spin-echo pulse sequence was standard
Carr-Purcell-Meiboom-Gill (CPMG) [21]. With CPMG the
fast relaxation of protons in macromolecules (short T2) is
used to filter particularly those signals out and leave peaks
from small molecules or signals from molecules with signif-
icant segmental motion [3].

NMR preprocessing

Prior to Fourier transformation, NMR FIDs were multiplied
by an exponential weighting function corresponding to a
line broadening of 1.0 Hz followed by manual correction
for phase and baseline distortions. These actions were per-
formed using the Topspin software (ver. 2.1, Bruker Biospin,
Rheinstetten, Germany).

The spectra were calibrated against the alpha-glucose
doublet peak at 5.23 ppm and interpolated to a common
ppm axis. The spectral range 0.1-8.25 ppm was kept for fur-
ther analysis with exclusion of the water band at 4.55-5.17
ppm. No normalization was applied. Each spectrum then
consisted of 29027 data points. 85 spectra were excluded
due to poor data quality (poor water suppression or shim-
ming) or due to obvious signals from ethanol or drugs.

The very high number of variables represents a com-
putational challenge, but may potentially also hamper the
data analysis adversely by substantial power reduction and
by presence of spurious correlations in data. It is therefore
desirable to reduce the data in a reasonable way. An integra-
tion approach was applied in the following way:

1. Define K spectral regions, if possible so that each region
contains only one peak. Omit peaks which one would not
trust if they turn out to be significant, i.e. peaks with very
weak intensities or regions with many overlapping small
signals. Obvious spin-spin coupling splits (i.e. doublets,
triplets etc), with no interfering peaks should be put in
same region, but emphasis is rather on representing all
informative signals than taking care of structural infor-
mation. For each peak region, j:
(a) Align peaks using the Icoshift tool [25]. Icoshift shifts

the peaks of each region individually and preserves
the peak shape. Possibly apply Savitsky-Golay dif-
ferentiation to the spectra prior to alignment for im-
proved alignment and apply the resulting spectral ad-
justment to the original spectra.

(b) If the peak is a small signal on a shoulder of large
broad parent peak, model the parent peak as baseline
and subtract this from the small peak.

(c) Decompose region by Principal Component Analy-
sis (PCA) [16] or Multivariate Curve resolution (MCR)
[28] using a reasonable number of components l,
l ∈ 1,2 determined manually for each region. For
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Table 1 Distribution of FTO genotypes in this study

Genotype number of subjects %

TT 347 34%
AT 479 47%
AA 197 19%

improved robustness, include only the approx. 80%
most normal samples as determined by initial PCA
submodels for each class (AA, AT, TT) for the mod-
eling, but eventually project all samples onto the re-
gional PCA or MCR model. The choice of method
(PCA or MCR) was made by comparison of the spec-
tra with the obtained loadings; the shape of the load-
ings should ideally only model the peak of interest in
the region and not artefacts arising from interfering
signals. After this step, each region is represented by
l score variables.

2. Collect scores to form the new matrix X.

Eventually, three extreme outliers were removed by use
of PCA diagnostics from a model on X, resulting in a dataset
consisting of 1028 samples and 171 variables originating
from 164 peak regions. The distribution of the three FTO
genotypes is shown in Table 1.

2.2 SNP data

We genotyped the FTO SNP (rs9939609) by conducting al-
lelic discrimination using pre-designed Taqman R© SNP geno-
typing assays (Applied Biosystems). The conditions described
by the manufacturer were applied. We performed PCR in the
ABI Prism 7700 and we analyzed PCR using the Sequence
Detection System software (Applied Biosystems).

2.3 Data analysis

Immediately after the preprocessing, the dataset was split in
a training set of 800 samples and a test set of 228 samples
by Kennard-Stone subset selection [18,7] with the constraint
that siblings should be put in the same set. The two datasets
had comparable composition with respect to FTO classes.

2.4 Distribution of variation

The distribution of variation sources was estimated for each
variable using simple ANalysis Of VAriance (ANOVA), with
gender as categorical and age as linear effects. For the total
variable space simple means of the contributions to the indi-
vidual variables were used.

Data quality

An initial confirmation of data quality of both full spectra
and the compressed data was performed by (a) modeling of
age and (b) visual verification that multivariate gender dif-
ferences were present. Age was modeled by Partial Least
Squares (PLS) regression and gender differences were visu-
alized via PCA.

The relation between the metabolomic and the genotypic
profiles was investigated both uni- and multivariately:

1. Multivariate classification on the basis of all peak vari-
ables.

2. Univariate significance testing of spectral features.

Multivariate modeling

Multivariate classification was performed using Extended
Canonical Variate Analysis (ECVA) [22]. Furthermore a clas-
sification tree model (CART) [6] and a Lasso (L1) regu-
larized linear logistic regression model (GLMNET) [9,10]
were fit, but since neither of these two produced meaningful
models for these data, they are not treated further here.

The ECVA modeling aims to separate the two classes by
seeking new directions which separate the variation between
the classes relative to the variation within the classes. This
is a supervised method, and consequently there is a risk of
over-fitting in the sense that optimistically good separation
may be found. For the ECVA modeling, only AA and TT
samples were included to simplify the problem to a two-
class problem with only the most extreme groups.

A major advantage of the applied data reduction is that
data is essentially noise free, and thus up-weighting of small
peaks is not associated with noise boosting. Consequently,
data for the ECVA models was autoscaled, i.e. each variable
was mean-centered and scaled to unit variance. Prior to this,
the compressed spectral data were adjusted for age and gen-
der variation as described below.

The performance of the ECVA modeling was assessed
by a combination of cross-validation and permutation test.
Specificity and sensitivity were first assessed by cross-validation
where the samples were split randomly into 13 segments
where each segment conserved the class distribution. This
was repeated 200 times, whereby 200 (specificity, sensitivity)-
pairs were obtained. To assesses if the obtained performance
was better than random, modeling and cross-validation were
repeated 1000 times with a shuffled class membership.

Univariate significance

Each of the 164 individual spectral regions was tested in par-
allel. A test statistic, p j ( j = 1, ..,164), was obtained for
each spectral region by comparing two nested generalized
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linear models predicting the occurrence of A in the FTO lo-
cus via logistical regression.

ln
(

pi

1− pi

)
= β0 + xi jβ + εi j (1)

with a pure intercept spectral independent model:

ln
(

pi

1− pi

)
= β0 + εi (2)

where pi refers to the probability of locus A for the i’th
person (i = 1, ...,n).

The deviance (−2∗log likelihood) between the two mod-
els dev0 j −dev1 j is assumed χ2(d f j) with d f j = d f0−d f1 j.
xi j is the derived scores for person i spectral region j cor-
rected for age and gender information (see handling of co-
variates below).

Thus a significance test was produced for each spectral
region (p1, .., p164), such that the minimum p-value refers
to the most interesting spectral region. The 164 spectral re-
gions were split into a set of significant regions and a set
of non significant regions using the method of Benjamini-
Hochberg [4] for control of false discovery rate (FDR).

The selected spectral regions suffer from selection bias,
that is; the most significant regions are selected due to a
combination of true effect size, but also by chance. This
bias is known as Winner’s curse [35]. The spectral regions
were investigated for selection consistency by applying a
non parametric bootstrap procedure evaluating the frequency
of selection for individual regions at different false discov-
ery rate (FDR) settings.

Handling of covariates

The plasma profiles systematically reflect gender and age,
hence a priori correction for those was appropriate. Let D be
a design matrix corresponding to gender and age, such that
the first and second column are dummy vectors for male and
female respectively and the third column is age. Linear cor-
rection for both age and gender can be done by orthogonal-
ization with respect to D:

Xcorr =
(
I−D(DTD)−1DT)X (3)

It is assumed that the FTO is independent of gender and
age. Nevertheless the collected data might exhibit a small
partial confounding with either gender or age. Under such
circumstances (3) is an overcorrection, and subsequent mod-
els will suffer from that. In order to remove information only
related to gender and age, while retaining all information re-
lated to FTO, the design matrix D is projected onto the null
space of FTO. Let F be an FTO design matrix with three
columns corresponding to TT, AT and AA. For the ECVA
models only TT and AA columns were included.

D∗ = (I−F(FTF)−1FT)D (4)

D∗ is then used for correction of X in equation (3).
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Fig. 1 Prediction of subject age using compressed data. Green line:
ideal prediction fit, red line: obtained cross-validation prediction fit.
Root mean square error of test set prediction (RMSEP = 6.8 years)

3 Results

3.1 Data quality

PLS models of subject age based on (a) raw spectra (with-
out water peak) and (b) compressed data showed good per-
formance in both cases. Fig. 1 shows the performance of
the model with the compressed data, similar results were
found for the full-spectrum model. Model complexity was
estimated using 6-fold cross-validation on the training set in
both models, and performance was assessed using the test
set. The two models showed comparable root mean squared
error of prediction (RMSEP) at 6.5 and 6.8 years respec-
tively.

Gender differences could also be recognized using PCA
for both data sets. Fig. 2 shows a scores plot for the com-
pressed data set, where it is obvious that gender differences
are found in this data set.

Examination of the distribution of variation sources across
all variables reveals that both age and gender at most con-
tribute with 1% variance for single variables, and 0.1%
across all variables (results not shown).

3.2 Multivariate classification

ECVA classification models were built to separate the two
extreme genotypes (TT, AA). Cross-validation estimated a
mean sensitivity of 0.42 and specificity of 0.70. These val-
ues are quite poor, and it is not obvious whether they are
better than random. The permutation test (Fig. 3) showed
that the obtained performance appear to be slightly better
than random, but in no way convincing.
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Fig. 2 Gender differences are present in compressed data. Visualized
by PCA score plot

Fig. 3 Sensitivity (left) and specificity (right) obtained by multivariate
ECVA models (green), compared to permutation test (blue)

3.3 Univariate significance

Each of the 164 spectral regions was tested one by one, re-
sulting in p-values ranging from 0.028 up to 0.991. Regions
were found to be significant with an FDR threshold q of 0.2,
i.e. allowing 20% of the positive findings to be false discov-
eries. Ignoring the multiple testing correction, seven regions
were found to have p ≤ 0.05. The positions of these in the
NMR spectrum are shown in Fig. 4. The p-values and the
FDR control were bootstrapped and by this procedure, the
frequency of “winning” (i.e. being selected as significant)
was assessed for each of the variables. The seven variables
were selected as significant at a frequency between 44% and
56%, which is not overwhelming, but considerably higher
than the average of 20%.

The validity of the seven regions was evaluated with the
test set of 223 samples. The mean values of each of the seven
regions are shown in Fig. 5, and it is obvious that the results

Fig. 4 NMR regions with p ≤ 0.05

from the training set are not valid for the test set. The re-
sult of region 44 is the only one where effect size and pat-
tern across genotypes are comparable between the training
and the test set. In fact region 65, 151 and 161 display com-
pletely opposite effect for the two sets. Closer investigation
of the distribution of intensities of region 44 showed that
differences were so small that they were of no value for any
purpose (not shown).

4 Discussion

It is interesting to investigate possible markers of the FTO
gene in NMR based plasma profiles. Such markers would be
interesting candidates for further investigations. The results
show that we have not been able to identify reliable plasma
markers of the FTO genotype when we took care of mul-
tiple testing by Benjamini-Hochberg FDR control. The use
of a test set illustrated that candidate markers with p < 0.05
had very little validity. This underlines that multiple testing
situations require careful handling of p-values and that the
use of test sets is recommendable.

Does that mean that the FTO gene does not leave any
footprint in a blood sample? There may be several reasons
why we did not make any positive findings in this study. We
shall here address (a) the quality of the data, (b) the data
analysis and (c) the overall research questions.

The data quality check indicated that the substantial data
compression from 29027 to 171 variables did not result in
massive information loss since the information in the com-
pressed data was adequate to model a highly complex at-
tribute such as age, which was found to contribute with less
than 1% of the variation in the 171 variables. One could
consider to include more than 164 spectral regions as many
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Fig. 5 Mean values (with standard errors of the mean) of the seven
regions with p ≤ 0.05 for adjusted training (blue) and test set (red)
data.

more are definitely present, but visual inspection of the re-
maining spectral regions made us very uncertain about con-
cluding anything about these as most of them were close to
the noise limit or weak shoulder peaks difficult to align etc.

Low sensitivity is an intrinsic problem in NMR and as
a result only around hundred metabolites give signal in the
NMR spectrum, which is about 10% of the total metabolome
[29]. On top of this the CPMG pulse sequence filters the
signals by suppressing signals from macromolecules. Lipo-
proteins are thus suppressed in these spectra, which poten-
tially could be an important loss of information. It might
thus have been useful to combine the CPMG recordings with
e.g Overhauser enhancement spectroscopy (NOESY) record-
ings which provide a good overview of all the types of molecules
present in the sample matrix [3]. LC-MS is an alternative
platform with much higher sensitivty but this technique cer-
tainly represents other challenges. In any case recording of
more information consequently lowers the statistical power.

In the data analysis, four (three multivariate and one uni-
variate) classification paths were investigated. The ECVA
modeling investigates multivariate solutions where all vari-
ables are active. The LASSO search path recovers sparse

solutions and it is hence the assumption that a combination
of a subset of the variables has discriminatory power. Clas-
sification trees are scale invariant and superiority of such a
model relies on non linearity compared to the linear ECVA
and LASSO models. If the different regions are indepen-
dent, multiple univariate tests sorts the regions in terms of
association with FTO. The different models reveal differ-
ent representations of the biological system and this exhaus-
tive search confirms lack of consistent information oppose
to wrong modeling choices.

In this study we searched for any kind of metabolic re-
sponse in a plasma sample correlated with the FTO geno-
type. The metabolic profile is a result of a very complex
network of interactions between genetic and environmental
factors and at system level there is a long path from geno-
type to metabolic profile. Epistatic effects, either at the ge-
nomic or phenotypic level may mask the signal, interactions
with the environment and the fact that the whole homeo-
static system is very robust shrink the correlation between
genotype and metabolic profile. Physical activity, for exam-
ple, is one factor which has been found to modify the effect
of FTO [30,2,23]. Despite the reported approximate effect
size of 0.1 z-score units [15] for BMI per susceptibility allele
which is actually quite substantial, it is a very difficult task
we have given ourself here. The variation related to age and
gender is only ≈ 0.1% across all 171 variables, and at most
1% for single variables, revealing a high degree of unex-
plained variation. Targeted analysis opposed to un-targeted
metabolic profiling examining a narrow range of biological
relevant metabolites in connection with FTO expression and
genetic and environmental confounders would increase the
probability of discovery. This is supported by a range of re-
cent works [1] which suggest data driven analysis in combi-
nation with mechanistic understanding as a strategic path to
uncovering associations from high throughput methods. In
this way, narrowing the model range by a priori parameter
restriction leads to more statistical power, which is critical
for data with large degree of unexplained variation.

5 Conclusion

This study shows that 1H NMR CPMG plasma profiles do
not contain signals which can be strongly associated with
FTO genotype and we speculate that high-throughput un-
targeted genotype-metabolic correlations will in general be
a difficult path to follow due to correlation shrinkage by
multiple interacting factors and inadequate power. The study
further underlines the importance of careful handling of sig-
nificance in cases with multiple testing and advocates for
the sound use of chemical and biological knowledge in data
analysis.
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